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hérité. La conclusion de ce travail est quelque part l’aboutissement de 28 ans
d’apprentissage dont ils sont en grande partie responsables. Merci beaucoup.
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Foreword

Photon induced processes have been studied in the past in various colliders,
but at relatively low energy. The very high luminosity and collision energy at
the Large Hadron Collider open widely a window on unexplored regions of the
land of photon interactions.

Those interactions are favoured by very clean experimental signatures and
good theoretical description. Some processes are very well known theoreti-
cally: for instance, the exclusive production of same-flavour lepton pairs have
a theoretical uncertainty on their cross-section below 1%. Applications like
the measurement of the absolute luminosity are then achievable with a great
precision.

In case of an elastic emission of a photon, the interacting proton is scat-
tered away with some energy loss. It escapes in the beampipe with the beam
protons and leaves the central detector without being detected. In order to use
this important signature, near-beam detectors can be used. Such detectors are
located in the forward regions, a few millimetres away from the beam position,
to detect the scattered protons.

Using such near-beam detector data to identify and measure photon inter-
actions require some prerequisites: (i) to have a radiation hard detector, using
a technology with the smallest insensitive edge, in order to have the sensor
active area as close as possible to the beam; (ii) to be able to predict the path
of the scattered proton along the beamline, in order to optimise the position
and characteristics of the near-beam detectors.

In the present thesis, some existing technologies for edgeless detectors are
reviewed with a long discussion on results on silicon microstrip detectors etched
with a laser or a plasma are discussed.

The simulation of the transport of particles in the beamline is a second main
subject of the document. Results of such simulations provide crucial inputs for
(i) the characterisation of the near-beam detectors, and (ii) the reconstruction
of the final state proton kinematics.
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Finally, the exclusive two-photon production of a pair of leptons is analysed
in the last part of this work. This process is particularly important as it is a
standard candle used as a reference process when studying other photon inter-
action. The comparatively large number of exclusively produced muon pairs
allows to study these events from the LHC start-up. Several applications are
then possible, from detector alignment to the absolute luminosity measurement.

This document is divided into four main sections: the first three parts in-
troduce the theoretical (part I), hardware (part II) and software (part III)
concepts on which the analysis (part IV) relies.

The first part describes the physics background behind the main subjects of
this dissertation, namely the high energy photon interactions and the concept
of collider luminosity. The theory of photon-photon and photon-proton inter-
actions is described and some cross-sections are given after reasonable detector
acceptance cuts. Luminosity is defined and several techniques are presented for
its measurement.

The second part deals with the experimental aspects, introducing the lhc
accelerator, giving details on each part of the cms detector and on forward
instrumentation. Some R&D on silicon edgeless sensors, providing possible
technologies for near-beam detectors, is further developed at the end of this
section.

The third part introduces the software framework in cms and gives an in-
sight into online selection and generic reconstruction. A simulation program
called Hector has been developed for the transport of particles in beamline
and in particular of forward protons scattered in γ interactions. This software
is exhaustively addressed in this section.

Finally, an analysis of exclusive dimuon production at cms is discussed in
the last part, as well as possible applications of these selected events. In par-
ticular, emphasis is put on luminosity measurement at the lhc with dimuons.
Using a similar selection procedure, the photoproduction of Upsilon mesons is
also studied.



Part I

Introduction and

motivation





Chapter 1

Photon interactions at the

LHC

Photon-induced collisions, namely γp and γγ, constitute a testing ground for
physics within and beyond the Standard Model. Their study at the lhc is a
natural extension of their measurements at lep, Tevatron, rhic and hera.
The high relative luminosity and the significant cross-sections lead to a consid-
erable event rate of high-energy processes, above the electroweak scale. These
processes are theoretically well-understood. According to the Equivalent Photon
Approximation, one can factorise a photon exchange and a photon interaction
with a parton or another photon. Clean experimental signatures, i.e. forward
rapidity gaps and very forward proton detection, allow for tagging photon in-
teractions.

1.1 Potential of γγ and γp interactions at the

LHC

The major focus of this document concerns some aspects of the photon in-
teractions at the Large Hadron Collider (lhc) [1, 2, 3]. The lhc is a power-
ful collider located at cern in Geneva. It will accelerate two proton beams
and collide them at 14 TeV, reaching unprecedented centre-of-mass energies.
The lhc intensity of collisions, or luminosity L, will grow from about 1027 to
1034 cm−2s−1.

One drawback of such hadron colliders in general is the uncertainty on the
initial state, as the momentum fraction of the interacting partons (gluons or
quarks) is unknown. Another difficulty is the high multiplicity of tracks, due to
gluon radiation, the multiple parton interactions and the hadronisation of the
proton remnants in forward directions. Moreover, for a luminosity L around
1033 cm−2s−1 and above, multiple proton-proton collisions per bunch crossing
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are highly probable. This leads to a relatively large occupancy of the detector
channels even at low luminosities.

Photon interactions are a class of events with cleaner topologies than pro-
cesses involving strong interactions. No colour flow is associated to the pho-
ton exchange, leading to lower particle multiplicities. Moreover, if the photon
emission is elastic, i.e. if the proton remains intact, it can be possible to exper-
imentally constrain the initial state. The probability that the emitting proton
remains intact is high for a relatively low photon virtuality Q2, defined as fol-
lows:

(p2 − p1)
2 = q2 = −Q2, (1.1)

where p1 and p2 are the 4 − momenta of the protons, before and after the
γ emission, respectively, and q is the 4 − momentum transfer. The emitted
photon interacts either with a proton or with another photon (Fig. 1.1). The
effective γγ and γp luminosities are significant, resulting in considerable rates of
produced events. Even if these luminosities are lower than the pp ones (O(10−3)
and O(10−2), respectively [2]), the large cross-section values maintain the event
rates such that an interesting physics programme can be carried out.

Figure 1.1: Examples of Feynman diagrams for the γγ and γp interactions.
The photon is emitted by a proton, which is scattered in a forward direction.
Photon-photon collision (left) happens when both incoming protons emit a
photon, yielding a central system X and two forward protons in the final state.
In case of γp process (right), this photon interacts with a parton and creates a
system X . The photon-parton interaction breaks one interacting proton into a
Y remnant.

1.1.1 Interactions between two photons

As both interacting protons could remain intact in γγ events, this class of
events provides very clean event topologies. This is seen for instance in the
case of exclusive pair production of leptons (e+e−, µ+µ−) [4, 5], gauge bosons
(W+W−, Z0Z0) [6], or Super-Symmetric (susy) particles [7, 8]. These are
called exclusive productions as only a given set of particles is produced (for
instance, two charged fermions) and nothing else.

The exclusive production of pairs of light charged leptons, γγ → ℓ+ℓ−, is
discussed in detail in Chapter 8. This theoretically well-understood process
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can be used for luminosity measurement [5, 9, 10, 11] or the calibration of the
Very Forward Detectors (vfd) [12, 13].

The triple and quartic gauge coupling measurements are sensitive to physics
beyond the Standard Model (sm). Quartic Gauge Couplings, for γγW+W− and
γγZ0Z0 have been studied and constrained previously at lep [16]. The current
limits could be improved upon in a very short time at the lhc, even at low
luminosity [6].

The exclusive production of charged supersymmetric particles is also possi-
ble, although the corresponding cross-sections are small. For a few particular
susy models, preliminary studies show that realistic susy analyses at the lhc
are possible in γγ interactions [8]. However, this will require a large integrated
luminosity and sophisticated methods for background rejection.

Photon-photon fusion will also allow generic searches for new heavy charged
particles produced in pairs. Heavy Dirac-Schwinger magnetic monopoles m are
favoured by some models in photon-photon fusion: γγ → mm̄. According to the
models, the lhc would be very adequate for their production, with high cross-
section and large masses [14]. The current experimental mass threshold is set at
370 GeV (95% CL) by cdf [15]. Their detection would rely on either two long-
living final state monopoles or two photons in the final state (γγ → mm̄ → γγ).

The cross-section values are determined by the charge, mass and spin of the
produced particles (Tab. 1.1). Photon-photon interactions have been largely
studied in e+e− colliders, like lep [16].

Process γγ → X σprod (fb) Generator
µ+µ− 74.7 ×103 lpair pT > 2.5 GeV
e+e− 10.4 ×103

q pT > 5.5 GeV
W+W− 108.5 mg/me -
f+f− 4.064 q mf = 100 GeV

f̃+f̃− 0.680 q mf̃ = 100 GeV

H → bb̄ 0.154 q mH = 120 GeV
mm̄ ∼ 5 ×103 - mm = 1000 GeV

Table 1.1: Typical values for the leading order of the cross-sections of some
γγ processes, σpp(γγ→X)pp, for lepton pairs ℓ = e, µ, gauge boson pairs W ,

Higgs boson H , supersymmetric fermions f and scalars f̃ and Dirac magnetic
monopoles m [1, 5, 15].

1.1.2 Photoproduction

The γq and γg interactions are deep inelastic interactions referred to as photo-
production. Midway from pp to γγ, photoproduction yields events with a high
cross-section (Tab. 1.2).
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Interesting processes are, for instance, the associated photoproduction of W
and Higgs bosons for studying the scalar sector [17]. Similarly, photoproduction
of a W and a t quark is very valuable, as it probes the |Vtb| element of the
Cabibbo-Kobayashi-Maskawa (ckm) matrix, via the γb → Wt process [17,18].

The anomalous production of a top quark through γut and γct vertices, i.e.
via Flavour Changing Neutral Currents (fcnc1), can be better constrained [19]
with respect to the current experimental limits on the couplings [20].

The photoproduction of a tt̄ pair is also interesting, thanks to its large cross-
section. These events could be used to measure parameters like the t charge or
mass [1,3]. In general, studies of γp interactions at the lhc will be complemen-
tary to the studies done in Deep Inelastic Scattering in ep colliders [21,22,23].

Process σprod (fb) Generator
γq → WHq′ 23.0 mg/me mH = 115 GeV
γq → WHq′ 17.5 q mH = 170 GeV
γq/g → WX > 90 q -
γg → tt̄ 1.54 q -
γq → Wt 1.01 q -
γq → t (368 k2

tuγ + 122 k2
tcγ) × 103 Comphep -

Table 1.2: Typical values of the leading-order cross-sections for photoproduc-
tion (photon-quark and photon-gluon), σpp(γp→X)pY [1, 17, 19]. The effective
couplings ktqγ are real and positive: the best upper experimental limit on
k2

tuγ is 0.14 [20], while k2
tcγ has never been probed. All these values assume

pjet
T > 10 GeV, |ηjet| < 5, ∆R(jet1, jet2) > 0.3.

1.1.3 Diffractive photoproduction

The diffractive photoproduction is a class of γp interactions involving colourless
soft qcd interactions. It provides interesting physics, like for the photopro-
duction of heavy quarks and vector mesons [5, 24, 25]. However, meson masses
being relatively small, they restrict the kinematics of their decay products to a
range very close to the lower limits of detector acceptance and trigger selection
thresholds. In practice, only the heaviest ones, namely the bottomonium states
(i.e. bb̄ bound states), like the upsilon Υ(1S), Υ(2S) and Υ(3S) resonances, can
be observed in lhc experiments. The observation of the γp → Υp → µ+µ−p
process in cms is discussed in Chapter 10.

The analysis of the hadronic decay of a diffractive photoproduction of a
Z0 benefits from the low detector occupancy, as the hadronic activity is not
polluted by remnants of the proton collision [26].

1Flavour Changing Neutral Currents (fcnc) are forbidden in sm at tree level, although
they appear in many of its extensions.



1.2 Theoretical description 9

This class of events (Tab. 1.3) probes the diffractive structure function of
the protons, as the photon flux is well-understood. Moreover, the cross-section
measurements will extend the range of current measurements to the lhc ener-
gies. Diffractive photoproduction γIP → X is not theoretically well-understood
due to the limitations to the limited applicability of perturbative methods to
diffractive processes. These limitations depend on the energy scale of the pro-
duced system X . Diffractive photoproduction has already been studied in many
previous experiments [27].

Process σprod (pb) Generator
γp → Υp → µ+µ−p 12 (1S) Phiti
γp → Υp → µ+µ−p 39 (1S), 13 (2S), 10 (3S) Starlight
γp → Z0p 69 -

Table 1.3: Typical values for diffractive photoproduction γp cross-sections, at
pp level σpp(γIP→X)pp [5, 26]. The cross-section values for Υ states include the
corresponding branching ratio BR(Υ → µ+µ−) into a muon pair.

Photon-induced processes can be theoretically divided into two steps: (1)
the emission of a photon by an incoming proton and (2) the interaction of the
photon with another photon or with a proton. This approximation, involving
an incoming equivalent photon flux, is explained in the next section, as well as
corrections due to the rescattering effects.

1.2 Theoretical description: EPA, proton dis-

sociation, rescattering effects

The electromagnetic field of the colliding hadrons (protons or heavy ions) at
the lhc can be seen as an incoming photon flux, distributed with some density
dN(x, Q2). The photon emission characterises its energy Eγ (or its energy frac-
tion x = Eγ/E, where E is the hadron energy), virtuality Q2 and polarisation.
The equivalent photon approximation (epa) [28] factorises the dependence on
photon virtuality Q2 from the cross-section of the photon-induced process (σγ

or σγp) to the equivalent photon flux dN . Subsequently, the hadron-hadron
collision is written:

dσpp = σγp(x, s) dN(x, Q2) for γp interactions (1.2)

dσpp = σγγ(x1, x2, s) dN(x1, Q
2
1) dN(x2, Q

2
2) for γγ interactions (1.3)

where s = 4E1E2 is the squared centre of mass system (c.m.s) energy of the
hadron collision.

The epa considers the interacting photon as real and with no polarisation.
It is valid as long as this cross-section is not too dependent on Q2. A dynamical



10 Photon interactions at the LHC

cut-off Λγ fixes the validity of the approximation: the photon-level cross-section
σγ should be insensitive to Q2 while Q2 < Λγ , and should drop quickly if Q2 is
larger. For instance, the epa is not valid in cases where there is a production
of light particles (e.g., γγ → e+e−).

Flux from a point-like hadron

Assuming quasi-real photons (Q2/E2
γ ≪ 1), the photon flux from an incoming

point-like proton with an energy E and a mass mp can be written

dN(x, Q2) =
α

π

dQ2

Q2

dx

x

[(
1 − x

)(
1 − Q2

min

Q2

)
+

x2

2

]
, (1.4)

where α is the fine-structure constant and where the minimum photon virtuality
is fixed from kinematics to

Q2
min ≈ m2

p

x2

1 − x
. (1.5)

Flux from a non point-like hadron

If the photon flux originates in a nucleon which is not considered as point-
like, the electric and magnetic form factors should be taken into account in
Eq. 1.4. These factors are defined via the matrix element of the electromagnetic
current [29]:

〈
N(P ′)|jem

µ |N(P )
〉

= N̄(P ′)
[
γµF1(Q

2) − i
σµνqν

2mN
F2(Q

2)
]
N(P ), (1.6)

where P and P ′ are the 4 − momentum of the nucleon of mass mN before
and after photon emission; F1 and F2 are the Dirac and Pauli form factors,
respectively; σµν = γµγν − γνγµ; q = P − P ′ and Q2 = −q2 > 0 as before.
The Sachs form factors are expressed in terms of F1 and F2 electromagnetic
functions:

GE(Q2) = F1(Q
2) − Q2

4mN
F2(Q

2) (1.7)

GM (Q2) = F1(Q
2) + F2(Q

2). (1.8)

At Q2 = 0, these functions correspond to the total charge and to the magnetic
momentum µp of the proton, respectively:

GE(0) = 1 (1.9)

GM (0) = µp = 2.79. (1.10)

In the usual dipole approximation, the dependence on Q2 of the form factors is
explicit (Fig. 1.2):

GE(Q2) =
GM (Q2)

µp
=

(
1 +

Q2

0.71 GeV2

)−2

. (1.11)
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In the EPA, the photon flux from a proton can then be written in terms of the
form factors:

dN(x, Q2) =
α

π

dQ2

Q2

dx

x

[
(1 − x)

(
1 − Q2

min

Q2

)
FE +

x2

2
FM

]
, (1.12)

where the functions FE and FM are defined as follows:

FE =
4m2

NG2
E + Q2G2

M

4m2
N + Q2

(1.13)

FM = G2
M . (1.14)

In this case, the dynamical cut-off Λγ constraining the validity of the approxi-
mation arises from the proton form factors.
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Figure 1.2: Dependence of the proton electromagnetic form factors on the
photon virtuality Q2. The Q2 dependence is steep for the Sachs form factors
GE and GM (left) and the FE and FM functions, as introduced in Eq. 1.12.

Proton dissociation

This description also applies when the photon emission is not elastic, i.e. when
the proton dissociates into a heavier system. This dissociative system of mass
mY usually has a large Lorentz boost in the forward directions. Eq. 1.12
should be changed by introducing structure functions instead of FE and FM .
The minimum photon virtuality also becomes:

Q2
min ≈

[
m2

Y

1

1 − x
− m2

p

]
x. (1.15)

Photon-photon interaction could then lead to three types of topologies : elastic,
semi-elastic or fully inelastic. In elastic processes both protons are scattered
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elastically after photon exchange. In semi-elastic processes, one of the scattered
proton dissociates. Fully inelastic processes have both protons dissociated in
the final state.

Process cross-section and integrated photon flux

In photoproduction, the pp interaction cross-section is given by the convolu-
tion of the γp interaction cross-section σγp with the relative, Q2 − integrated,
luminosity spectrum fγ :

σpp(γp→X)pY (s) =

∫ 1

smin/s

dx fγ(x) σγp→X(x, s). (1.16)

The fγ spectrum is the integral of the photon flux over Q2 and the integral
bounds are given by kinematic limits or experimental constraints:

fγ(x) =

∫ Q2
max

Q2
min

dN(x, Q2)dQ2. (1.17)

Similarly, for γγ interactions, the process cross-section is factorised from the
photon-photon subprocess by a relative luminosity:

σpp(γγ→X)pp(s) =

∫ √
s

Wmin

dW
dLγγ

dW
(W, s) σγγ→X(W ) , (1.18)

where W is the γγ c.m.s energy and the relative luminosity
dLγγ

dW encompasses
the integrated flux of each photon:

dLγγ

dW
(W, s) =

∫ 1

W 2/s

2W fγ(x) fγ

(
W 2

xs

)
dx

xs
. (1.19)

The spectrum is peaked at low photon energy (Fig. 1.3), such that W
is usually much smaller than the total pp centre of mass energy; it remains
significant for energies up to 1 TeV. The photon virtuality is usually small in
the elastic case,

〈
Q2

〉
≈ 0.01 GeV2.

Rescattering effects

The rescattering effects correspond to secondary (strong) interactions occurring
between the two incoming protons, independently from the photon interaction.
The rescattering could lead to the creation of soft particles in the hemisphere
where the proton exits, and have a non-negligible impact on the experimental
signature. The rescattering effects can be described by the effective impact
parameter d of the pp interaction with a γ exchange, where a small d can lead
to important rescattering effects. The closer the protons (low d), the stronger
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Figure 1.3: Expected relative luminosity for the γγ interactions at the lhc,
as a function of the centre of mass energy of the γγ system, Wγγ . This effec-
tive luminosity includes the emission spectrum for both photons (Eq. 1.19).
Adapted from [1].

they can feel each other. Interactions with low Q2 can be interpreted in terms
of a large impact parameter d:

d ∼ 1/|Q|.

Photon-induced processes are thus usually safe in terms of rescatterings, as the
average virtuality is small. The experimental implication of these rescattering
effects and the low values of Q2 for photon-induced processes are discussed
below in terms of the survival factor Ŝ2.

1.3 Experimental approach: tagging γγ and γp

events at low luminosity

In hadron colliders, as the photon interactions are less probable than the strong
ones, it is necessary to use some remarkable signatures to tag them. The event
measurement relies on a set of detectors. The extension of detector coverage is
usually expressed in terms of the pseudorapidity η, which relates to the polar
angle θ as follows:

η = − ln
(

tan
θ

2

)
. (1.20)

The higher the pseudorapidity, the more forward the particle. Conversely,
particles with a small η are said to be central. In order to be observed by one
of the detectors, it is required that particles enter its η coverage. Moreover, if
the detector has a solenoidal magnetic field, the transverse momentum pT =√

p2
x + p2

y should be high enough (O[GeV]) to reach at least the inner tracking

system.
The spatial coverage of the central detector is incomplete, independently

from its technology: the opening by which the beams enter and exit the detector
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are leaks where final state particles can escape without being measured. In
particular, when a proton emits a photon, it is scattered with such a small
angle that it exits the central detector by the beampipe. Thus, independently
of the event final state in the central detector, two experimental signatures arise
for photon interactions [2]:

• When an interacting proton exits the central detector without being de-
tected, the energy deposit in this forward region is low, compared to an
event where the proton is destroyed and where the proton remnant is seen
by the calorimeters. Subsequently, for photon interactions, at least one
of the two forward regions of the central detector has a significant lack
of energy. In particular, for γp events, looking at the minimum of the
energies measured in each forward region allows the distinction between
γ-induced interactions and usual pp ones. The region devoid of particles
defines a forward large rapidity gap (lrg). Applying a selection cut on
this quantity rejects usual pp backgrounds (Fig. 1.4).

• After the elastic emission of a photon, the emitting proton is scattered and
exits the central detector along with beam protons. It will be transported
in the beamline with the beam protons. However, as its energy E =
Ep − Eγ is lower than the beam energy, its trajectory decouples from
the beam path into the very forward region. Along its path in the beam
line, the magnetic elements deflect it much further away than the beam
envelope limit, as the effect of the magnetic field depends on the particle
momentum. Consequently, in the very forward region, this leading proton
can be safely detected with near-beam detectors (Fig. 1.5). Moreover,
its very forward detection does not only allow the event to be tagged, but
also provides some information on the scattered proton energy, which
constraints the initial state.

Following the literature [2], a double tag is assigned to events where two
leading protons have been identified, as expected for elastic two-photon interac-
tions. The relative luminosity distribution given by the epa can be constrained
by the vfd acceptance. This gives the range of photon-photon c.m.s ener-
gies accessible by the lhc very forward detectors (Fig. 1.6). Similarly, single
tagged events are events which have been reconstructed with only one proton
tag corresponding either to γp processes or to γγ events with one undetected
proton.

Proton dissociation

With the photon virtuality Q2 being generally low:

Q2 . 0.1 GeV2, (1.21)

the rescattering effects are suppressed [48] and the probability that the emitting
proton does not dissociate remains high. Moreover, since the typical centre-
of-mass energy W in γγ and γp interaction is small compared to the nominal
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Figure 1.4: Tagging photon-induced interactions by using the very low activity
in one forward region of the central detector. Energy distribution of the gap
side for γp → Wt events and for pp → Wj and pp → tt̄ events (semi-leptonic
topologies). The rapidity gap side corresponds to the forward region with
the minimal total energy deposit (here forward means 3 ≤ |η| ≤ 5). As an
illustration a selection cut of 50 GeV would preserve most (97%) of the γp →
Wt signal while rejecting a large fraction (> 95%) of the pp semi-leptonic
backgrounds [18].
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Figure 1.5: Tagging photon-induced interactions by the observation of a scat-
tered proton in very forward detector. Simulated path of a proton which did
not dissociate after the emission of a 200 GeV photon at the ip5 (thick line)
and with respect to beam protons (thin dark lines), using Hector for the
simulation [13]. Forward near-beam detectors could tag such a photon-induced
interaction by detecting this leading proton without being too close to the
beam.
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Figure 1.6: Expected relative luminosity for the γγ interactions at the lhc,
as a function of the centre of mass energy of the γγ system, Wγγ . Full line is
total luminosity. The effective luminosity (dashed line) includes the effect of
the acceptance of very forward detectors (vfds), located at 220 m and 420 m
away from the interaction point at the lhc. Adapted from [1].

beam proton energy, even if the emitting proton dissociates, the boost of the
remnant increases the chance that the dissociative product is not seen by the
central detector (Fig. 1.7). Possible forward near-beam detectors can however
help in measuring the dissociative system.

The forward detection is completely different whether the proton dissoci-
ates or not, but both cases are similar in the central detector, which sees very
little activity in the hemisphere where the emitting proton escapes. In general,
the rapidity gap is hence preserved in the case of proton dissociation. A corre-
sponding constraint on the detector activity in forward regions is then possible
for the selection of these events.

Event pile-up

The discussion thus far holds in ideal collision conditions, when no event pile-up
(i.e. extra simultaneous pp collisions occurring at the same bunch crossing) is
present. This point is crucial as the tagging depends either on a lack of regional
detector activity or on a detection of leading scattered protons, far away from
the interaction point. These zero-conditions are very sensitive to event pile-up
as any additional, simultaneous interaction, could either leave some hits in the
empty region (filling in the rapidity gap), or throw a particle directly in the
vfd, faking a photon-induced interaction. Dealing with low luminosity and
taking benefit from the complementarity of all detector parts is crucial for a
proper tagging. Solutions at higher luminosities are outlined at the end of the
next section.
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Figure 1.7: η distribution of the most central particle of a proton dissocia-
tive system, for a singly-dissociated pp(γγ → µ+µ−)pX (left) and pp(γγ →
e+e−)pX (right) events – using cteq5m fragmentation functions. The shaded
areas correspond to the acceptance of the central detector cms (|η| < 5) and
two possible extensions, respectively, such as the castor (5.5 < |η| < 6.6) and
the zdc calorimeters (|ηneutrals| > 8.1). The plots are normalised to unity.

1.4 Diffraction as background for photon physics

Diffraction is another class of interactions at the lhc where at least one pro-
ton survives. Unlike photon interactions, which are electromagnetic processes,
diffraction is driven by the strong interaction [43]. Diffractive events are char-
acterised by the exchange of a colourless composite object: the pomeron (IP).
The pomeron is usually interpreted as a set of gluons carrying altogether the
same quantum numbers as the vacuum – the simplest picture of a IP is a gluon
pair. Diffractive events are low energy strong interactions. Subsequently the
perturbative approach is not always valid, making calculations more difficult.
Similarly to photon interactions, there is no net colour flow when a pomeron is
exchanged, leading to a large gap in rapidity in the detector. This corresponds
experimentally to a large rapidity gap.

Interactions involving pomeron exchanges are Single-Diffractive, Double
Diffractive, Double Pomeron Exchange (dpe) and Single+Double Diffractive
events (Fig. 1.8). Elastic interactions are pomeron driven. Central Exclusive
Processes (cep) refer to pp → p ⊕ X ⊕ p events, where the central final state
X is well-separated from the forward scattered protons by large rapidity gaps
(symbolised here by ⊕). cep corresponds to γγ or exclusive double diffractive
events. Diffractive photoproduction can be seen as a γIP interaction.
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Figure 1.8: Examples of diffractive events [44]

The 4 − momentum transfer squared2 t in a pomeron exchange is gener-
ally larger than that in a photon exchange. For low |q2|, the yield of photons
is then enhanced while the pomeron, being composite, does not experience
this low |t| effect. Higher |t| on average means that the scattering occurs at
smaller impact parameter d in diffraction. These effects can generate secondary
particles populating the rapidity gaps, which can possibly destroy the lrg ex-
perimental signature. The Survival Factor Ŝ2 expresses the probability that
the rapidity gap outlives rescatterings. A major outcome of the different mo-
mentum transfer ranges for photon- and pomeron- interactions is the fact that
Ŝ2 drops drastically for diffractive events. In practice, this strongly constrains
the observability of the central exclusive production like pp → p ⊕ H ⊕ p with
Ŝ2

IPIP→H ≃ 0.02. On the contrary, as γγ interactions deal with two large im-
pact parameters, they are preserved from rescattering (pp → p ⊕ H ⊕ p with

Ŝ2
γγ→H ≃ 0.86) [48, 49, 50].

As their cross-sections are large3, a significant amount of diffractive pro-
ton (i.e. protons scattered by diffraction) are seen by the forward detectors.
For luminosities L above 1 × 1033 cm−2s−1, when the event pile-up becomes
non-negligible, possible diffractive events could arise as backgrounds in photon-
induced process analyses. This will happen for usual dissociative events produc-
ing a similar final state as the one of interest, simultaneously of a diffractive
event with at least one proton tagged in very forward regions. As a conse-
quence, handling the pile-up diffractive events tagged by the vfds properly is
a major concern when studying photon physics at high luminosity at the lhc.
A possibility to reduce this issue is to check that all observed particles come
from the same point in space, or vertex. Vertexing will include tracker infor-
mation for centrally produced final state particles. For the scattered protons,
very forward timing detectors, synchronised on the lhc clock, can produce a

2The 4−momentum transfer squared t and q2 refer to the same quantity: t = q2 = −Q2,
where Q2 is the virtuality, even though t is usually used for pomeron exchange and q2 for
photon exchange.

3Excluding elastic scattering, diffractive processes are expected to contribute about 25%
of the total pp cross-section at the lhc [21].
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time-of-flight measurement. When knowing the position of the timing detector
in the beamline, the time measurement gives an estimate of the vertex lon-
gitudinal position4 in the interaction region [78]. Matching this time-of-flight
measurement with the track information should provide reliable vertex identi-
fication, assuming that the vfd time resolution is good enough (Chapter 4).
This vertex identification discriminates the final state particles to consider for
analyses in the case of pile-up events.

4The luminous region in the cms interaction point is about 30 cm in z coordinate.





Chapter 2

Luminosity

Most of measurements at the lhc are based on counting experiments. The
process cross-section is obtained by dividing the event rate by an experimental
parameter, called luminosity. This parameter is thus crucial, as it relates the
observations to the theoretical predictions. Luminosity is monitored via relative
and absolute methods, detailed in this chapter. Integrated luminosity represents
the amount of accumulated data over time. Determining precise luminosity
is challenging, but remains essential for a proper experimental estimation of
process cross-sections.

2.1 Definition of luminosity

The lhc experiments aim amongst other things to measure various cross-
sections, which requires counting the number of corresponding events. The
rate of events R is given by the product of the process cross-section σ and of
the luminosity L delivered by the collider:

R = L × σ (2.1)

The luminosity is the rate of interactions per units of cross-section usu-
ally expressed in cm−2s−1 or fb−1s−1. The cross-section is computed process
by process, from the corresponding Feynman diagrams like in Tab. 1.1, 1.2
and 1.3. On the contrary, the luminosity is process-independent and is com-
pletely determined by the colliding beam properties. It can vary from run to
run, or even during a physical run, as the bunches are depopulated by the
collisions. These variations affect the total number of events counted by the
experiments.

A constant monitoring of the luminosity is thus of the highest importance.
In practice, the limited phase space coverage and detection efficiencies affect
the event counting. Still, they can be factorised out and absorbed by the cross-
section term. This lets the luminosity depend exclusively on beam parameters.
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Its expression for head-on colliding bunches is [64]:

L = f

∑
k Nk

1 Nk
2

4π σ∗
x σ∗

y

, (2.2)

where f is the beam revolution frequency, Nk
1 and Nk

2 the number of particles
in the colliding bunches k, and the Gaussian deviations σ∗

x and σ∗
y represent

the horizontal and vertical bunch widths at the ip. As long as the accelerated
particles are in a relativistic regime, the beamline length defines the revolution
frequency, that is subsequently fixed as long as the beam path does not change.
On the other hand, the other parameters are tunable in order to fulfil luminosity
goals. The number of particles Nk

i per bunch or the number of bunches kB

themselves can be increased. If these numbers get too large, the interactions
between particles of the same bunch or of neighbouring bunches could be non-
negligible, creating instabilities or particle losses. Similarly, high densities of
bunches in the beamline could lead to multiple unwanted interaction regions.
The application of a crossing angle prevents such undesirable collision points, at
the price of the collision being no longer head-on anymore. The beam transverse
dimensions at the ip σ∗

x and σ∗
y can also be reduced for a larger luminosity.

In a multi-bunch machine, it is highly important to monitor the luminosity
bunch per bunch. If the beam filling evolves in time, bunches could be different
within a given train (i.e., the set of bunches making a beam). This results
in different pile-up conditions. Monitoring the bunch per bunch luminosity
provides accelerator operators and physicists with important information.

As a rule of thumb, it is convenient to remember the unit conversion:

L = 1033 cm−2s−1 = 1 nb−1s−1 = 10−6 fb−1s−1.

The accumulation of data over time is quantified by the integrated luminos-
ity L. This is the ultimate parameter to optimise for physics, as it provides the
link between the total number of observed events and the predicted correspond-
ing cross-section. Achieving a high luminosity is a major concern in modern
accelerator. Recently, the hera accelerator (desy, Hamburg) has gathered
L = 779.9 pb−1 at closedown, while its initial goal was 1 fb−1 [67]. Similarly,
the luminosity of Tevatron (at Fermilab, Chicago) will hardly reach 6 fb−1

by the end of 2009, while 3 fb−1 per year were expected after 2005 [68].
Several methods are available for the evaluation of the instantaneous lumi-

nosity L. Absolute measurements provide the actual value for a given run but
are usually slow. They can not provide the luminosity at the time scale of a
bunch crossing (offline methods). These are used to calibrate the much faster
relative methods, which continuously monitor the collision conditions (online
methods).

- Absolute measurements rely on the observation of beam parameters
(Eq. 2.2), or on some theoretically well-known physics processes.
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- Relative monitoring requires very fast and reproducible measurements,
covering the wide range of values achieved by the collider.

The rest of this chapter gives a deeper insight in the methods of estimating
luminosity.

2.2 Absolute measurement from beam parame-

ters

Luminosity can be fully characterised by collider parameters. Eq. 2.2 can be
rewritten in accelerator terms:

L = f
γkBN2

p

4πǫnβ∗ F (2.3)

where γ is the Lorentz factor, f the revolution frequency, kB the number of
bunches and Np the number of particle per bunch. In this formula, all bunches
are assumed to be identical. The normalised transverse emittance ǫn corre-
sponds to the area occupied by particles in the phase space. It is conserved
along the beamline. The betatron function β∗ is the lateral extent of the beam
at the ip. The product ǫnβ∗ describes the beam focussing at the ip. The geo-
metric reduction factor F , due to the crossing angle between colliding beams,
is expressed by:

F =

[
1 +

( σz

σx,y
tan

Φ

2

)2
]− 1

2

. (2.4)

It depends on the crossing angle Φ and the ratio of longitudinal extension of the
bunches σz over their transverse width (being σx or σy depending if Φ is in the
horizontal or vertical plane). The frequency f , the γ factor and the number of
bunches kB are adequately known during operation. The number of particles
per bunch Np is also well-measured with AC couplings or transformers mea-
suring the beam current. The bunch dimensions are more difficult to obtain,
in particular for the transverse directions σ∗

x and σ∗
y .

For low intensity beams, the insertion of a sensing wire in the beam path
allows an estimation of the beam transverse size. The thin wire is moved and
its interactions with the beam produce the signal. However, this measurement
is destructive and can spoil the beam vacuum. Another method, developed by
Van der Meer at the isr [69] is based on the transverse displacement of one
beam with respect to the other. If the relative luminosity is monitored with
dedicated online instruments as well as the precise beam mutual positions, the
absolute luminosity can be inferred from the evolution of the measured relative
luminosity while scanning the beam position in the transverse plane:

L
L0

= exp

(
−

( δx

2σx

)2

−
( δy

2σy

)2
)

, (2.5)
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δx(σx) δy(σy) L/L0

0.1 0.1 0.995
0.2 0 0.990
0.2 0.2 0.980
0.3 0.3 0.956
0.4 0 0.961
0.4 0.4 0.923
0.5 0.5 0.882

Table 2.1: Required precision on the beam displacement for a luminosity cali-
bration with a van der Meer scan. The displacements δx and δy are expressed
in terms of the corresponding bunch width σx and σy.

where δx and δy are the beam displacements.
Tab. 2.1 collects some results on the required precision on beam displace-

ment, to achieve a given accuracy. The beam displacements δx and δy are
expressed in terms of the transverse beam sizes (σx and σy). For instance, a
1% determination requires a position resolution at the order of 0.2 σ in one
direction and a perfect positioning in the other direction. But the bunch-by-
bunch current should be also very well-known, to keep this precision. This is
actually a major difference between the dc current of the isr and the pulsed
beams of the lhc. Direct currents are easily measured precisely, while a very
good knowledge of the beam current at the bunch level is more difficult to
achieve.

This method can not provide a precise measurement for modern colliders
with bunched beams. Typical accuracy is about 10%.

2.3 Luminosity measurement with the central

detector

2.3.1 Offline normalisation from physics

A calibration of relative methods can be done offline, directly from data taking:
using electroweak physics (γγ → ℓ+ℓ− or the inclusive production of heavy
gauge bosons W and Z). The idea is to use a well-known process as a“standard
candle”to normalise the luminosity, simply by computing the ratio between the
predicted cross-section and the observed rate. The studied process should have:
(1) a large cross-section in order to gather enough signal to reduce statistical
errors in a very short time; (2) a clean signature for easy identification and
selection, if possible using physical objects measured with low systematic bias;
(3) a small theoretical uncertainty on its cross-section.

In general, leptons are good candidates for the signature, either from γγ →
ℓ+ℓ−, W± → ℓ±νℓ or Z → ℓ+ℓ−. For the gauge bosons, calculations up to nnlo
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lead to a theoretical uncertainty of about 4%. Most of the uncertainty comes
from the strong coupling αS(mZ) and from the parton distribution functions
in the proton. Any well-known and experimentally easy to detect process could
serve in principle for estimating the luminosity if its visible cross-section (i.e.
after all acceptance cuts) is high enough.

2.3.2 Online monitoring

An obvious way to monitor the luminosity is to measure the global event rate
and see its evolution in time. This online monitoring, based on the observation
of almost all events, can not rely on too large detection areas as the detector
occupancy would be too large. Consequently, small area detectors, or larger
but segmented ones will measure relative activity from bunch to bunch. Theo-
retical (like the one on the cross-section) and systematic uncertainties prevent
us from using this raw data as an absolute measurement of luminosity. For in-
stance the real detector acceptance is difficult to estimate. The measurement is
subsequently not anymore an event rate estimate but an observation of the flow
of particles. These monitoring methods thus require an a posteriori calibration
from offline absolute measurements. However, the bunch-by-bunch monitoring
abilities, using either dedicated instruments or some parts of the central detec-
tors, make them very important for the lhc experiments. Detectors used for
the luminosity monitoring are also expected to remain stable in operation.

2.4 Luminosity measurement with the forward

detectors

The luminosity can be evaluated using the forward detectors for the measure-
ment of elastic scattering events. When the data on the inelastic component is
available, the optical theorem can be used. This will be used by the totem ex-
periment at the lhc. The Coulomb scattering allows a luminosity measurement
based on the rate of elastic events only, as performed by the atlas experiment.
Both methods require a delicate counting of the number of events at very small
t values and dedicated lhc runs with special optics. Moreover, the luminosity
calibration is performed at low luminosity and has to be carefully transferred
to high luminosity runs.

2.4.1 Determination using the Optical Theorem

The observation of the number of elastic Nel and inelastic Ninel events, also
provides an original way to evaluate both the total cross-section at a collider,
and a reference for the calibration of luminosity monitors. These evaluations
are based on the number of particle collisions at the interaction point.

Lσtot = Nel + Ninel, (2.6)
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and on the Optical Theorem (Eq. 2.7):

Im
[
f(θ = 0)

]
=

q

4π
σtot, (2.7)

where f(θ) is the elastic scattering amplitude, q is the c.m.s. momentum and

σtot is the total cross-section. Using the definition of the ρ factor, ρ = Re[f(0)]
Im[f(0)]

and dσel

dΩ

∣∣∣
θ=0

= |f(0)|2, one gets:

dσel

dΩ

∣∣∣∣
θ=0

=
1 + ρ2

16π2
q2σ2

tot (2.8)

and subsequently:

Lσ2
tot =

16π

(1 + ρ2)

(
dNel

dt

)

t=0

, (2.9)

where t the momentum transfer during the pp interaction.
The combination of equations (2.6) and (2.9) lead to the evaluation of the total
cross-section σtot:

σtot =
16π

(1 + ρ2)

(dNel/dt)t=0

(Nel + Ninel)
(2.10)

and of the luminosity

L =
(1 + ρ2)

16π

(Nel + Ninel)
2

(dNel /dt)t=0
. (2.11)

This method has been used in the past at other colliders like Spp̄S and
Tevatron. Even if it looks promising (e.g., 2% at Spp̄S), the measurement
is in practice very delicate. The ρ factor is not well-known. The best ex-
perimental estimate comes from the compete collaboration [62] with ρ =
0.1361 ± 0.0015+0.0058

−0.0025. The observation of all elastic and inelastic events re-
quires a detector coverage very close to the beamline, with all the constraints
that arise from their location.

Dedicated runs with favourable operation modes of the collider could be
desirable for the Nel and Ninel observations. Even for perfect instruments
(i.e. with 100% detection efficiency), the coverage can not be complete for the
whole (θ, φ) plane, as both beams should enter and leave the detection zone.
Consequently, the factor

(
dNel

dt

)
t=0

is obtained through the extrapolation to

small angles of the dNel

dt measurement.
This extrapolation is subject to uncertainties that limit the power of the

method. This is precisely what happened at the Tevatron, with contradict-
ing luminosity estimates between E710/E811 and cdf experiments, due to a
discrepancy of 2.6 standard deviation in their measurements of the total pp̄
cross-section [58].

Using this method, the totem experiment expect to reach a precision on
luminosity measurement of about 7%, and ultimately below 3% [59].
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2.4.2 Coulomb scattering

The total cross-section can also be obtained without using detectors for inelastic
events. This measurement [63, 60] relies on Coulomb scattering (Eq. 2.12):

1

L
dNel

dt

∣∣∣
t⋍0

≈ π
(
− 2αG2

E(t)

|t| +
σtot

4π
|i + ρ|e−b|t|/2

)2

. (2.12)

The first term is the Coulomb scattering amplitude, expressed by the fine-
structure constant α and the Sachs electromagnetic form factor GE(t). The
second part is the strong interaction (nuclear) term, which depends on total
cross-section σtot, the ρ parameter and nuclear slope b. The number of elastic
events is measured as a function of the squared transfer momentum |t|. This
gives an estimate on the luminosity if the scattering functions are known. The
theoretically well-known Coulomb component dominates for low |t|. However,
accessing the region of interest in |t| for this measurement could require runs
with dedicated accelerator optics, with no crossing angle. Fitting the observed
distribution could provide σtot, L and b simultaneously, but with a large cor-
relation. Using proposed forward detectors, the atlas experiment expects to
achieve a precision on luminosity measurement below 3% [61].

Summary

Luminosity determination at the lhc is very important but delicate, as many
measurements rely on its value. Moreover, a good precision is desirable but
challenging as recently seen at Tevatron. The pulsed structure of the inter-
acting beams requires a bunch-per-bunch monitoring of luminosity and current.
For the estimation from beam parameters, the size of the colliding bunches is
needed. Moreover, a good determination of the bunch shape and intensity
is challenging for hadron colliders like the lhc. Several methods are avail-
able, based for example on dedicated detectors or on physics processes. Any
well-predicted process, with large cross-section and easy experimental signature
is a good candidate for luminosity measurement. In general, a big interest is
present in any novel approach for the luminosity measurement. Using exclusive
dimuons for the determination of the integrated luminosity in cms is detailed
in Chapter 9.
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Chapter 3

The Large Hadron Collider

The Large Hadron Collider is a two-ring accelerator and collider located at
cern in Geneva. It operates two beams of protons and is designed to collide
them with challenging centre-of-mass energy (

√
spp = 14 TeV) and luminosities

(in several phases, up to L = 1034 cm−2s−1). The total pp hadronic cross-
section is more than 110 mb and the expected accumulation of data, expressed
in terms of the integrated luminosity L, should reach O(100) fb−1 per year at
L = 1034 cm−2s−1. High luminosity leads to a large level of event pile-up,
with on average around 25 pp collisions per bunch crossing. The lhc relies
on a thousand of magnets and very large cryogenic and vacuum systems. Five
experiments, namely atlas, alice, cms, totem and lhcb, share its four
interaction points.

3.1 The collider and its acceleration chain

The Large Hadron Collider (lhc) is a 27 km long, circular accelerator. It
is located in the lep tunnel, 100 m underground, at cern [64, 65]. It will
accelerate and collide two beams of 7 TeV protons1, reaching an unprecedented
pp c.m.s energy of

√
spp = 14 TeV. With this energy, the protons are highly

relativistic: γ = 7461 and 1 − β = 8.98 × 10−9. The lhc will provide high
statistics thanks to its large pp total hadronic cross-section and luminosity L.
Design parameters will be achieved after several phases: the luminosity will
increase from 1027 to 1034 cm−2s−1 and the pp collision energy will step at 0.9,
10 and 14 TeV. A precise theoretical determination of the total cross-section
σtot is difficult, mainly due to the diffractive component: 125 ± 25 mb [66].
One of the best experimental estimates of the total expected pp cross-section
is given by the compete collaboration [62]:

σtot(lhc) = 111.5± 1.2(stat)+4.1
−2.1(syst) mb. (3.1)

1A program of collisions of heavy ions, like 208Pb82+, is also foreseen, but not described
in this document.



32 The Large Hadron Collider

Acceleration chain

The lhc relies on a chain of several subsystems from the source to the final
acceleration step [65]. The protons originate in a 92 keV duoplasmatron source,
fed with H2 gas, yielding a 300 mA beam current (Fig. 3.1 and Tab. 3.1).
The protons from this source are collected as an input to a linear accelerator
(linac2), which increases their energy up to 50 MeV. This linac supplies the
Proton Synchrotron Booster (psb) with protons for an increase in energy up
to 1.4 GeV. All protons are then accelerated by the Proton Synchrotron (ps,
up to 25 GeV) and subsequently by the Super Proton Synchrotron (sps, up to
450 GeV). The ps also builds up the proton bunches, with a 24.95 ns separation
and less than 4 ns time extension. Finally, the sps injects both beams into the
lhc pipes.

Figure 3.1: lhc acceleration chain. Protons from the H2 source are driven
by linear accelerators (linacs), then enter into successive circular accelerators
(the booster, the ps and the sps). They are finally injected in bunches into the
lhc storage ring, where they reach their maximal energy [65].

Name Size (km) Eout (GeV)
linac2 . 0.05 source

psb . 1.4
ps 0.6 25 bunch build up
sps 6 450
lhc 26.659 7000 collision

Table 3.1: Acceleration stages from source to collision. Typical sizes and output
energy are given for each subsystem [65].
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The final accelerator itself lies in the circular, 27 km long, lep tunnel. It
consists of two beams, counter-circulating in separate vacuum chambers which
are horizontally spaced by 194 mm. The beam pipes fuse into a single piece,
only at about 100 m next to each interaction point (ip). The convention is
to name beam 1 (beam 2 ) the beam travelling clockwise (counterclockwise,
respectively).

These two pulsed beams are driven up to 7 TeV, thanks to 8 resonant
cavities. The electrical field of these radio frequency (rf) cavities oscillates
at 400.8 MHz to achieve a 0.5 MeV/turn energy kick. At top energy, the
field strength reaches ∼ 5.5 MV/m. The beams are steered by 1232 cryogenic
dipole magnets with a field of B = 8.33 T and of 0.6 mm deviation per m.
These dipoles are operated at around 3 K to maintain a superconducting state.
Their particular shape allows them to steer both counter-circulating beams at
the same time by sharing the field inside a common structure.

The total stored energy is E = 362 MJ in circulating beams and E ≈ 600 MJ
in the magnet system. The whole beam pipe is kept under an Ultra High
Vacuum. This is needed to avoid beam proton interactions with residual gas in
the pipe, ensuring a long beam lifetime. The equivalent hydrogen gas density
is required to be less than 1015 H2/m3 in order to maintain the luminosity2.
In the interaction regions around the experiments, this density should drop to
1013 H2/m3 to minimise the background events. This corresponds to a value
at the order of 10−9 Pa [64].

Beam structure

Both beams are sampled in bunches of protons. Depending on the luminosity
goal, the number of bunches can vary, but this number should always com-
ply with the lhc 40.08 MHz clock. The clock rhythm creates 3564 slots for
bunches, repeated every 24.95 ns. Not all slots are used, leaving some collision-
free latencies to experiments for activities like online calibration, subdetector
synchronisation or electronics front-end reset. The pattern of the bunch train
at full luminosity is:

2 − 3 − 4 ⊕ 3 − 3 − 4 ⊕ 3 − 3 − 4 ⊕ 3 − 3 − 4,

where the digits refer to the number of consecutive sets of 72 bunches. At least
8 bunch slots are empty after 72 filled ones. The small gaps, “−′′, correspond to
38 empty slots and the larger ones, “⊕”, to 39 empty slots. Finally, the missing
set of 72 bunches at the beginning of the train is also taken into account, as
well as the foreseen 8 empty slots. In summary, 119 empty slots separate the
end of one train to the beginning of the next one, which is 2.975 µs. A high
luminosity bunch train thus corresponds to kB = 2808 bunches, in either beam,
with 25 ns separation and 1.15 × 1011 proton per bunch. During lower phase,

2The luminosity decay time corresponding to the residual gas should be at the order of
100 h.
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collisions of 936 × 936 bunches with less protons will happen with a latency
three times longer.

3.2 Eight octants for five experiments

The two lhc symmetrical rings are divided into eight octants (Fig. 3.2). The
first and the fifth octants host the two high luminosity interaction points (up
to 1034 cm−2s−1): the atlas experiment is located at the ip1, and cms at the
ip5. These two general purpose detectors will use the full power of the lhc.
Those two interaction points feature the same beam characteristics, except for
their crossing planes: atlas has been attributed a vertical plane while beams
will collide horizontally in cms (Fig. 3.3).

Figure 3.2: Division of the two lhc rings into octants, and experiment loca-
tions. Beam 1 is rotating clockwise (red) and beam 2 counterclockwise (blue).
Adapted from [64].

The other two large experiments, alice and lhcb, are located in octants
2 and 8, respectively. These two experiments are specialised, and their cor-
responding luminosity reaches L = 5 × 1032cm−2s−1. There are no beam
crossings, thus no collisions in other octants. Instead, octants 3 and 7 host col-
limation systems meant for beam cleaning. The two independent accelerating
rf systems are located in the fourth octant, and the beam dump system is in
the interaction region 6. totem, a fifth experiment, which is smaller both in
size of its community and in the number of collecting channels, shares the ip5
with cms. It covers only a limited region of large pseudorapidities to study the
elastic and diffractive interactions, and shares a large physics programme with
cms.
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Figure 3.3: Similarities and differences in the beam optics near the high lumi-
nosity interaction points. Top and side views of both lhc beams around the
ip5 (top two graphs) and the ip1 (bottom two graphs). The ip is located4 at
s = 0 m. Beam 2 (red) flows from the right to the left and is seen before its
passage at the ip. Beam 1 (black) is seen downstream, passing from the left to
the right after the crossing. In this graph, the bending effect of the sector mag-
nets has been switched off, thus rectifying the beam path to a straight line after
250 m. The difference between the ip1 and ip5 is clearly seen, as the crossing
planes are perpendicular to each other. Simulations with Hector [13].
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3.3 Luminosity evolution

Different luminosity scenarios are foreseen5 for the nominal 14 TeV centre-of-
mass energy: mostly L = 1032, 2 × 1033 and 1034 cm−2s−1. These scenarios
(Tab. 3.2) will be achieved by adjusting two parameters: the beam focus at the
interaction point (expressed in terms of the β∗ function) and the beam current
(sampled by the number of particle bunches building up the beams).
Coming back to Eq. 2.3:

L = f
γkBN2

p

4πǫnβ∗ F (3.2)

At 7 TeV, protons have a relativistic γ equal to 7461. The tunnel circumfer-
ence, covered at the speed of light, fixes the revolution frequency to 11.245 kHz.
The transverse normalised emittance ǫn is lower bounded by the injection stages
and is expected to be 3.75 µmrad.

For instance, the highest luminosity value is obtained with 2808 bunches of
1.15×1011 protons with the β function at the ip of 0.55 m. Finally, a 285 µrad
crossing angle is applied between incoming beams, leading to a luminosity geo-
metric reduction of F = 0.836 (Eq. 2.4). The crossing angle is required, as both
beams share the same pipe during about 140 m. Given the number of bunches
and their 25 ns time separation, head-to-head collisions in a common beam pipe
would imply 34 extra collision points. A crossing angle is subsequently applied
in order to avoid all parasitic collisions, but this geometrically decreases the
luminosity6. The luminosity is expected to be known with a precision of 5 %,
which is assumed to be achieved after 1 fb−1 of collected data. Before reaching
this integrated luminosity, the expected precision is approximately 10 % [71].

The lhc luminosity [64] is not constant during a run, as the beam current
decreases and the emittance deteriorates. Several effects cause the luminosity
to vanish, but the main contributors are the collisions themselves. The corre-
sponding time scale τnuclear is easily obtained from the total cross-section and
the initial luminosity (where kIP is the number of high luminosity interaction
points):

τnuclear =
Ntot,0

L σtot kIP
. (3.3)

For L = 1034 cm−2s−1 and σtot = 10−25 cm−2, this time amounts to 45 h.
Other effects play a role in the luminosity decrease and are characterised by a
corresponding lifetime, like the intrabeam scattering (ibs) and the interaction
with residual gas. While the ibs, the radio frequency cavity noise and the
beam-beam interactions tend to increase the beam emittance, the synchrotron
emissions compensate it slightly, leading to a τǫ ≈ 80 h. The beam lifetime

5lhc ultimate operation drives the luminosity up to 2.5×1034 cm−2s−1, with 2808 bunches
of 1.7 × 1011 protons.

6Consequently, increasing the time separation to 75 ns decreases the number of parasitic
collision points and allows for a smaller crossing angle, i.e. a smaller geometric suppression.
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associated to the vacuum quality is τres gas ≈ 100 h. In summary, the net
expected luminosity lifetime in a run is:

τL ≈ 15 h. (3.4)

The ultimate quantity to maximise is the integrated luminosity L =
∫ T

0 L dt.
The injections (Tinj ≈ 16 min), magnetic field ramping phases (Tramp ≈ 20 min
for increase or decrease) and accelerator checks take some time. This specific
amount of time is called the turnaround time (Tturn ≈ 70 min), during which
no physical events are acquired. The physical run duration should thus be
optimised accordingly. If it is too short, the contribution of the turnaround
is too large. If the run lasts too long, the luminosity drop is too large for an
efficient data taking. At the end of a run lasting Trun, the integrated luminosity
is

Lrun = L0 τL

(
1 − e−Trun/τL

)
, (3.5)

which leads to a total integrated luminosity per year (assuming 200 working
days of 24 hours) of:

Lyear =
200 × 24

Tturn[h] + Trun[h]
Lrun. (3.6)

From Eq. 3.6, the optimal run time can be computed as a function of the
actual turnaround time. In the optimistic scenario, Tturn is estimated to be
1.2 h, leading to an optimal run time Trun of 5.5 h. In the pessimistic scenario,
the optimal run time Trun is 12 h with a Tturn at 7 h. At L0 = 1034 cm−2s−1, the
yearly integrated luminosity is expected to be between 80 fb−1 and 120 fb−1.

3.4 Event pile-up concerns

A given mid-range luminosity can be achieved in various ways. For instance, a
small number of big bunches (i.e. with a lot of protons) or a large number of
thinner ones. However, high density bunch collisions have a high probability
for simultaneous collisions (called event pile-up), making data selection and
analysis more difficult (Tab. 3.2).

The number n of interactions in a given bunch crossing is distributed ac-
cording to Poisson statistics

p(n; µ) = µn e−µ

n!
, (3.7)

where µ is the mean number. Neglecting the elastic collisions, the total lhc
cross-section should reduce to approximately 80 mb. From the bunch train, the
effective bunch crossing frequency fBX is (2808/3564)×40 MHz. Subsequently,
at L = 1034 cm−2s−1, the average number of interactions per bunch crossing is

µ =
σL
fBX

≈ 25. (3.8)
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Luminosity scenario Pileup
L (cm−2s−1) kB × kB Ib (p/beam) β∗ (m)
1.6 × 1027 1 × 1 1 × 1010 18 0.011
3.8 × 1029 43 × 43 3 × 1010 18 0.05
6.1 × 1030 43 × 43 4 × 1010 2 0.76
5.6 × 1031 156 × 156 9 × 1010 4 1.9
1.1 × 1032 156 × 156 9 × 1010 2 3.9
2 × 1033 936 × 936 12
2 × 1033 2808 × 2808 4.4
1 × 1034 2808 × 2808 1.15 × 1011 5.5 22

2.5 × 1034 2808 × 2808 1.70 × 1011 5.5

Table 3.2: Pile-up events with respect to the luminosity scenario. Each scenario
of luminosity L is detailed in terms of the number of colliding bunches kB, the
beam current Ib and the value of the betatron function at the ip β∗.

It is interesting to see that, depending on the number of bunches kB, the event
pile-up is different at a given luminosity. Indeed, from Eq. 3.8 and 2.3, the
average number of interactions per bunch crossing becomes:

µ(kB) =
γf

4πǫbβ∗
kmax

TLHC
N2

p (kB)F (kB), (3.9)

where kmax = 3564 is the maximal number of bunch slots and 1/TLHC =
40.08 MHz the lhc bunch crossing rate.

When the number of bunches is smaller, the number of parasitic interaction
points is smaller for head-on collisions. The crossing angle and the corre-
sponding luminosity reduction factor F can be set accordingly, making the kB

dependence of F explicit but not straightforward. To a first approximation,
moving from 2808 to 936 bunches allows the crossing angle to be divided by
3. From Eq. 2.4, F increases from 0.836 to 0.977. Taking this into account,
a given luminosity can be obtained by adapting the particle density in the
bunches with respect to their number (i.e. by fixing the beam total current):
kBN2

p F = Const. Hence,

Np(L = L0; kB = 936)

Np(L = L0; kB = 2808)
≈ 1.60 (3.10)

and
µ(L = L0; kB = 936)

µ(L = L0; kB = 2808)
=

2808

936
= 3. (3.11)

Multiple proton collisions can happen at a given bunch crossing. When
looking at a particular event, the pile-up events correspond to the collisions
that have occurred at the same bunch crossing. All these events are almost
simultaneous and their final states mix in the central detector. However, due
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to the extension of the bunches, these events are neither exactly simultane-
ous nor are they originating from a common point. These two characteristics
should be employed to discriminate the final state particles from those from
the “spectator” pile-up events.





Chapter 4

Detectors around the IP5

The instrumentation around the fifth interaction point of the lhc consists in
the central cms detector and in the forward of detectors of both the cms and
totem experiments, located along the beamline. The central detector is made of
an inner tracking system with pixels and microstrip sensors, a high resolution
electromagnetic calorimeter, a hadronic calorimeter with a large η coverage
and a high performance muon system. The forward detectors, starting from
the ip, are the totem telescopes, the possible castor calorimeters, the zdc
calorimeters at a zero θ angle, the totem roman pots and the possible forward
proton taggers of fp420. In addition, dedicated instruments will provide input
for the luminosity determination at this ip.

4.1 CMS coordinate system

This chapter and the rest of the document will focus on the Compact Muon
Solenoid (cms) experiment, located at the fifth ip of the lhc. The centre of
the cms detector fixes the origin1 of the Cartesian coordinate system [70]:

• The x axis is horizontal, pointing South to the lhc centre.

• The y axis is vertical, pointing upwards.

• The z axis is horizontal, pointing West.

Some ambiguities should be removed on angular variables:

• The sign of the pseudorapidity η is equal to the sign of z.

• The polar angle θ is measured with respect to the z axis: θ = 0 is +z
axis, θ = π is −z axis.

1The actual position of the interaction point is (x, y) = (−500, 0) in the transverse plane,
in µm.
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• The azimuthal angle φ = arctan( y
x ) is measured in the (x, y) plane: φ = 0

is +x axis, φ = π/2 is +y axis.

Available detectors

The instrumentation around the ip5 can be divided into two categories: the
components of the central cms detector and the forward detectors of both the
cms and totem experiments. Most of the forward instrumentation is located
outside of the cms volume, along the two lhc beamlines. These instruments
have complementary uses: (1) the observation of the particle position, tra-
jectory and origin (i.e., vertexing) and (2) the determination of their energy.
Timing detectors, synchronised with the lhc clock, could provide a time-of-
flight estimate, also used for vertexing as the distance of these detectors to the
ip is known. In addition, a set of sensors monitor the lhc beam parameters
(luminosity, position, etc).

Many calorimeters mentioned in this chapter are tungsten/quartz detec-
tors (Tab. 4.1). Tungsten has the following properties: λI = 10.0 cm, X0 =
0.365 cm and has a density of 18.5 g/cm2. It gives the smallest possible shower
size, thus is suitable for small detectors. Fused silica quartz (amorphous SiO2)
is very radiation hard and has a fast signal generation. Incident high-energy
particles shower in the tungsten absorber and produce relativistic charged par-
ticles that emit a c̆erenkov light in the quartz plane. This light is collected
and transported to light avalanche photodiodes (apd) or photomultiplier tubes
(pmt).

4.2 The Central Detector

The cms detector (Fig. 4.1) has the classical layered structure of central detec-
tors in high energy physics: an inner tracker, an electromagnetic (em) calorime-
ter, a hadronic (had) calorimeter and a muon system (from the interaction
point to the outermost layer). All are embedded in an 4 T magnetic field.

The detector components obey two types of geometries: cms volume is
made of coaxial barrels closed by one vertical endcap on each side. The dif-
ference between the barrel region and the endcaps is not only geometric. The
orientation and intensity variations of the magnetic field in the endcap disks are
different than in the barrel region, as the endcaps close the field lines. These
lines are parallel to the beam axis in the barrel; they are vertical in the endcap
disks and converge towards the disk centre, making a non-uniform field within
endcap detectors. This implies a set of different technologies for a same sub-
detector depending on its location in the detector volume. Subsequently, the
detection features (sensitivity, noise, resolution measurement) of each subde-
tectors will vary from the barrel to the endcaps. The central detector as a whole
is a 21.6 m long cylinder, of radius 7.3 m and weighs 12, 500 tons (Fig. 4.1).
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Figure 4.1: Exploded view of the central detector of the Compact Muon
Solenoid experiment.
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CMS central detector

Name Type Particle |η| coverage Technology
tracker track charged [0 − 2.5]
* pixels [0 − 2.5] si pixels
* sst [0 − 2.5] si strips
ecal calo e±/γ/jets [0 − 3.0] pbwo4

* eb [0 − 1.479]
* ee [1.479 − 3.0]
* es [1.653 − 2.06] pb-si strips
hcal calo jets [0 − 3.0] cu + scint
* hb [0 − 1.4]
* ho [0 − 1.26]*
* he [1.3 − 3.0]
muon track µ± [0 − 2.4]
* mb [0 − 1.2] dt +rpc
* me [1.0 − 2.4]* csc +rpc

Forward detectors

Name Type Particle |η| coverage Technology s (m)
totem t1 track charged [3.1 − 4.7] csc 7.5
hcal hf calo all [3.0 − 5.0] steel + quartz 11.2
totem t2 track charged [5.3 − 6.7] gem 14
castor calo all [5.0 − 6.6] w + quartz 16
zdc calo (n/γ/π0) [8.1 −∞[ w + quartz 140

- all [9.3 −∞[ - -
totem rp track charged 0.02 < ξ < 0.2 edgeless si
* rp at 220 [216 − 220]
fp420 p 0.002 < ξ < 0.02 [420 − 428]
* si pixels track si 3d
* quartic timing - quartz c̆erenkov -
* gastof - - gas c̆erenkov -

Table 4.1: Detectors available around the ip5 from the interaction point, out-
wards.



4.2 The Central Detector 45

4.2.1 The Tracker

The cms Tracker is the largest silicon detector ever built. It is composed of a
central pixel detector surrounded by a large volume of planar microstrip sensors.
These subdivisions are due to both the particle flow at a given distance from
the interaction point and the subsequent radiation levels. For instance, at r =
10 cm, a flux of the order of 107 particles per second per cm2 is expected. Pixel
detectors are better suited to such environments. At larger distances, silicon
microstrips are used in order to keep the number of channels low, compared
to an “all-pixel” detector solution. Like other cms subdetectors, the tracker
components are categorised into barrel and endcap geometries (Fig. 4.2). The
tracker is designed to ensure a high quality momentum resolution (∆pT /pT =
0.15 × pT [TeV]).

In spite of a smaller volume (0.9 m3 vs 20 m3), the pixels have far more
channels than the strip detectors (66 millions of pixels vs 9.6 millions). The
tracker dominates, by far, the total number of channels of the whole experi-
ment. An important parameter is hence the occupancy, being the percentage of
activated channels per bunch crossing. This should be kept as low as possible
in order to have bearable event data sizes.

The large number of particles flowing through the tracker causes irradiation
damages, which has been intensively studied. Not only particles flowing from
the ip are destructive, but also, after activation of the calorimeters, the huge
flux of neutrons coming backwards are damaging. In order to slow down the
impact of the radiation damages, the tracker is operated at −20oC.

Figure 4.2: Projection of the tracker, showing the pixel modules, the microstrip
inner and outer barrels (tib and tob), inner disks (tid) and endcaps tec [70].
Dashed lines are iso-η curves. The plot is limited to η > 0 and φ > 0.

Pixel detector The pixel fine granularity positions the vertex of the events,
allowing identification of displaced secondary vertices for tagging B hadrons, for
instance. Although radiation hard, they will endure such doses that it is already
foreseen to regularly replace them. Three layers of pixels make the barrel (tpb
for Tracker Pixel Barrel), in the [r = 44, 73, 102 mm] ⊗ [−265 mm ≤ z ≤
265 mm] region, for a total of 768 modules. Both Tracker Pixel Endcaps (tpe)
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consist of a pair a layers at [60 mm ≤ r ≤ 150mm] ⊗ [|z| = 345 and 465 mm]
assembled from 672 modules.

In total, 66 millions of 100× 150 µm2 pixels are read-out by approximately
16, 000 chips and covering almost 1 m2. The expected occupancy is 10−4 per
pixel per pp bunch crossing. As the pixels are embedded into a strong magnetic
field, the pixel modules are tilted in order to benefit from the Lorentz angle
(i.e. for an optimal incidence angle of the particle with respect to the detector).
The spatial resolution of the pixels is 10 µm in r − φ and 20 µm in z.

Silicon Strip Tracker The silicon Microstrip Detector is made of 15, 400
modules and covers approximately 200 m2. Its outer radius was constrained
by the high magnetic field intensity and the constraints on the charged particle
curvature for a good charged particle identification.

It is not possible in practice to fill this volume with pixels as the number
of output channels would be too large2 to handle. Subsequently, using a smart
assembly of 1D detectors is a good compromise between a fine position res-
olution and a comparatively low number of channels. The sensors are either
single- or double-sided (stereo back-to-back modules, tilted by 100 µrad, for a
coupled r − φ/r − z measurement), and have a thickness of 320 or 500 µm. As
the signal generation in these silicon sensors is too slow (∼ 50 ns peaking time)
to take part to the Level-1 trigger decision, the analogue levels are sampled and
fed to the analogue pipeline of the front-end electronics (apv25) before being
possibly read-out by cms and further processed.

The Silicon Strip Tracker (sst) is divided into a barrel (0.20 m ≤ r ≤ 1.1 m)
and two endcaps (1.2 m ≤ |z| ≤ 2.8 m). The Tracker Inner Barrel (tib) is made
of 2 stereo and 2 single-sided layers. It covers up to |z| = 0.65 m with 320 µm
thick sensors with a strip pitch ranging between 80 and 120 µm. The Tracker
Outer Barrel (tob), further from the ip, experiences a milder radiation level.
This allows for the use of 500 µm thick sensors with longer strips and a larger
pitch (in [120 µm; 180 µm]), arranged in 2 double- and 4 single-sided layers.
Due to larger pitches, tob module resolution is 35−52 µm in r−φ and 530 µm
in z. tib achieves a resolution in r − φ in [23 µm; 34 µm] and δz = 230 µm.
Both endcaps are made of Tracker Inner Disks (tid) and a Tracker End Cap
(tec), with strips pointing toward the beam axis, that have variable pitches.
The tid consists of 3 rings (2 stereo + 1 single rings) with 320 µm sensors.
Each tec is made with a set of 9 disks (in which 3 are double-sided), made
with 3 × 320 µm and 6 × 500 µm thick sensors.

2The zero suppression and digitisation of the tracker data happen in the cms Counting
Room, in a neighbouring cavern. This means that each channel should then be output from
cms and transported to these acquisition boards (FED). The multiplexing, i.e. the serialisation
of several channels into one stream (now reducing by a factor 128x2x2), would not suffice
the need for decreasing the channel numbers if the whole volume was made of pixels. The
number of optical fibres outputting the tracker data would then be unbearable. This proves
by absurdity that an all-pixel tracker was not possible in cms, assuming a zero-suppression
outside the cms volume.
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4.2.2 ECAL

Located just behind the tracker3, the inner (electromagnetic) calorimeter [73]
(ecal) is dedicated to the measurement of electrons, positrons and photons.
It is made of 75, 848 lead tungstate scintillating crystals (PbWO4), assembled
into 2 × 18 supermodules in the barrel region eb (with 1, 700 crystals each)
and 2 × 2 “Dees”4 (with 3, 662 crystals each, divided into supercrystals of 25
crystals) in the endcap regions (ee). Its overall shape is a 6.4 m long cylinder
with a 2.6 m radius, operated at 18oC. One expects doses of ∼ 1012 and ∼ 1014

charged hadrons in the barrel and endcaps, respectively.

The PbWO4 crystals are dense (ρ = 8.3 g/cm3, X0 = 0.89 cm and RM =
2.2 cm), fast (80 % of the scintillation light within 25 ns) and radiation tol-
erant (∼ 3 kGy are expected in the barrel). However, their light yield is only
4.5 photoelectrons per MeV (around 420 nm). The effect of radiations is a
temporary loss of transparency. No damage is made to the scintillation mech-
anism, but colour centres appear and decrease the light transmittance. As the
crystals recover in the absence of radiation, a monitoring of their response will
be performed with laser light injection during the empty slots of the bunch
trains. The balance between damage and recovery leads to a saturation of the
radiation effects, albeit the attenuation length is greater than three times the
crystal length. The temperature dependence of their behaviour is considerable:
−1.9 %/oC at 18oC. This imposes a temperature stabilisation within 0.05oC,
around 18oC.

The ecal resolution is targeted to be 5 %/
√

E + 0.5 % above 100 GeV, in
order to have an excellent mass resolution for a light Higgs boson decaying into
two photons: H → γγ.

EB The ecal barrel extent is 0 ≤ |η| ≤ 1.479. It is split into two halves.
Each half is segmented into 18 φ -sections and 85 η -sections. The crystals
correspond to ∆η × ∆φ = 0.0174 × 0.0174, and their 230 mm length is a
25.8 X0 depth. Their arrangement is quasi projective (i.e. they point almost to
the ip) to minimise the cracks. eb starts at a radius of 1.29 m. A set of 5 × 5
crystals give a barrel tower. The scintillation light is acquired by Avalanche
Photo Diodes (apd) in the barrel, with a gain of about 50 at 18oC and a
quantum efficiency around 75 %. Two apds are glued to each crystal.

EE The ecal endcaps complement the coverage up to |η| ≤ 3 (Fig. 4.3).
The crystals only differ in shape, leading to a 24.7 X0 deep endcap. Due to
the strong and varying magnetic field, the read-out must be different: Vacuum
Photo Triods (vpt) are used. These are 1-stage photomultipliers with lower
gains (. 10.2) and quantum efficiencies (∼ 22 %) than the apds.

3Actually, a thermal screen makes the separation between the cold tracker(−20oC) and
the warm ecal (+18oC).

4The name of these supporting structure refers to its shape, similar to the ’D’ character.
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ES Each endcap is partially covered by a preshower, extending from |η| =
1.653 to |η| = 2.6. The goal of the preshowers is to clearly distinguish π0

from photons. Their high granularity also improves the ee abilities. es is a
sampling calorimeter and consists in two layers of lead and silicon microstrips.
The two lead disks (2 X0 + 3 X0) are used as a radiator whilst the 320 µm
silicon sensors (32-microstrips, 1.9 mm pitch) sample the showers into a total
of ∼ 137, 000 channels. Moreover, es contains a paraffin layer to moderate the
flux of neutrons coming from the calorimeters and irradiating the tracker from
the back.

Figure 4.3: Projection of the ecal, showing the η− coverage for positive z and
φ of the barrel eb, the endcap ee and the preshower es [70].

4.2.3 HCAL

The hadronic calorimeter (hcal) is located downstream the ecal. It is sub-
divided into four geometrically separate parts: the barrel hb, the outer barrel
ho, the endcaps he and the forward detectors hf. The η coverage of these
parts is listed in Tab. 4.2. As the hf differs substantially from the other sub-
detectors, it will be detailed separately thereinafter. hb, ho and he (Fig. 4.4)
are scintillation-based calorimeters, differing by the absorber. The scintillation
light is collected by Wavelength Shifting Fibres (wsf), subsequently gathered
into bundles of all the layers matching the same projection in η − φ, called
calorimetric towers. The light from each tower is detected by the pixels of a
high gain (∼ 2000) multichannel Hybrid Photo Diode (hpd).

HB The hcal barrel consists in two halves, each subdivided into 18 × 20o

wedges in φ. The absorber is mostly5 brass (70 % Cu and 30 % Zi) with

5As the hcal components have a large variety of geometries and characteristics, refer
to [70] for details.
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|η| coverage Absorber /Collector/ Acquisition Light origin
hb [0.0 ; 1.4] brass / wsf / hpd scintillation
ho [0.0 ; 1.26]* steel / wsf / hpd scintillation
he [1.3 ; 3.0] brass / wsf / hpd scintillation
hf [3.0 ; 5.0] steel / quartz / pmt c̆erenkov

Table 4.2: Coverage in pseudorapidity |η| of the hadronic calorimeter hcal
subdetectors (the incomplete φ − coverage of ho is denoted by *). The cor-
responding absorbers and collectors, as well as the physical process of signal
generation are detailed.

Figure 4.4: Schematic projection of hb, ho and he for z > 0 and φ > 0 [70].

a thickness of at least 50.5 mm. Seventeen active plastic scintillating plates
(1×9 mm+16×3.7 mm) are interleaved between the absorbers, corresponding
to ∆η×∆φ = 0.087×0.087. This leads to 2×32 hb towers. The hb resolution
is ∼ 100 %/

√
E with detection planes parallel to the beam pipe.

HO Covering almost the same region as the hb (Tab. 4.2), the outer barrel
calorimeter ho is located behind the solenoid. It is subdivided in z into 5 rings
with a 2.54 m radius, and 12 sectors in φ. It is made of 1 or 2 layers of 10 mm
scintillator planes, depending on the pseudorapidity (2 layers for |η| < 1.305
and only 1 above 1.305). However, ho coverage is not complete in φ, due to
the 12× 75 mm holes for services. Altogether with hb, ho lead to an hadronic
calorimetry thickness of 11 λI .

HE The two hadronic endcap calorimeters (he) have a petal structure per-
pendicular to the beam pipe, with some overlap with the hb. Its 18− fold seg-
mentation provides a coverage ranging from 5o to 20o in φ, as η increases. Each
he is made of 19 scintillator planes (3.7 mm thick) interspersed in 78 mm brass
absorbers. he has 2304 towers. Its resolution is estimated to ∼ 150 %/

√
E.



50 Detectors around the IP5

HF The two forward hadron calorimeters (hf), located at 11.2 m from the
ip, complement hcal coverage in pseudorapidity from 3 to 5. hf is a sampling
calorimeter made of 8 slices of steel and of scintillating quartz fibres embedded
into a matrix (Fig. 4.5). The c̆erenkov light is collected by 2 × 900 channels,
with ∆η × ∆φ = 0.175 × 0.175 towers, for a full 2π azimuthal coverage and
13 towers in η, read-out by one 8-stage photomultiplier tube (pmt) per tower.
The absorber length, 1.65 m, corresponds to 8.3 λI . The iron core is grooved
in every 2.5 mm for the insertion of 300 µm fibres. They are parallel to the
beam axis (non projective geometry).

No ecal component faces hf, only totem t1 forward tracking detector.
Hence, the distinction between electromagnetic and hadronic hits is based on
three fibre lengths segmenting the calorimeter longitudinally: (i) the so-called
electromagnetic fibres are 1.65 m long and 93.75 X0 deep6, (ii) the hadronic
fibres are 1.43 m long, with 81.25 X0 and finally (iii) the tail catcher fibres
have only 17.05 X0 with 30 cm. As the shower must penetrate 22 cm (135 cm)
before reaching the hadronic (tail catcher, respectively) fibres, it has a modest
resolution of 200 %/

√
E + 10 %. A good jet identification is required to re-

ject superimposed particles coming from simultaneous (minimum bias) events,
faking other jets.

The quartz fibres were selected for several reasons: (i) the extremely high
radiation environment, reaching ∼ 1 GRad at |η| = 5 after 10 years of the lhc
operation; (ii) their insensitivity to low-energy neutrons; (iii) their very fast
signal generation (∼ 3 ns), as hf should take part in the global calorimetric
trigger; and (iv) the relative compactness of the detector.

Figure 4.5: Schematic view of one half of the cms hf. This detector consists
of quartz fibres inserted into a iron bulk. The segmentation is visible in φ,
with the 9 slices at 20o; and in z, with the three components (electromagnetic,
hadronic, tail catcher).

6The steel is characterised by the following numbers: λI = 17.4 cm, X0 = 1.9 cm,
density= 7.5 g/cm3.
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4.2.4 Superconducting Magnet

Even if it has no sensitive area, the superconducting solenoid of the cms exper-
iment [74] is a major part of the apparatus as it provides a magnetic field as
high as 4 T. This field is central for particle identification and measurement,
in particular for the µ±. The solenoid is designed to provide a resolution of
∆p/p ≈ 0.1 for a muon below 1 TeV. It is provided by a 19, 500 A current. The
central coil, with an inner diameter of 5.9 m, has 2168 turns. The supercon-
ducting state is kept with indirect cooling based on liquid Helium. The critical
current is 55, 600 A for a 5 T field and at 4.2 K. The total amount of energy
stored in the solenoid is 2.7 GJ. cms owns the largest and the most powerful
superconducting magnet ever built.

4.2.5 Muon Chambers

As the very name of the experiment specifies it, the muon measurement is a
central part of cms, due to its unique signature. It offers many possibilities
for calibration and analysis. The Muon System relies on the combination of
three types of gaseous detectors. The reconstruction also involves data from
the inner tracker. Like other subdetectors, the muon system is divided into
a barrel geometry (mb) and two endcaps (me), as depicted in Fig. 4.6. It
covers 25, 000 m2 with about 1, 000, 000 channels. While drift tubes (dt) are
deployed only in the barrel region (low neutron induced background) and cath-
ode strip chambers (csc) in the endcaps (higher neutron induced background,
large muon rates and intense transverse magnetic field), resistive plate cham-
bers (rpc) complement the measurement in all the muon system thanks to
their high rate ability and time resolution.

An important issue for the muon system is its alignment, both internally
and with respect to the inner tracker. The misalignment originates in imperfect
assembly, temperature instabilities or deformations related to the magnetic
field. It is important to monitor the alignment, as the measurement of muons
is based on the combination on data from muon chambers and from the tracker.
While for high pT muons the momentum measurement depends on the bending
power of the magnet and is limited by the multiple scattering in the material in
front of the first muon station, low pT muons are observed with a much better
resolution by the tracker.

MB The muon barrel expands in pseudorapidities up to |η| = 0.8. It con-
sists in 4 stations7, interleaved with the iron yokes, and organised in coaxial
cylinders, for the r − segmentation between 4.0 and 7.0 m. These layers are
chopped into 5 wheels (z − segmentation). Each wheel is further divided into
12 × (∆φ = 30o) sectors.

The mb is equipped with aluminium drift tubes and resistive plate chambers.
The drift tubes are characterised by a 20 mm drift length and a single point

7These layers are denoted MB1, MB2, MB3 and MB4.
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Figure 4.6: Layout of one quarter of the cms muon system, for η > 0 and
z > 0 [70]. Dashed lines represent iso − η curves. Drift tube chambers are
located in the barrel, cathod strip chambers in the endcaps. High rate resistive
plate chamber are evenly located in the detector.

resolution of ∼ 200 µm. Each station provides a vector with resolution of
100 µm in position and 1 mrad in direction. In total, mb contains 250 dt
chambers and 480 rpcs.

A sub-assembly of 4 drift tubes is called a superlayer. A set of 2 or 3
superlayers makes a dt chamber8. A 280 mm gap provides a lever arm inside a
dt chamber. Each one of the stations (MB1, MB2, MB3, MB4) is a set of one
dt and 1, 2 or 4 double-gap rpcs. A small n-induced background has driven
the choice of drift tubes for the mb.

ME The Muon Endcaps consist in 2×234 trapezoidal cscs, supplemented by
2 × 216 rpc detectors. There are 4 disks (z − segmentation), perpendicular to
the beam, per endcap. Each disk is divided in two rings (η−segmentation) and
a ring in 36 φ − sectors.A higher neutron-induced background than in barrel
implied the choice of Cathode Strip Chambers. csc are multiwire proportional
chambers with cathodes segmented into strips. They consist of 7 cathode strip
planes interspersed by 6 gas gaps with anode wires. The strips and the wires
are roughly perpendicular. Each csc provides 6 (r, φ, z) points. During a first
stage, cms me will be also equipped with rpcs up to |η| = 1.6. The extension
up to |η| = 2.1 will follow. The rpc detectors are double gap (2 mm width)
bakelite chambers operated in avalanche mode. The strip length is either 85 or
130 cm.

8A dt chamber is composed of 8 to 12 drift tubes.
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4.3 The Forward Detectors

The numerous detectors in the forward region around the interaction point
provide the largest η coverage ever achieved in particle collider experiments.
Fig. 4.7 summarises the detector locations.

Figure 4.7: Location of the forward detectors around CMS [55]. Upper figure
shows the first 20 m downstream the ip5. The cms central detector is visible,
as well as totem t1 and t2 telescopes, and the castor calorimeter. The
figure in the bottom shows the lhc beamline on one side of the ip5, with the
dipoles (D1, D2), the quadrupoles (from Q1 to Q6) and totem roman pots
(from RP1 to RP4).

4.3.1 TOTEM

The totem experiment9 [55] aims at measuring forward scattered protons and
products of inelastic interactions. This could serve for the determination of the
total cross-section σtot of pp interactions and the lhc luminosity L. A large
physics programme is also foreseen in common with the cms experiment [21],
while the lhc is operated below 5× 1033 cm−2s−1. It shares the ip5 with cms.
totem detectors are split into three different stations called t1, t2 and rp.
They differ in position, acceptance and technology, but their use as tracking
detectors. t1 and t2 forward telescopes cover the [3.1 − 6.5] η-range for both
elastic and inelastic scatterings. They also provide the trigger for totem.

9Even if its physics program evolved, totem stood first for TOTal cross-section and Elastic
scattering Measurement.
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Two sets of roman pots measure protons with a momentum loss ξ = ∆p/p in
[0.02; 0.2]. t1, t2 and rps are located symmetrically on both sides of cms.

TOTEM T1

The two t1 forward telescopes are housed inside the cms magnet endcaps, in
front of the hf, with each subsystem attached to the beam pipe, in the vacuum.
They are located at 7.5 m from the ip and cover the 3.1 < |η| < 4.7 range.
Their sensors are Cathode Strip Chambers, similar to the cms endcap muon
chambers. Each t1 is 2.8 m long, with 5 csc planes. One plane consists in 6
trapezoidal detectors, overlapping for a uniform φ coverage (Fig. 4.8). Each
of these 43 mm thick trapezoidal detectors is made of the juxtaposition of two
cathode strip planes with an anode wire plane in between, with 5.0 ± 0.1 mm
between the planes. The cathodes are segmented in parallel 4 mm copper strips
with 4.5 mm pitch, laying on a 0.7 mm honeycomb structure. The strips from
one plane have a 60o angle with respect to the other cathode plane. The anode
in between is made of 30 µm goldplated tungsten wires, orientated at 120o

from the strip directions, with a pitch of 3 mm and attached to a fibre glass
structure.

Altogether, t1 telescopes account for 24, 000 cathode strips and 12, 000
anode wires. During the low luminosity phase (usually assumed to last 3 years
with L ≤ 2×1033 cm−2s−1), t1 detectors are safe in terms of radiation damages;
they will, however, be removed before full lhc luminosity (1 kGy expected
after 10 years). Finally, t1 was designed with the requirement to minimise
the amount of material, to avoid decreasing hf resolution (t1 is 0.108 X0 or
0.034 λI). The expected position resolution is σx = 0.5 mm and σy = 0.9 mm.

Figure 4.8: Schematic view of one half T1 telescope, with 6 csc planes [55].
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TOTEM T2

t2 telescopes consist in Gas Electron Multiplier (gem) sensors, assembled into
a cylinder with 10 aligned detector half planes with 512 annular strips (θ view)
and 1024 radial strips (φ view), covering 5.3 < |η| < 6.7 with a ∆φ × ∆η =
0.06 × 0.017π resolution [81]. The circular strips with 400 µm pitch are read-
out by the same apv25 chips as the silicon strip tracker. They are located at
13.56 m from the ip, inside the plug of hf, in front of the castor calorimeter,
with a length of 400 mm and a diameter of 470 mm. t2 will accumulate about
100 kGy after 10 years of lhc operation.

t2 is made of triple holed D-shape gem, reaching a gain of . 105, and a
sensitive area extending from 35 to 135 cm. It has a sandwich structure: 1
drift-plane + 3 gem + 1 read-out board, all interleaved with spacers. t2 is
made of 10 planes. Half of the planes are meant for triggering. These forward
telescopes have a similar read-out chips are for t1, and also same gas mixture.
Final position resolution σpos is expected to be approximately 70 µm.

Figure 4.9: Schematic view of one half T2 telescope [55].

TOTEM RP

totem roman pots (rp) are divided into two station pairs. One is located just
after the beam separation and after the zdc, at (147 m, 149.5 m). The other one
is located at (216 m, 220 m). One station consists in 2 units made of 3 partially
overlapping insertions, two vertical ones (from the top and the bottom) and a
horizontal one (Fig. 4.10). At each insertion point, a roman pot (rp) containing
5 pairs of back-to-back edgeless silicon detectors [75] can be pushed in or pulled
out of the beam pipe, thanks to the rp mechanics. The microstrips on silicon
sensors have a 45o angle with respect to the vertical axis, and a relative angle
of 90o, providing (x, y) coordinates. These detectors are movable in order to
approach the beam at about 10 σbeam + 0.5 mm ≈ 1.3 mm during collisions,
while they should move back into their docking position during injection phases.
The volume of the vacuum chamber is subsequently modified. A stepping
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motors is used for rp, applying a force at the order of ∼ 1000 N. It achieves a
position resolution of a few microns.

The read-out electronics are shared between analogue apv25 and digital
vfat chips (providing trigger signals, while apvs do not), which provide similar
data output formats. For better measurements, the pots are directly inserted
into the primary beam vacuum. Detected particles have to cross a dedicated
thin window separating this primary beam vacuum to the detector vessel. Dur-
ing operation, a secondary vacuum is performed in the pot to minimise the thin
window deformation. The expected working temperature is around 240 K.
Both apv25 and vfat rely on 0.25 µm technology, making them radiation
hard for two years at low luminosity 1032 cm−2s−1, which is ∼ 1013 neq/cm2

or equivalently O(few 100 kRad).

Figure 4.10: Schematic view of one totem roman pot station [55].

Part of the physics programme of totem is performed when dedicated lhc
optical schemes are applied – the so-called10 high β∗, with a reduced number of
bunches (43), a low luminosity L = 1028 cm−2s−1, no beam crossing-angle, very
small beam divergence at the ip (0.29 µrad) and β∗ ∼ 1540 m. This will allow,
amongst other things, to measure precisely the total cross-section of lhc σtot

in a very short time (only a few days at 1028 cm−2s−1 with β∗ = 1540 [54]).
totem will also provide a luminosity measurement in nominal lhc optics,
independently of any data from the central detector or from other luminosity
monitoring apparatus (Eq. 2.11). totem collaboration claims to reach an
expected precision around 1 % [54], while other documents tend to be less
optimistic [56], quoting 5− 10 %. In particular, this measurements suffer from
the uncertainty on the ρ parameter and on the errors on the extrapolation of
dNel/dt to t = 0. Besides these measurements, totem has a common physics
programme with the cms experiment, including photon interactions, low − x
physics, soft qcd [44, 57].

10There are actually two modes at high β∗. The first one has k1 = 43 bunches, with
N1 = 0.29 × 1011protons per bunches, a normalised emittance ǫn,1 = 1 µm rad, leading to
L1 = 1.6 × 1028 cm−2s−1. The second one has k2 = 156 bunches, with n2 = 1.15 × 1011

protons per bunches, ǫn,2 = 3.75 µm rad and L2 = 2.4 × 1029 cm−2s−1.
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4.3.2 CASTOR

Located at 14.38 m from the ip5, the castor sampling calorimeters11 cover
the same η region as totem t2 detectors, from 5.2 to 6.6. Their technology
relies on layers of tungsten absorber and quartz plates as active medium, for a
c̆erenkov radiation measurement. They have separate electromagnetic (2 read-
out units) and hadronic (4 read-out units) sections, with respectively 26.8 X0

and 3.2 λI characteristic lengths. Each electromagnetic read-out unit consists
in 11 pairs of W-plate (3 mm) and Q-plate (1.5 mm), each pair accounting for
1.218 X0 or 4.22×10−2 λI . The hadronic read-out units are made of 10 thicker
pairs (W: 5 mm , Q: 2 mm) with a 7.96 × 10−2 λI depth per pair.

The plates are inclined at 45o in order to reduce the light output from
particles coming from the rear and to maximise the incoming particle light
collection12.

The whole structure holds onto the beam pipe, with a stainless steel skele-
ton. The tungsten/quartz materials have been chosen also because of the very
high accumulated radiation dose of . 100 MGy. Avalanche photodiodes apd
perform the read-out of the light transmitted from the quartz plates.

The castor calorimeters consist in a 0.65 m long octagonal cylinder (Fig. 4.11)
with a 0.36 m diameter. It is segmented in 16 folds in φ. Both calorimeters
are constructed and installed in two phases: first one in 2008 and second one
in 2009 (if funded).

Figure 4.11: Schematic view of the castor calorimeter [76].

11castor stands for Centauros and Strange Object Research
12This angle should match the c̆erenkov light cone opening angle, evaluated around 46o −

50o for quartz [77].
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4.3.3 ZDC

The Zero Degree Calorimeters (zdc) are sampling calorimeters meant for the
detection of neutrals, mainly n and γ, for |η| > 8.1. This c̆erenkov detector
also consists of Q/W, like castor, and is located within the structure of the
tan element (neutral beam absorber), at 140 m from the ip5. As the charged
particles are deviated by the D1 dipole series, that separate the incoming and
outgoing beams into two distinct pipes, only the neutral particles can reach
this calorimeter below |η| = 9.3. Above this threshold, all particles can be seen
by the zdc, since the deflection by the separation dipoles is not sufficient to
kick them out of the path to zdc. Like castor, both zdc’s are segmented into
separate electromagnetic (19 X0) and hadronic (5.6 λI) sections. In addition
to castor, zdc is a good complement to cms hcal for the estimation of the
missing energy E/T.

4.3.4 FP420

fp420 is a common R&D project for both atlas and cms, studying the ad-
dition of forward proton detectors located13 between 420 and 428 m, from the
corresponding ip [12].

fp420 detectors are co-moving with the beampipe to protect the sensors
during injection phases, in contrast with the roman pot approach where only
detectors are displaced. Two bellows allow a parallel displacement of the struc-
ture a few centimetres away in a docking position [12]. Moreover, as seen in
Fig. 4.12, if a proton has less energy than the beam ones, its path shifts out-
wards at 220 m with respect to the other beam pipe, while at 420 m, this
shift goes inwards. Hence the roman pot solution would have been practically
impossible. The co-moving pipe is called Hamburg pipe, in reference to similar
setup at hera.

The detectors are assembled into several pockets. Each pocket contains a
set of several Si 3D planes for the position measurement, and one c̆erenkov
detector for some timing information. The Si 3D sensors are made of a n bulk
filled-in with towers of p implants. Typical distance between towers is 50 µm.
As the collection distance is very small, even if the signal is quite small, the
signal-to-noise ratio keeps high in spite of the radiation damage. This can be
easily understood when the damage effects is thought in terms of the decrease
of the charge carrier mean free path in the silicon bulk [12]. In order to reduce
the insensitive border, these detectors have n+ implants covering the border,
called active edge.

Depending on the pocket, the c̆erenkov timing detector active medium is
either gaseous (Gastof [78]) or solid (Quartic [12]), read-out by a Constant
Fraction Discriminator, with a timing resolution below 10 ps. The measure-
ment of the arrival time of the detected proton gives its time-of-flight from the

13the so-called cold region of the beamline, where the pipes and surrounding materials are
kept at 1.8 K.
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Figure 4.12: Proton position at 220 m and 420 m. When proton experience
some energy loss, its path goes outwards at 220 m, compared to the second
beam pipe, while at 420 m, it goes in the direction of the second beam pipe.
Simulation with Hector [13].

vertex to the detector. Measuring the p timing gives an estimate of the z coor-
dinate of the vertex. At high luminosity, when event the pile-up is large, this
z estimate is discriminant to reject backgrounds with forward protons coming
from diffractive pile-up events. Assuming timing detectors located at a distance
L from nominal ip, and a vertex displaced by a distance z, the time difference
between the arrival of both protons in each forward timing detector is given
by:

∆t =
L + z

c
− L − z

c
=

2z

c
(4.1)

This approximation holds well as β ≈ 1 for beam protons and as the path
trajectory is in very good estimate L. Hence a detector resolution of 10 ps re-
sults in δz = cδt/

√
2 = 2.1 mm. Finally, the fp420 stations could be equipped

with very precise beam position monitors (O(µm)) [12].

The acceptance is directly complementary to the one of roman pots at
220 m, as the proton acceptance in the range 0.002 < ξ < 0.02 is 100 %. A
major advantage of these detectors, as for the ones at 220 m, is that from precise
measurement of the proton momentum losses ξ1 and ξ2 (in case of double-tagged
events), the mass M of the central system can be reconstructed with a very
good presion. This uses the Missing Mass Method (Eq. 4.2), independently of
the decay modes:

M2 = ξ1ξ2s. (4.2)

If this upgrade is approved by cms, the installation of fp420 stations is ex-
pected in 2010.
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4.4 Online luminosity monitors

As mentioned in Chapter 2, the observation of the on-going rate of events
provides an online monitoring of the instantaneous luminosity, possibly bunch-
to-bunch. In cms, this method is applied on hf data or using a dedicated near-
beam pixel telescope, the plt. The design goal for luminosity measurement is
to reach 1% of statistical errors on a particular bunch luminosity in about14

1 s, and that the absolute measurement is precise to 5% or better.

4.4.1 Hadron Forward calorimeter

Two methods are envisaged for the online luminosity monitoring with hf: the
counting methods and the average ET sum per bunch crossing. The number of
collisions per bunch crossing is given by Eq. 3.7. This Poisson statistics allows
for bunch crossing with no collisions, whose probability is

p(0, µ) = e−µ. (4.3)

When the luminosity is such that µ is small, p(0, µ) does not falls off too
rapidly. In particular, from the noise level in hf it should be quite easy to
distinguish between events without collisions from events with one or more.
Putting together Eq. 3.8 and 4.3, the observation of the rate of bunch crossings
without collisions provides a relative evaluation of the instantaneous luminosity:

µ = − ln p(0) =
σL
fBX

. (4.4)

This method, based on the hf occupancy, is called Zero counting. However, as
the luminosity increases to reach the design value, so does µ. The probability
for having no interaction subsequently vanishes15: p(0; µ) → 0. Fortunately,
the segmentation of the forward calorimeter (∆φ × ∆η = 0.175 × 0.175) lead
to 864 measurements with a small average value of sensed particles:

µ
(
ET > 0.1 GeV, ∆φ × ∆η = 0.175× 0.175

)
≈ 1.

The Zero Counting can hence take place at the level of hf towers.
Besides these counting methods, hf data can also be used for luminosity

monitoring by looking at the linear relationship between the total energy de-
posit in hf rings and the mean number of collisions per bunch crossing [53,70].

4.4.2 Pixel Luminosity Telescope

The 2× 8 Pixel Luminosity Telescopes (i.e. the plt detector), are altogether a
cms instrument for the determination of the relative instantaneous luminosity,

14One should remind that the revolution frequency is more than 11 kHz, so 1 s corresponds
already to a large number of data per bunch.

15This effect is usually called Zero starvation.



4.4 Online luminosity monitors 61

bunch-by-bunch. At the same time, the plt will provide the location of the
ip centroid. The requirements for this instruments are to be fast, stable and
precise. The telescopes are symmetrically placed around the ip5, and each one
consists in 3 planes of 8 × 8 mm2 sensors. These sensors are single crystal
diamond (Chemical Vapour Deposition), 400 µm thick. The very wide band
gap16 in diamond structure is such that the noise level is kept to really low
values, making this kind of sensors radiation hard, and having no need for
cooling during operation. The sensors have been mounted as pixel detectors,
using the cms tracker pixel chip. All planes are located in 1.65 m < |z| <
1.85 m, with 10 cm between the sensor planes. This small angle corresponds
to |η| = 4.3. A measurement is a 2 × 3 fold coincidence. Using the counting
from the plt, the expectations for luminosity determination are approximately
1% (stat) for each bunch after 1 s.

Moreover, at a lower rate (few kHz), the plt will provide cms acquisition
chain with some information on the position of the ip centroid, with an expected
precision of 28 µm in the direction transverse to the beam and 520 µm in
the beam direction [70]. The plt have not yet been approved by the cms
collaboration.

4.4.3 BRAN

Using a Van der Meer scan (Eq. 2.5) for the calibration of luminosity moni-
tors requires two type of instruments: (1) very precise beam position monitors,
as the required positioning are really constrained, with respect to the bunch
transverse sizes; (2) an independent luminosity monitor, to compare the mea-
surements during the scan. For this purpose, a gas ionisation chamber is placed
in the tan collimator, at 140 m from the ip, in a vacancy just behind the zdc,
on both sides of the ip5. The bran detector is a sampling calorimeter, using
30 cm of copper as an absorber. This detector is actually placed near the max-
imum of the hadronic shower in tan. It detects the shower originating from
neutrons coming from the ip with O(TeV) energy. This flux monitor provides
individual bunch resolution, for instantaneous luminosity monitoring and for
the measurement of the crossing angle. The gas chamber is about 10 cm×10 cm
and will have to deal with 170 MGy/year radiation levels [70].

16With a 5.5 eV wide band gap, diamond is considered as an insulator





Chapter 5

Edgeless silicon detectors

Very forward detectors, located further than 200 m from the ip, are near-beam
detectors measuring scattered protons with an energy lower than the beam one.
Their distance to the beam determines their acceptance: the closer the detec-
tor, the wider its acceptance. Two constraints arise from this location: (1) the
need for a very good radiation hardness, due to the large particle flux coming
from diffraction and beam halo; (2) the need for minimising the width of the
insensitive edge between the sensor active area and the detector physical bor-
der. Several designs of radiation hard edgeless detectors are reviewed. Some
Research and Development on cold silicon edgeless detectors has been carried
out in the framework of the cern rd39 collaboration. It aimed at producing
prototypes of such detectors by cutting silicon microstrip sensors through their
sensitive area, with laser or plasma beams. The leakage current of such de-
vices is very large but its effects can be controlled: (1) it decreases with a lower
operating temperature (O(200 K)); (2) it affects only the closest strips to the
detector cut edge. The results have been presented in two conferences [98,99].

5.1 Motivations

Very forward detectors (vfd) are meant for the measurement of scattered pro-
tons, escaping the central detector by the beam pipe along with beam protons.
vfds are located far from the ip (e.g., at 420 m) and very close to the outgoing
beams in the transverse plane (O(1 mm)). Their distance s from the interac-
tion point is the compromise between technical beamline constraints and the
requirements for an optimal detector acceptance.

Final state protons scattered at a small angle and experiencing a small en-
ergy loss (Eloss . 1000 GeV) at the ip follow closely the beam path. The proton
path deviation is mostly driven by this energy loss (Fig. 1.5). The key principle
of very forward detectors is to measure the proton lateral displacement.

Very large fluxes of particles coming from beam halos and from interactions
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at cms themselves (mostly diffraction) prevent a long-term operation of forward
detectors, if too close from the nominal beam position.
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Figure 5.1: Proton fluences expected from pp → pX interactions, for very for-
ward detectors located at 220 m (left) and 420 m (right). Detectors horizontal
distance to the beam x is assumed to be 2 mm and 4 mm, respectively. The y
coordinate is the vertical position of the detector. These fluences correspond to
an integrated luminosity L = 20 fb−1. Proton fluences can locally exceed 1014

hits per cm2, but are highly non-uniform. Simulation with Pythia 6.2.10 [136]
for the signal generation and Hector [13] for the leading proton transport.

Fig. 5.1 illustrates the proton fluence1 expected from Single Diffractive (sd)
events only. vfds are assumed to be located at s = 220 m (left) and s = 420 m
(right) from the ip. Their horizontal position to the beam is x = 2 mm and
x = 4 mm, respectively. Fluences of 7 TeV protons can exceed locally 1014 hits
per cm2, but this is highly dependent on the x coordinate. However the model
is possibly underestimating the sd contribution and a safety margin should be
taken into account. Moreover, the effects of beam halos are not considered.
Finally, an integrated luminosity L of 20 fb−1 is assumed, which is an estimate
of one year of lhc running at low luminosity. Hence, radiation hardness to
fluences above 1015 particles per cm2 should be considered for the edgeless
detector design, even if the dose is not expected to be uniformly distributed
across the detector area.

For comparisons, a fluence of given particles (like protons, Φp) is usually
converted into an equivalent fluence of 1 MeV neutrons Φeq, producing the
same amount of damages in the silicon bulk:

Φeq = k × Φp (5.1)

where the hardness factor k is tabulated as a function of the particle energy [84].

1The fluence is the time integral of the flux.
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It is observed that k decreases continuously with the proton energy and seems
to reach a plateau at high energies. No data are available for protons with an
energy above 9 GeV (with k(E = 9 GeV) = 0.5084), so is assumed here, to fix
the ideas, that:

k(E = 7 TeV) ≈ 0.5. (5.2)

The requirements are then that the detectors must withstand an equivalent
fluence Φeq at the order of 1015 neq/cm2, which is the same order of magnitude
as for the slhc. Radiation hardness at this level is currently only provided by
silicon technologies.

The minimal distance of approach of the detectors to the beam is thus
strongly constrained. Knowing the beam width σbeam at detector position, the
rule of thumb at the lhc is to keep the detectors at a distance of at least
1 mm + 10× σbeam [54]. The non-sensitive physical edge of vfds subsequently
restricts the detector acceptance. Fig. 5.2 illustrates the relation between the
acceptance of some forward detector, in terms of proton energy loss Eloss, and
the position of the edge of the sensitive area. In the current R&D, the goal is
to reach an non-sensitive edge of approximately 100 µm.
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Figure 5.2: Dependence of the proton acceptance on Eloss as a function of
the detector edge distance from the beam, for very forward tracking detec-
tors located at 220 m (left) and 420 m (right), respectively. Simulation with
Hector [13].

Most of the current designs of silicon microstrip detectors [85,86,87] have a
large inactive border around the sensitive area. This border is due to the guard
rings, bias rings and the margin left when sawing the sensor out of its wafer.
This border typically extends from 300 µm to 500 µm from the physical edge
to the sensitive area2. Sensors with a minimal inactive edge are called edgeless
detectors.

2For safety margin, the border of the cms tracker sensors is as large as 700 µm.
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In the following, several approaches for the design of silicon edgeless detec-
tors are discussed. A study of two particular technologies for the implementa-
tion of a prototype is presented. This study was performed in the framework
of cern rd39 collaboration [89]. This collaboration has been aiming for the
development of super radiation-hard cryogenic silicon detectors for applications
in lhc experiments and their future upgrades, as for the Super lhc (slhc).
Fluences between 1015 and 1016 neq/cm2 are considered. rd39 studies orig-
inal modes and environments for the operation of such sensors, which are a
low working temperature and a forward bias of the sensors. The initial key
factor for joining to this collaboration was a common interest in operability of
sensors at low temperatures in order to cope with the leakage current and the
irradiation damages. The rd39 collaboration has also investigated the impact
of cutting silicon pads (diode) with a laser. Cutting through existing structure
is easy and straightforward, and offers a freedom in the edge shape. This sim-
ple process has been investigated for the production of radiation hard edgeless
sensors, operated at low temperatures.

5.2 Impact of the radiation damages on silicon

sensor performance

The Charge Collection Efficiency (cce) is a key factor reflecting the actual
detector performance. This parameter depends on the detector sensitive volume
(depletion thickness times sensitive area) and on the presence of trapping levels
due to radiation-induced defects, that decrease the signal collection. The cce
thus evolves with the accumulated dose.

The high level of radiations with hadrons strongly increases the absolute
effective doping concentration (|Neff|) of the silicon bulk. A full depletion of
the detector then requires a higher bias voltage. But at a fluence close to 1016

neq/cm2, thousands of volts would be needed to deplete completely a standard
detector of 300 µm thickness, which leads to difficulties in practical operation.

In addition, radiation-induced defects imply the presence of parasitic levels
in the gap between valence and conduction bands, in the energy level repre-
sentation of semi-conductors. The new, unwanted, energy levels can trap free
charge carriers created by the crossing of a charged particle.

At 1016 neq/cm2, free carriers can only drift 20 to 30 µm before being
trapped inside the silicon bulk. Assuming an average drift velocity vth of
107 cm/s and a level trapping cross-section σtrap, the presence of these de-
fects can be expressed into the trapping and detrapping time constants, τt and
τd. The trapping time represents the typical time scale after which a free
carrier fills a trapping level. Its evolution with respect to the radiation dose
underwent by sensors motivates the need for new developments in radiation
hard silicon technologies, meant for heavily irradiating environments. For an
unaltered mean drift velocity, a sharp decrease of the trapping time leads to
a corresponding decrease of the typical trapping distance. Assuming the con-
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centration of traps Nt of 5 × 1016 cm−3 and the trapping cross-section of the
value of 10−14 cm2, the trapping time3 is 0.2 ns (Eq. 5.3).

τt =
1

σtrapvthNt
(5.3)

Subsequently, the effective charge collection distance deff could then be re-
stricted to that of a 20 µm layer, regardless the depletion depth [94].

Both issues, the high value of the full depletion voltage Vd and the shortness
of the effective charge collection distance deff, should be tackled in order to
preserve cce.

The modeling [91] shows that the electric field in irradiated silicon detectors
can be modified by filling the deep defect levels created during irradiation. Due
to the strong temperature dependence of the detrapping time (Eq. 5.4), it is
possible to keep these levels filled, if the detector is operated at low tempera-
tures:

τd =
exp(−Et/kT )

σtrap vth NC
, (5.4)

where NC is the electric state density in the conduction band and Et is the
trap energy level.

rd39 is developing radiation hard detectors using the current/charge in-
jection operation mode. The current- or charge-injected diodes (cid) have an
electric field controlled by the space charge limited current mode (sclc) in such
a way that the internal electric field is nearly uniform, almost independent of
the fluence that the detector has to withstand.

Several approaches might be used to fill the deep levels: like using a light
source (laser or led) on p/n/p structures or by operating p/n/n+ structures
in forward bias. In all cases, low temperature operation is needed, in order to
freeze-out the trapping centres. Temperatures around 80 K are considered by
the collaboration. In this operation mode, the partial recovery of the cce of
heavily irradiated sensors is called the Lazarus effect [92, 93].

Major advances in the development of radiation hard detectors, done by
the collaboration, are related to the Lazarus effect and the charge or current
injected devices.

As an illustration, Fig. 5.3 shows the c-tct signal4 of Magnetic Czochralski
silicon (MCz-Si) sensors with 300 µm in thickness. The tct technique provides
the signal shape of one of the charge carrier type (electron or hole) which has
to cross the whole detector width before being acquired. It relies on the gener-
ation of the signal on one surface of the sensor, with a laser. The upper curve
(triangles) corresponds to the operation at 60 K of the non-irradiated sensor,
with 200 V reverse bias, which defines the reference level for further compar-
isons. The circles are the signal of a cid detector made of MCz-Si measured at

3This mean value takes into account the fact that the trapping time is twice bigger for
the holes than for the electrons.

4Cryogenic-Current Transient Technique: setup using the tct technique at low tempera-
ture, built in the Cryolab at cern.
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Figure 5.3: C-TCT signal of MCz-Si sensors before irradiation in reverse bias
(200 V) at 60 K (triangles), after irradiation in reverse bias (500 V) at room
temperature (squares), and after irradiation in forward bias (500 V) at 60 K
(current-injection operation mode, circles) [99].

60 K with 500 V forward bias. This sample has been irradiated with 9 MeV
protons to the effective fluence of 3 × 1015neq/cm2. The same sensor operated
at 240 K with 500 V reverse bias is the lower curve (squares).
Assuming that the reference detector produces 100% cce and collects 24, 000
electrons for 1 mip (Minimum Ionising Particle), the cce of cid is 45% and col-
lects 10, 800 electrons for 1 mip whereas the same detector measured at 240 K
shows 27% cce. So, the cid cce is almost twice as much. The 27% cce is
expected and is largely due to the fact that the detector is under depleted with
500 V bias which is a practical upper limit in large tracker system.
These measurements have been done by a 1060 nm infrared laser (ir) which
simulates well mips [91]. Because the absorption coefficient of the ir depends
strongly on the operation temperature, the calibration measurements with non-
irradiated reference have been performed for both temperatures [89]. The
amount of ir excitation during these measurements was equivalent to about
10 mips, with a laser trigger frequency of 10 Hz. The laser stability was ob-
served to be better than 1% over 60 hours period of operation [99].

In summary, the rd39 collaboration has developed super radiation-hard
silicon detectors, based on usual Float Zone or Magnetic Czochralski silicon
sensors, able to cope with high particle fluences ( 3 × 1015 neq/cm2). These
detectors are operated at low temperatures and in forward bias. This motivates
the development of prototypes of radiation hard edgeless detectors, based on
cut sensors operated at low temperature.
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5.3 Palette of techniques for the design of edge-

less sensors.

Reducing the dead border around the sensitive area of sensors is a active field
in current R&D. Edgeless sensors are used in collider physics [75] or in med-
ical research [88]. Several techniques for the fabrication of effectively edgeless
sensors are presented in this section.

i Mechanical cuts. The simplest way to cut silicon detectors is to use
diamond saw. This is the way the sensors are extracted from the silicon
wafer during production. However, as the cut border is not smooth and
due to the presence of many cracks, sawing through the active bulk of a
sensor is not a good option as it will induce a high leakage current. An-
other mechanical method, used for the R&D for the totem collaboration
consists in, first, digging a straight line on the sensor backplane with a
laser that melts the silicon; then the sensor is mechanically bent along
this line until it breaks [95]. For such rough cutting processes, where the
edge is not quite smooth, a subsequent chemical treatment of the border
improves the detector behaviour.

ii Laser cutting [96, 97, 98]. The local energy deposition by a laser light
could melt the silicon crystal. This provides a way to cut through the bulk
of sensors, and at the same time the ability to adapt the geometry of the
cut edge to the practical need. Curved cuts and even holed sensors can be
produced this way, independently to the strip orientation and topologies.
This cut process was first investigated as a mean to easily produce edgeless
detectors, by cutting through the sensitive area of usual silicon microstrip
sensors. Prototypes with straight cuts with three kinds of orientation with
respect to the strip (parallel, angular and perpendicularly) were produced.
The abrupt increase of leakage current, due to the fact that the sensitive
area is affected, to the creation of defects along the cut border, and to
the discontinuity of the bias and guard ring structures, is managed by
operation of the sensors at low temperatures (i.e. below −20o C). The
corresponding results are presented in Section 5.4.3.

iii Plasma dry etching [99, 100, 101] Similarly to the laser cutting, a
plasma can be used to cut through the silicon bulk, following a chosen
pattern. The main advantage is in cleaner and sharper edges, less affect-
ing the crystal structure around the cut. Similar tests as for laser-cut
devices are presented in Section 5.4.4.

iv 3D pixels [102, 12, 55]. The so-called 3D pixels consist of a bulk of
silicon, pierced by an array of p and n implants. Oppositely to usual
sensors where the free charge flow through the whole bulk width to reach
the corresponding implant, in 3D pixels, the carriers travel a very short
distance before being collected by an implant. This small distance lead
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to the possibility of reducing the insensitive border around the sensor.
Moreover, the radiation hardness is improved as the collection distance
is smaller. The sensor is quite insensitive to a moderate irradiation dose.
Tab. 5.1 compares 3D and planar detectors.

3D planar
Vdepletion (V) < 10 70
dcollection (µm) ∼ 50 300
tcollection (ns) ∼ 2 ∼ 20
insensitive edge (µm) < 10 ∼ 300

Table 5.1: 3D vs planar silicon detector parameters, based on a 300 µm thick
silicon bulk [55].

v Dedicated designs. Using a dedicated terminal structure, very close to
the edge of silicon sensor helps in extending the depletion region, allowing
for signal collection very close to the edge. Reference [106] proposes
simulation results of p+/n/n+ devices with a n+ terminating ring close
to the edge, for the reduction of dead space, while preserving the leakage
current at a reasonable level (O(1 nA)). Totem experiment recently
focused on sensors with two successive terminating structures, reaching
sensitivity at 50 µm from the edge [107]. Sensors with active edges, i.e.
with the backplane implant extending to one or several sides, are also
interesting dedicated designs with an electrical field near the edge better
controlled.

vi Scintillating fibres for tracking. This technology is for instance used
in alfa roman pots meant for luminosity monitoring for the atlas ex-
periment [108], with plastic fibres. These forward detectors are located
240 m on each side of ip1. By overlapping several structures of plastic
scintillating fibres, alfa theoretically reaches a 14.4 µm spatial resolu-
tion. Radiation hardness is a concern for such technologies.

5.4 Testing laser- and plasma- etching processes

Some research and development (R&D) work has been done on laser-cut and
plasma-cut silicon devices. This section reports on the various measurements
performed during these studies, in the framework of cern rd39 collaboration,
mostly with O. Militaru (UCL). Measurements of plasma-cut devices were done
with G. Pierre’s support (UCL).

Silicon devices benefit from the large interest from technological industries
and from the various uses and developments of silicon-based detectors in par-
ticle physics. All these developments have now reached a mature phase with
mature fabrication processes and controlled sensor characteristics, even after
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ageing or irradiation. Many important developments are still being done by
R&D collaborations like the large cern rd50 (material engineering) or the
smaller cern rd39 (by varying the operation conditions). Therefore, the mod-
ification of existing silicon structures is one way amongst others of possible
techniques for the development of edgeless sensors.

The possibility to build such sensors by cutting through the active area has
been investigated. Such a method has already shown promissing results for
diode pads [96,97]. Operation of silicon microstrip sensors at low temperature
results in a decrease of the leakage current. This property motivates studies
of our particular edgeless designs, where the detector bulk has been affected
by a harsh cutting process. The cut itself perturbs the crystal structure and
implies local surface micro defects near the detector edge. Moreover, usual
structures surrounding the active area, like bias rings and guard rings, are
also affected by the cut. Altogether, this leads to a very large increase of the
total leakage current, by ≈ 5 orders of magnitude (Fig. 5.6 and 5.10). Still,
as explained thereinafter the operation temperature have beneficial effects on
leakage current. Moreover, this large current only affects a limited number of
strips. Before going into details for these devices, the available testing setup
are being explained.

5.4.1 Probe Station

The manipulation of submillimeter structures requires precise and dedicated
tools for current and voltage measurements at several points. A Karl-Süss
PA200 probe station [109] was used for such measurements of the sensors. It
combines needles for precise contacts and a microscope for a visual control
of the probe positioning. The detector whose features are being measured is
maintained on the holding structure – called the chuck – by a set of vacuum
lines. This chuck has several other purposes, like a precise positioning of the
tested structure (in X,Y,Z and θZ), its cooling (down to −40oC) and possibly
its bias via the detector backplane. A flow of cooled methanol and Peltier
elements allow the control of the temperature, monitored via a Pt100 probe.
A flux of dry air reduces the risk of condensation when cooled down.

The probe station is equipped by several instruments for the bias and the
measurements: a Keithley 2410 sourcemeter [110] for the high voltage bias (up
to 1100 V), an Agilent 6614C [111] for the low voltage (DC), an Agilent 4248A
LCR-meter [112] for the capacity measurements and a Keithley 6514 [113] for
the precise current measurements (∼ 10−16 A). All these apparatuses are
connected via a switching matrix. The probe station has been extensively
discussed in [114,115,116].

5.4.2 Laser setup

The aim of the laser setup is to inject locally the energy of a pulsed laser onto
a tested detector, in a protected environment, and to output an amplified and
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shaped signal. This system consists of a hermetically closed metallic cylinder,
keeping the tested structure in vacuum and away from any external light source.
The structure can be illuminated by a movable red laser, probing the strips
separately. The operation temperature is achieved by a thermal contact to a
cooling circuit, whose temperature is set through a controlled flux of cold dry
air. The Yokogawa controller [120] monitors the temperature of the coolant,
and acts on a mechanical valve, that regulates the coolant flow.

The tested structure lays on a thermally and electrically conductive copper
plate, whose temperature is monitored via two flat Pt100 probes. The read-out
electronics is connected, through the forward cylinder door, to the tested sensor.
This electronics consist of a Canberra 2003BT charge preamplifier [117], that
integrates the deposited charge coming from the sensed strip. This preamplifier
is itself connected to a Canberra spectroscopy amplifier [118], providing both
a measurable output signal and the preamplifier input power. The output
signal is digitised in a Tektronix TDS 724A oscilloscope [123], with a maximal
sampling rate of 1 GS/s.

The Pilas laser [119] wavelength peaks at 677 nm with a very narrow spectral
width (∼ 4 nm). The laser pulses last about 30 ps (fwhm). An external
controller drives the laser head for the pulse repetition frequency (ranging from
1 Hz to 1 MHz). The beam spot extends up to ∼ 1 mm. The laser position is
set via a knurl, on the rear of the cylinder, reaching a relative position precision
of ∼ 100 µm. The second horizontal coordinate and the vertical positioning
are tunable thanks to their corresponding screws, enclosed in the cylinder.

The tested silicon device is biased by a caen n470 high voltage source [121]
and the current flowing through this power line is monitored via a ipc Current
Digitiser module [122]. The high voltage provided by the caen module extends
from −3 kV to 3 kV, for a maximal 3 mA current. The full setup is depicted
in Fig. 5.4.

Figure 5.4: Picture (left) and exploded view (right) of the laser setup (Courtesy
B. Florins). The feedthrough connections are visible on the front door, as well
as on the preamplifier (left, in front) and the laser source (left, back).
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5.4.3 Laser-cut silicon devices

The evaluation of laser-diced pads showed encouraging results, with respect
to the edge sensitivity [96], motivating further R&D on laser-diced silicon mi-
crostrip sensors [97,98], operated at low temperature. cms tracker silicon baby
sensors were used for this evaluation. These devices are fabricated altogether
(i.e. on the same wafer) with the final sensors for cms tracker, and are usually
meant to be testing structures, as for the production quality monitoring and
studies of the evolution of detector properties after irradiation [114,115].

The initial n+/p/p+ single-sided Float Zone sensors were 320 µm thick,
with 192 strips about 1.5 cm long, and a pitch of 120 µm. They were laser-
diced in Brookhaven National Laboratory, and a subset of these underwent
some chemical etching. Several cut geometries have been tested. All were
straight cuts, but with different orientations with respect to the strip direction:
parallel, perpendicular or with a slight angle (Fig. 5.5). After being diced,
whether etched or not, the sensors shows as expected a large leakage current
(Ileak = O(100) µA).

Figure 5.5: Picture of the laser cut sensors. Several cut geometries are shown:
parallel to the strips (left), perpendicular (middle) and angular cut (right).

This total current decreases with the temperature (Fig. 5.6). However
the decrease is not very steep and depends on the sensor: about 1 order of
magnitude can be reasonably expected for good sensors, when operated around
−30oC. The experimental range [240, 300] K is fixed by the lowest reachable
temperature by the experimental setup. In general, a practical limitation for
the use of such devices in a real experiment would be the availability of LN2 as
coolant, leading to even lower temperature operation.

Even if this current is overwhelming, only few channels are affected (Fig. 5.7).
This emphasises the fact that cut-induced damages only have a local effect.
These sets of measurements were performed thanks to the probe station, with
needle contacts enabling to sense either the total current (from the bias ring)
or single strip ones (from the corresponding pads). Depending on the studied
structure, the total current could be decreased, within the measured tempera-
ture range, by at most one order of magnitude. Oppositely to mechanically cut
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devices [95], the chemical passivation of the diced edge did not help in improv-
ing this situation, but could be of interest for limiting the ageing of the device.
Hopefully, most of the current is driven by the two closest channels (the ratio is
105 : 1 compared to strips further from the diced edge). This fact could be used
in some dedicated read-out design where the signal coming from these strips
would be taken away from the read-out chips. Moreover, all other strips show
a similar detector current, independently from their actual position, leading to
a uniform distribution over the cut sensors. The I-V measurements of these
sensors thus suggest that they could be successfully operated at moderately
low temperatures, as [180 K, 200 K].
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Figure 5.6: Temperature evolution of I-V for laser cut sensors [98]. Chemical
etching has been applied.

In parallel, a first edgeless module prototype has been built (Fig. 5.8): two
pairs of half sensors were glued on a silicon support plate for the cooling and
the bias, with a glass cms pitch adapter matching the pitch of the input pads
of four apv25 read-out chips [126] mounted on a cms tracker front-end hybrid.
However, similar problems as the ones detailed in Section 5.5 prevented this
module prototype to be fully exploited.

5.4.4 Plasma-cut silicon devices

As show in Fig. 5.5, the region touched by the laser during the cutting process
has some extension (here of the order of a quarter of the strip pitch). The laser
melts the silicon bulk and investigating a sharper cut technique is desirable in
order to decrease the total leakage current of the structure.

A new cut technique, based on plasma etching, has been tested [99]. This
plasma cut has been processed at the Helsinki Institute of Physics with In-
duction Coupled Plasma (icp) at 260 K and a pressure between 10 and 20
mTorr. The icp power is in [1 kW, 2 kW] and the Capacitively Coupled
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Figure 5.7: Strip-by-strip current measurement for laser cut sensors [98]. For
all measured sensors, the total current is mainly driven by two or three strips,
close to the cut edge.

Plasma power (ccp) from 1 to 3 W, with SF6 flow of max. 100 sccm and O2

flow of 12 − 20 sccm. The plasma allowed an etch-rate up to 7.6 µm min−1.

A set of sensors has been cut in the direction orthogonal to the strips, and
others with the parallel geometry (Fig. 5.9). These baby-sensors correspond
to the tib5 geometry: 300 µm thick, 192 strips with 80 µm pitch.

As expected, the current dramatically increases (from 10 to 105 nA) when
comparing the measurement before and after the plasma cut (Fig. 5.10). As for
non-cut and laser-cut sensors, the global shape of the I-V curve is not affected
by the cut. However, the global increase is really dramatic. The temperature

5tib = Tracker Inner Barrel. cms tracker is divided into different regions. This corresponds
to several position and orientation with respect to the interaction point. This implies several
detector geometries, like tib, tob and tec ones [104].
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Figure 5.8: Laser-cut silicon microstrip detector module prototype.

evolution is also shown, from room temperature down to the setup lower limit,
showing the expected decrease in current with decreasing temperature. Still, in
the observed temperature range [240 K, 300 K], the temperature dependence
of the total leakage current is in good approximation linear (Fig. 5.11). The
overall effect of the temperature on the decrease of total leakage current is thus
not as high as for classic sensors. An interpretation for this could be that the
surface leakage current, with a smaller temperature dependence, is dominant
in the case of cut-sensors, while volume leakage current drives the behaviour of
classical sensors.

A deeper insight is possible with the single strip current measurements.
Similarly to the laser cut sensors (Fig. 5.7), most of the leakage current is
driven by the two closest strips to the cut border (Tab. 5.2). The current
intensity, and its variable behaviour in terms of bias voltage and operation
temperature, are such that these strips can in practice not be read-out safely
by the electronics. For these particular sensors, the third strips seem useable
and further ones are insensitive to the presence of a cut border. Further studies,
involving acquisition electronics, are needed to understand whether the related
noise is manageable on the third strips.

Strip Current (sensor 1) [nA] Current (sensor 2) [nA]
♯1 8.29 × 104 1.41 × 105

♯2 2.09 × 103 1.25 × 104

♯3 0.54 2.94 × 102

♯4 0.2 0.23
♯5 0.26 0.17

Table 5.2: Single strip leakage current, for plasma cut sensors with parallel ge-
ometry. The strip number is conventionally taken from the etched border [116].

The impact of the plasma cut technique and its usability for building edge-
less detectors have been tested thanks to the laser setup. A red laser light is
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Figure 5.9: Picture of plasma cut sensors, with orthogonal (left) and parallel
(right) cuts with respect to the strip direction.
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Figure 5.10: Temperature evolution of I-V for plasma cut sensors (perpendic-
ular cut).

pointed to the strips, which are read-out by the setup. The detector response
to a given calibrated injected signal is extracted from several strips. The mea-
sured output signal is the convolution of the detector sensitivity and response,
and some geometrical factor due to the beam spot width.

As the laser setup is not equipped with precision needles, two half plasma-
cut sensors with the parallel geometry have been glued on a copper plate and
bounded to small gold pads. These pads are in turn connected to the pre-
amplifier (see details in Section 5.4.2). Even if this assembly (Fig. 5.12) is not
optimised in terms of noise handling (due to the wires carrying the strip signals),
it is quite convenient: its design allows tests with either the probe station or
the laser setup. Moreover, the observed noise was completely manageable.

In order to test the detector sensitivity close to the cut border (which could
be expressed in terms of the charge collection efficiency), a scan in laser beam
spot position is done on the sensor, while several strips close to the edge are
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Figure 5.11: Temperature dependence of the total leakage current [116]. The
evolution of cut sensors is in good approximation linear.

Figure 5.12: Picture of the testing board of plasma cut sensors.

read-out. As the spot radius is quite large (∼ 1 mm), some energy is lost when
approaching to the edge of the detector, as the light falls besides the sensor.
On top of this, the expected signal could decrease due to a possible lack of cce.
A blind simulation of this situation has been performed. The free parameters
of the simulation are the beam spot width, and the coupling between strips.
Indeed, when a strip is illuminated, the non-zero coupling with the neighbour-
ing strips leads to some activity on these latter ones. For the simulation, a
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bidimensional Gaussian profile shape is assumed for the beam spot. Fig. 5.13
and 5.14 report respectively the measurements and the simulation for the 4
closest strips to the cut edge.

Figure 5.13: Strip signal measurements for a laser scan.
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Figure 5.14: Strip signal simulation for a laser scan. The interstrip coupling is
assumed to be 0.5 and the width of the bidimensional Gaussian distribution to
σ = 631 µm.

Meanwhile, other group have used icp for the reduction of the border of
silicon sensors [100, 101]. Their approach is albeit somewhat different: the
edgeless side of the active area is enclosed by a terminating structure (current
terminating ring, similar to the one in reference [106]). The inactive useless
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silicon width, behind the structure, has been removed via a plasma etching.
Their cut geometry was perpendicular to the strips. As a consequence, single
strips are not affected by the cut process. The effect of temperature on such
devices have not been studied, as the leakage current values allow operation
at room temperature. The achieved effective distance from the active area to
the detector edge is 25 µm, for operational conditions like Ileak ∼ 100 nA at
full depletion voltage. These characteristics are preserved after a moderate
(1014 n/cm2) irradiation.

5.5 Cryogenic silicon detector module

While developing edgeless silicon detectors for the rd39 collaboration, a partic-
ipation to the cryogenic silicon detector module project has been offered. The
aim of this project was to study the feasibility of a detector module, based on
cryogenic operation of a silicon sensor, equipped by read-out electronics similar
to the cms tracker one. These developments were following the work done by
Blanca Perea Solano [124].

The cryogenic detector prototype design [98] is based on a 500 µm thick
Float Zone (FZ) silicon detector [125]. It has a 32.5 cm2 active area and 1024
strips with 50 µm pitch. The sensor, glued with all the module components
on a silicon support plate uniforming the detector temperature distribution, is
read-out through a silicon pitch-adaptor wire-bound to four apv25 chips [126].
These acquisition chips are 0.25 µm technology CMOS, with preamplifier and
shaper abilities, and an internal pipeline for temporary data storage (∼ 4µs).
They are clocked at 40 MHz and are mounted on a ceramic cms tracker front-
end hybrid [105], also glued on the support plate. This hybrid hosts also 3 other
chips, dedicated to the cms tracker environment: 1 pll (for clock and timing), 1
dcu (for current and voltage monitoring) and 1 mux (for channel multiplexing).
The cooling of the cryogenic module is based on a two-phase flow of N2 or argon
inside a CuNi microtube (0.5 mm inner diameter). The two-phase flow has a
higher heat transfer and a lower mass flow rate than single phase coolant. The
microtube is itself embedded in a carbon fibre spacer which serves both as the
module holder and as a compensation structure for the tube thickness in the
assembly. The spacer is located under the pitch adapter, separating the sensor
from the heat dissipated by the read-out electronics (∼ 1.2 W). This design was
assessed by a preliminary study of the thermoelasticity of the structure [124].
A cryostat for the two-phase flow cooling has also been developed in cryolab
by the collaboration [127]. Fig. 5.15 shows the module prototype.

Two problems prevented from operating the cryogenic module as foreseen.
The first small annoyance was the fluctuation of the test module working tem-
perature, as provided by the cryostat. As the silicon properties depends on
the temperature, the stability of operation temperature over long periods (i.e.
more than a few hours) is required. The second, but major one, was the impos-
sibility to run cms tracker front end hybrid below ∼ 210 K, which is far above
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Figure 5.15: Prototype of the cryogenic detector module.

the temperature range achievable by the previously quoted cryostat. Several
tests have been performed on a dozen of hybrids on a dedicated setup. This
setup consist of a supporting chuck, whose temperature is controlled by two
antagonist phenomenons: the chuck is cooled down by a direct contact to cop-
per strings steeped in a bath of liquid nitrogen; at the same time, three heating
resistors increase the temperature to a desired value, thanks to an external
Yokogawa [120] temperature controller and a Pt100 probe for the monitoring
(Fig. 5.16). The tested device (hybrids or module) is fixed on the holding
plate via rows of vacuum lines sucking it during the measurements. The setup
is partially enclosed in a dewar, with a dedicated closing plate. Feedthroughs
allow for the hybrid read-out, for the temperature monitoring and control. A
permanent flush of dry air prevents condensation on the silicon surface6.

The setup is connected to an acquisition chain7 made of small electronic
boards, faking the cms daq [128]: ccu-board, fed-pmc, fec and vutri. An
alternative setup, the arc system [129], was also tried but did not suit to the
needs. Thanks to this complete environment, the effect of low temperatures
(i.e. above 200 K) has been studied on the cryogenic module prototype.

A first variable directly accessible for this study is the pedestal. This corre-
sponds to the average activity output by the acquisition setup when no signal
is present. This mean level obviously depends on the operation of the chips
(apv25 operation modes, hybrid and sensor bias voltage, working temperature,
etc.). One can easily distinguish between the four apv25 read-out chip signal

6This setup, designed and fabricated in UCL-Cyclotron Workshop, is inspired on a previ-
ous and simpler version, made in cern cryolab.

7Commonly called Lyon daq.
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Figure 5.16: Testing setup for the study of the temperature influence on the
operability of cms tracker front-end hybrids.

when visualising the hybrid pedestal profile.
The expected pedestal mean level should decrease with the temperature, as

previously observed with naked hybrids (i.e. with no sensor connected). This is
normal thanks to a lower thermal activity and subsequent electronic noise, in
particular at the input channels. In spite of this, one observes a slight increase of
the pedestal height for the cryogenic detector prototype (Fig. 5.17). Reflecting
a better sensitivity, an increase of the reverse bias voltage also leads to a higher
pedestal. However, these values are completely under control, here in the range
[250, 320] ADC counts. The corresponding noise ranges from 0.5 to 1.2 adc
count, which is also completely satisfactory8.

The pulse shape evolution, corresponding to the convolution of the detector
response and the electronics operation mode, is also dependent on the tem-
perature (Fig. 5.18). One sees the electronics acceleration due to the cooling,
as the peak value occurs sooner for lower temperatures. In other terms, the
signal is faster. The actual maximal signal height temperature dependence is
not linear, but this is still controlable via the apv25. For these tests, the input
signals are generated at the input stages of the apv25 read-out chips.

Even if the operability of apv25 chips was already proved at low tem-
peratures [130], a stable and reproducible mode of operation of hybrids below
∼ 250 K was not achieved. The lower bound around 207 K, with a large hybrid-
to-hybrid variation, is the effect on the pll chip of a non nominal operation
temperature. This chip distributes the clock and trigger signals to the apv25s.
When cooled down, the pll does not deliver a stable signal, causing a com-
plete loss of operability of the hybrid. This is yet recoverable if the temperature
is increased enough. This behaviour is expected [131] and several approaches
could solve this issue: on the one hand, an artificial increase of the temperature
of the pll; on the other hand, a tune of its working frequency9. The former

8Operational values of hybrid variables have been studied, for instance in [105].
9A pll chip locks its phase on a specific frequency, belonging to a very narrow range

of acceptable values. Still, this frequency can change with the operation temperature, if it
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solution could be implemented by either locally warming up the chip – but this
will increase the thermal stress on the sensor, which is not acceptable – or by
removing the pll from the cold volume. This would require a modification
of the connections on the hybrid (via a long kapton cable for instance), that
would bring signals from the warm lonely pll chip to the cold hybrid. Still this
solution was not investigated, for practical reasons. The tune of the working
frequency of the pll did not prove to be efficient during the preliminary tests.
Finally, the re-allocation of acquisition systems, due to the late testing and
assembly of cms tracker, caused the contribution to this project to be stopped.

Figure 5.17: Pedestal evolution with respect to the temperature and the bias
voltage, for the cryogenic detector module prototype.

Figure 5.18: Pulse shape evolution with respect to the temperature, for the
cryogenic detector module prototype.

becomes far from nominal specifications.



84 Edgeless silicon detectors

5.6 Conclusions and perspectives

Edgeless detectors are of interest in beam particle physics and other fields.
Amongst several techniques, the cutting of cms baby detectors, across their
active area, has been tested. The cutting process was performed by either a
laser light or a plasma. This leads to a very large increase of the total leakage
current of the structure. This increase could be managed by an operation at
low temperatures, even if the temperature dependence of this Ileak is linear.
Most of the current is hopefully driven by the first two or three channels from
the cut edge, leaving the opportunity for throwing away this excessive current
while reading-out most of the strips.

The study could not be pushed as far as desired, and would be well-
completed by an irradiation studies of these structure and the measurement
in a test beam of the edge sensitivity (via the charge collection efficiency),
when operated in reasonably low temperatures. The measurements could be
extended to lower temperatures which was not possible here due to setup limi-
tations. The laser setup would be improved with a more focused beam spot, a
proper noise handling and the use of a linear amplifier for the study of the full
signal shape (and not only its integral). Using the Current Transient Technique
would also provide some usefull information. The cce measurement could be
taken from a source or a test beam, in relation to an external single track
positioning system.

One of the goal was to evaluate the operability of such sensors in forward
detectors for the lhc, like in the fp420 project. The short timescale and the
operability difficulties (high Ileak, low T and the need for compatible read-out
electronics) made such detectors not competitive compared to more advanced
3D technologies [102]. Moreover, the inactive border achieved with these de-
signs (∼ 200 µm) are not as remarkable as for some others (< 100 µm for
scintillating fibres, ∼ 50 µm for planar sensors with current terminating struc-
ture, ∼ 30 µm for 3D pixels). And there is no evidence that reducing the strip
pitch would allow to reduce this region.

However, the easiness of processing such laser- or plasma-cut devices made
the corresponding R&D interesting for potential developments and applications
in future collider experiments, like in the slhc project, in medical detectors
or even in technological industries using silicon detectors (like digital photog-
raphy for instance). A big advantage of these two techniques is the ability to
manufacture curved sensitive borders.

The cryogenic module needs the development of a dedicated electronics, for
instance based on apv25 or any evolution, located on a silicon board (i.e. nor a
kapton nor a ceramic one, for a better matching of thermo-elastic properties).
The clock and timing synchronisation chip (pll) would be external to avoid lock
frequency drifts due to temperature changes. Finally, the radiation hardness
of the detector would benefit from the current injection operation mode.



Part III

... to software: data

acquisition and simulations





Chapter 6

Data selection and

processing

Following the exhaustive list of detectors around the ip5 in Chapter 4, this
chapter introduces the main streams of cms data acquisition, selection and
processing [82,70]. The data processing chain is the connection of two successive
links: the online and offline levels. The online selection consists in (1) the Level
1 Trigger which reduces the 40 MHz incoming rate to approximately 100 kHz
with dedicated electronics; and (2) in the High Level Trigger, whose computers
further filter the events down to a rate of 100 Hz. The analyses are performed
offline, when the event is fully reconstructed.

6.1 Introduction

Online Selection The final state particles from the collision of the proton
beams generate signals in subdetectors, which are digitised and gathered in
the front-end drivers (fed). A set of basic algorithms is then applied in or-
der to identify the particles and estimate their properties (e.g., energy E and
transverse momentum pT ) from the available data. Only events passing the
predefined selection rules on these reconstructed properties are stored for later
analyses, while those which are not selected are lost forever. This selection
process, or trigger, is online, because it keeps pace with the collision rate. It
is divided into two subsequent steps: called the Level-1 (l1t) and High-Level
triggers (hlt), for a global reduction of five orders of magnitude of the in-
coming flow. The triggers aim at selecting the remarkable events amongst the
overwhelming majority of less interesting soft qcd events.

40 MHz︸ ︷︷ ︸
FED’s

L1T−−−→ ≈ 100 kHz
HLT−−−→ ≈ 100 Hz 99K offline level
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The procedures for accepting an event have to cope with the high bunch
crossing rate, and remain synchronous with the accelerator. After being eval-
uated, selected data are presented by the filter farm to the offline input stage,
always using its full transfer capacity (bandwidth).

Offline processing The Event Filter feeds the input of the offline infrastruc-
ture, called Tier-0 , where raw data are archived and handled into a common
format. Event management becomes asynchronous with the lhc, i.e. offline.
Events are sent to several Tier-1 centres, where the reconstruction of hits
and clusters, as well as more abstract physical objects (like tracks or parti-
cle candidates) follow in several steps. Tier-2 and Tier-3 centres interface
the processed data to the end-user, e.g., for analysis, fulfilling their needs in
storage and cpu’s. The requirements on size and processing power, due to
the impressive flow of incoming data, make the computing challenging in cms.
grid technologies make the number of users, the processing needs and the data
size manageable.

6.2 Considerations on the online selection

Low x strong interactions dominate by far the possible final state and thus
constitute the major component of the event pile-up. On average, the sum
of all signals from the cms subdetectors amounts to 1.5 MB per event. At
40 MHz, this flow is not bearable, both in terms of processing and storage,
even using state-of-the-art technologies [82].

On the other hand, such low energy events are a priori less interesting than
others, looking at possible perspective beyond sm offered by the large c.m.s.
energies of the lhc. Their study will not require all the statistics provided by
cms. It is a necessity to reject most of these data; small samples of these are
still acquired with very low cut and after the application of a large reduction
factor, called prescale. These application of the selection rules should be fast
enough to cope with the high lhc rates, and occur at the very early stages of
the data flow: selection is online. If an event complies with at least one rule,
it triggers the acceptation procedure.

In cms, the acceptable data flow is 225 MB/s and corresponds to a rate
of events around1 150 Hz. Most of the events are produced uselessly. These
selection procedures, or triggers, aim at selecting only a fraction of the events,
in order to decrease the global data flow. Subsequently, interesting data can
possibly be lost if the rules are inadequate. The cms trigger is logically and
physically divided into two steps (l1t and hlt) aiming at an efficient selection
as the rejection power to achieve is large. The input data for the online selection
are the partial raw data [DAQ-RAW] available from detector front-ends.

1These numbers actually includes a safety factor of 2, as the technical limit reaches ap-
proximately 300 Hz.
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6.2.1 Level 1-Trigger

The level-1 trigger system is organised into three major subsystems: (i) the
l1 calorimeter trigger, based on ecal, hcal and hf data; (ii) the l1 muon
trigger, based on rpc, dt, and csc hits; and (iii) the Global Trigger, which
combines calorimetric and muon decisions to establish the final l1 decision.
Fig. 6.1 illustrates these relations.

Figure 6.1: Level-1 trigger organisation. Data coming from the muon system
(dt, csc and rpc) are gathered into a Muon Trigger. Similarly, the Calorimeter
Trigger is based on calorimeter components (ecal, hcal, hf). The Global
Trigger, eventually producing a L1 Accept signal, mixed the information from
the Muon and the Calorimeter Triggers. [70]

- Data from the calorimeters are locally processed; these values serve as
primitives allowing the Regional Calorimeter Trigger to create candidates
for electrons, photons, tau’s, jets as well as to apply isolation criteria.
The only available candidate properties are (ET , η, φ). Based on this
information, the Global Calorimeter Trigger (gct) produces the several
list of four particle candidates, for e/γ’s2, τ jets, central jets, forward
jets, as well as the total transverse energy ET and the transverse missing

energy vector ~E/T.

- Muon detectors provide the L1 trigger with hits, which are being pro-
cessed for track pattern recognition, and computation of the muon charge
and transverse momentum. Muon candidates are already quite well-
known, as the muon system provides (η, pT , E, θ, φ) for each candidate.

2It is worth noting that the lack of tracking data prevent from making the distinction
between electrons and photons.
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The Global Muon Trigger (gmt) performs these tasks and sends the four
best candidates to the Global Trigger (gt).

- Gathering and synchronising data from gmt and gct, the Global Trigger
evaluates the candidates and takes the final decision, either to drop the
event, or to release a Level-1 Accept (l1a) signal. In this case, l1a is
sent to the ttc for distribution to subdetectors (tracker is waiting for
l1a before sending their data to fed’s.)

Each l1a needs about 75 × 106 channels, output by approximately 600
fed’s. The available information is partial, in particular there is no inner
tracking data, because of the relative slowness of the signal generation in sil-
icon detectors3. There are six l1 object types: µ, isolated and non-isolated
e/γ, central jet, τ jet, forward jet, total hadronic energy htt and the missing
transverse energy E/T.

In terms of hardware, detector channels are grouped into geometrically close
regions and processed by programmable chips (fpga’s) that perform easy and
fast logical tests – mostly comparing some measured levels to predefined thresh-
olds located in ram’s. Once these tests are done, and the possible prescales
applied, the output bit values (true or false) are logically combined into one
unique and final Level 1 decision, which has to be propagated back to the
detector front-ends in the cms volume.

All the events which are not acknowledged by a l1a are lost forever. More-
over the hardware constraints in the tracker forces the L1 decision to take
3.2 µs. Changing this parameter would require a complete upgrade of the
whole tracker.

The typical output rate by the L1 trigger bits is between 0.1 and 10 kHz. It
sums up to about 12 kHz for the initial low luminosity4 L = 1032 cm−2s−1 [70].
These values obviously depend on the predefined thresholds and prescales, and
will evolve during the first months of the lhc, as the detector will be calibrated
and in order to optimise the used bandwidth. The selection system should take
care of both bandwidth and processing resources and to minimise dead time.
This dead time should always be smaller than 1 + 1 % for the l1t+hlt.

The studies for the l1t improvements for the need of the Forward Physics
Group, and in particular γ physics, are presented in Section 8.1.2.

In total, 128 l1t paths are available for the cms experiment. These will
evolve in time, as data are accumulated, depending on the actual rates, the
available bandwidth and the evolution of the collider luminosity.

Inclusion of forward detector data in the L1 trigger. The 3.2 µs latency
heavily constrains the possibility to add the forward detector measurements in
the l1t decision making.

3At full luminosity, the signal peaking time in silicon sensors is even longer than the 25 ns
separation between two bunch crossings. Three subsequent data samples are then used in
order to recompute the actual signal height [80].

4At the lhc start-up, the expected available bandwidth is 50 kHz.
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Beam protons are highly relativistic: any information takes 1 µs to cover
300 m. Any detector located at a distance d from the ip do not provide the
l1t with its data before a time ∆t:

∆t =
d

c
+ δdet + (d + ǫ)(λ +

1

c
) + δTTC ≤ 3.2 µs. (6.1)

The first term corresponds to the time needed by the scattered protons to reach
the very forward detector; the vfd sensors and electronics generate a trans-
portable signal (i.e. a low noise, shaped and amplified) within a δdet latency;
(d+ǫ) is the cable distance to be covered by the signal to reach the l1t decision
chips; λ models the delay due to the cables and δTTC is the delay needed by
ttc for the release of a possible l1 accept signal.

This definitely excludes detectors beyond approximately 250 m (in particu-
lar fp420 detectors). totem t1 and t2, castor and zdc can technically add
their information to the l1t gt decision, thanks to their distance to the central
detector, to their detection principle and their acquisition systems. The case
of the totem roman pots rp220 is not so obvious. Here is the time estimation
for maximal electronics handling for detectors located at d = 220 m from the
ip. Assuming ǫ = 50 m as a safety margin on rp position and cable length, a
cable delay of λ = 5 ns/m and a δTTC = 150 ns, one gets [54]:

δdet = 150 ns (6.2)

In conclusion, the totem roman pots located at 220 m should generate and
shape their signal within 150 ns in order to be able to take part to the l1t.

6.2.2 High Level trigger

The hlt is the second and final step in the decision chain for the storage of
events [70]. The needed reduction factor between input and output rates is also
large (O(103)). But for the hlt, the whole set of event data is available, even
from the distant detectors. Moreover, the decision latency is longer and the
data are now processed by a computing farm. This additional flexibility allows
the use of unconstrained5 algorithms designed to select the most numerous
possibly interesting events while keeping the output rates stable. The hlt
input stages are fed with incoming events arriving at a rate of about 100 kHz.

Each event is assigned, via the event building switch, to a processor (called
a node); all processors are obviously running the same hlt code. For optimi-
sation purposes, the hlt tests should discard bad event candidates as soon as
possible; the tests are therefore based on partial information. As these check
requirements are fulfilled, the event content is further reconstructed, and the
full event information is only available towards the end of the selection process.
At the same time, the information of which trigger path fired the event selec-
tion is added to its content. This allows for a quick sorting of the hlt selected
events, into primary datasets.

5In terms of allowed operations, which is not the case for the l1t.
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One entire event is sent to an hlt node to evaluate whether it passes the
criteria (summarised into the hlt trigger table) for acceptance, or if it is dis-
carded. The output is [RAW] data , classified into approximately 50 primary
data sets. This pre-classification is only based on the fired l1t+hlt trigger
paths6, i.e. the ones that selected the event. These data sets are also organised
into O(10) online streams with similar rates, for performance purposes. There
is no replication of events in several streams but for priority events processed
by the express line (like ones for calibration purposes, or with remarkable sig-
natures, compatible with new physics) [82].

6.2.3 Reconstruction at trigger levels

This section summarises the reconstruction process during the trigger evalua-
tion [70].

- Muons: Based on l1 muon candidates, the hlt reconstruction consists
in so-called l2 and l3 evaluations of muon tracks before and after the
addition of inner tracker data, alongwith a l2 condition requiring a min-
imal pT . Optional isolation criteria, i.e. requesting no detector activity
in the close vicinity to the muon candidate, can be applied from either
the calorimeters or the tracker.

- Electrons and Photons: l1 e/γ candidates are based on ecal towers,
with no distinctions between electrons and photons, classified in isolated
and relaxed particles. At the hlt, the following sequence is applied:
the reconstruction of ecal clusters, broaden in φ to include possible
bremsstrahlungs; ecal isolation; processing of hcal data and isolation;
looking at possible pixel hits for track seeding; reconstruction of the track.
Tracking data obviously makes the difference between electrons and pho-
tons.

- Jets and Missing Transverse Energy: At l1, the candidates are
selected by performing the transverse energy sum

∑
ET on calorimeter

trigger towers, using a sliding window than scans the (η, φ) grid. An
iterative cone algorithm with R = 0.5, similar to what is performed offline,
is applied at the hlt.

- τ jets: Being narrower than nominal jets, τ jets are identified if located in
isolated 2× 2 towers, passing a given ET threshold. The hlt reconstruc-
tion is the succession of (i) a l2 level based on calorimetric information,
with an interactive cone as for usual jets; (ii) a l2.5 level adding pixel
data and (iii) a l3 level with full tracking, including strips and isolation.

- b jets: Whilst there is no specific identification of b jets at l1, the hlt
looks in three steps for high pT jets (l2), which have a displaced vertex

6as analyses are usually based only on a few numbers of trigger paths
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according to the tracker pixels (namely, b-tag at l2.5) and the tracker
microstrips (l3).

- Combinations: Other triggers, both at the l1t and the hlt, are based
on combinations of high-level objects, like e − jet, e − µ or µ − τ , etc.

6.3 Offline processing

cms online Data Acquisition System feeds the Tier-0, at cern. The offline pro-
cessing starts there. Tier-0 performs a first reconstruction [RECO], archives
the [RAW] + [RECO] data into the so-called full event format [FEVT], and
distributes the [RAW] and [RECO] to Tier-1 centres. In turn, the few (O(6)),
but large, Tier-1’s will carry on data intensive analysis tasks: archiving, re-
construction and skimming7. A large (O(25)) set of Tier-2 and even smaller
Tier-3 centres will provide users with computing infrastructures for analyses or
Monte-Carlo production.

6.3.1 Reconstruction algorithms

Reconstruction is the operation of constructing physics quantities from the raw
data collected in the experiment [70]. The reconstruction process can be divided
into three steps:

(i) a local reconstruction of a single detector module (from digis to RecHits);

(ii) a global reconstruction at the level of the whole detector (e.g., from
tracker RecHits to full tracks), but inside a common sub-system. For
instance, tracker hits are used for the construction of tracks or for the
searches for displaced vertices. Calorimetric towers are created from same
regions in ecal and hcal. Muon candidates arising from the only muon
system (i.e. without using inner tracking information) are built. And
eventually,

(iii) the production of higher-level objects (like electron candidates) as any
combination of the “globally reconstructed” objects, like e/γ, µ, etc...

The (first) event reconstruction is performed in Tier-1, on [RAW] data. It
consists in successive steps: first unpacking8 the data, applying the detector cal-
ibration constants, reconstructing the detector hits. Then pattern recognition
algorithms are applied on tracker data, to provide particle track candidates.
Vertexing is the next step, i.e. finding primary and secondary vertices. The

7The skimming of data consists in reducing the event size by dropping intermediate algo-
rithm byproducts and obsolete parts of the event content.

8In order to optimise the bandwidth use, the fed’s output values whose format is not
uniform, in terms of number of bits. For instance the value 2 can be expressed as 10 or 0010
but the former is more compact. The unpacking consists in assigning the same bit format
for all the values.
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final step is the identification of particle candidates, namely e±, γ, µ±, E/T, jets,
heavy-quarks and τ decays. The output format of this whole process is [RECO]
data. The reconstruction is very consuming in terms of processing time, which
is dominated by the tracker data processing [82].

The offline reconstruction is very similar to the one applied online. The
Analysis Object Data [AOD] are a subset of the reconstructed ones, meant for
physics analysis. They correspond to the final reconstructed objects.

6.4 Efficiencies and resolutions of reconstruc-

tion for trigger and offline levels

The data from all subdetectors are collected to identify and reconstruct the
particles produced by the interactions. This identification process should be
as good as possible, but its real efficiency depends on several parameters re-
lated to the particle nature (e, γ, µ, . . .), their kinematics (e.g., pT or E) and
trajectory (η, φ). Moreover, other effects decrease this efficiency, like the de-
tector misalignment or the level of pile-up events. This section focuses only on
muon identification, triggering and reconstruction, as an illustration. Further
information is available elsewhere [70].

The efficiency to identify single muons at trigger level is illustrated in
Fig. 6.2, as a function of η [70]. The average identification efficiency of muons
by the Global Muon Trigger (gmt) is as high as 98.3% (flat distribution in
5 < pT < 100 GeV). The gaps between muon chambers explain the loss of
efficiency in given |η| regions. The contribution from several subsystems (dt:
|η| < 1.4; rpc |η| < 2.1; csc 1.04 < |η| < 2.4) is also visible. Similarly, the
φ dependence, shown in Fig. 6.3, indicates a very high average efficiency with
local structures due to the subdetector geometry. Finally, the pT dependence
has a sharp activation region, between 3 and 6 GeV, followed by a plateau
around 95% in both barrel and endcaps.

Similar results are obtained for the hlt and offline reconstructions, where
tracking data are added. In particular, the pT resolution is improved by a
factor of 10, compared to the resolution based on the measurement of muon
chambers only. The resolution of globally reconstructed muons (using µ −
chamber and silicon tracker data) is depicted in Fig. 6.4. It is worth noting that
external causes, like the detector misalignment, decrease also the measurement
resolutions; but these issues can partly be tackled by using accumulated data.
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Figure 6.2: Efficiency to identify single muons, as a function of the muon
pseudorapidity for the Global Muon Trigger (solid line), and for the dt, csc and
rpc trigger subsystems (dash-dotted, dotted and dashed lines, respectively).
Generated sample muons have a flat distribution such that 5 < pT < 100 GeV
and |η| < 2.4. No pT and quality selection criteria are applied. Adapted
from [70].
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Figure 6.3: Efficiency to trigger on single muons, as a function of the muon φ
coordinate (upper plots) and pT (lower plots) for the Global Muon Trigger, in
the barrel (|η| < 1.04) and part of the endcaps (1.04 < |η| < 2.1). Generated
sample muons have a flat distribution such that 3 < pT < 100 GeV and |η| <
2.4. No pT and quality selection criteria are applied. Adapted from [83].
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Figure 6.4: Resolution on q/pT for globally reconstructed muons, as a func-
tion of pseudorapidity, for a perfectly aligned detector (left) and a misaligned
detector after corrections corresponding to first data taking (right) [70].





Chapter 7

Particle transport to very

forward detectors

Both simulation of the very forward detectors and the analysis of their data
require a perfect knowledge of the mapping between the measurements of the
forward particles and their kinematic properties at the interaction point. A
new simulator of the particle transport in beamlines, called Hector, has been
developed [13, 132]. Many aspects of the forward physics can be studied, in-
cluding the characterisation of the vfds, and the reconstruction power of the
kinematics of the measured protons. This software has been presented in var-
ious international workshops and has been integrated into the software of the
CMS experiment.

7.1 Principles and implementation

The basics of the forward detection rely on the difference of behaviour between
nominal beam protons and the event final state particles, during their transport
by the beamline optical elements. This is easily understood when considering
that the characteristics, i.e. the magnetic field strength and length, of the op-
tical elements are set for the beam protons. Changing the particle kinematics
subsequently modifies the particle trajectory, compared to that of the nomi-
nal beam. The need for a good knowledge of the particle path in the forward
region led to the creation of a new tool called1 Hector [13, 132]. This soft-
ware was written in common with Jérôme de Favereau (Université catholique
de Louvain).

As explained in the following sections, this software computes the particle
trajectory using the transfer matrix model. It includes the field strength cor-
rection due to non-nominal energies and is suitable for any particle, given its

1An homonymic program is used in the DIS community [133]
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charge e and mass m. The limiting aperture check is performed at the entrance
and the exit of the beamline elements. As an application, Hector uses this
description for the evaluation of the forward detector acceptance as well as the
reconstruction of kinematic variables at the interaction point. Several results
have already been shown in previous chapters. This section details the physical
principles, their implementation and some valuable information related to the
main frame of this document.

7.1.1 Principles

The simulator relies on a linear approach to single particle propagation. A
beamline consists of a set of optical elements, amongst dipoles, quadrupoles,
drifts, collimators, kickers and vfds. The optical elements are described by
their magnetic field, their length and their aperture. In turn, a set of particles,
with all possible smearings of initial positions, angles or energies, is propagated
by Hector through the beamline, particle by particle. In classical electromag-
netism, the influence of an external magnetic field ~B is given by the Lorentz
force (Eq. 7.1).

~F = e
(

~E + ~v × ~B
)

(7.1)

The Taylor expansion of the vertical component of magnetic field By, around
its central value is:

e

p
By(x) =

e

p
By +

e

p

∂By

∂x
x +

1

2

e

p

∂2By

∂x2
x2 + . . . (7.2)

where p is the momentum of the particle and e its electric charge. The terms of
this sum are interpreted as respectively dipolar ( 1

R = e
pBy), quadrupolar (k =

e
p

∂By

∂x ) and sextupolar fields. In the co-moving coordinate system, neglecting

small deviations (x ≪ R, y ≪ R) and small momentum loss (∆p ≪ p), this
leads to the following equation of motions for a particle travelling along path
length s through a magnetic element [134]:

{
x′′(s) +

(
1

R2(s) − k(s)
)

x(s) = 1
R(s)

∆p
p

y′′(s) + k(s)y(s) = 0.
(7.3)

The solution (x(s), x′(s), y(s), y′(s)) to these equations can be expressed as
a linear combination of the initial values (x0, x

′
0, y0, y

′
0), where the rotation ma-

trices are defined by the properties of the optical element (length and magnetic
field). The typical values R ∼ 200 m and x < 0.01 m match the first assump-
tion (x ≪ R). As ∆p ≪ p is not always verified, a further correction to the
magnetic field of each optical element of the beamline is applied, as explained
thereinafter.

In other words, for the simulation of the transport of a particle in a beamline,
each beam particle is represented by a phase space vector and each optical
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element by a transfer matrix by which the vector is multiplied. The propagation
of a single particle is thus the rotation of the phase space vector by the n optical
element matrices.

X(s) = X(0)M1M2...Mn︸ ︷︷ ︸
Mbeamline

The whole beamline is modeled as a single transport matrix acting on each
particle phase space vector (no intrabeam interactions). The optical element
description also refers to its physical aperture. When a particle is propagated
through an optical element, two tests check whether its path is compatible
with the element acceptance or not, at its entrance and exit. The fact that
a bent path could hit a central part of the element is neglected2. A particle
which does not pass through the element acceptance is flagged, allowing to
know the stopping element for given particle parameters – for the computation
of detector acceptance and irradiation doses for instance.

Energy (GeV) 〈E〉= 7000 σE = 0.79
Positions (µm) 〈x〉 = −500 σx = 16.63

〈y〉 = 0 σy = 16.63
Angles (µrad) 〈θx〉= 2 × 142.5 σθx

= 30.23
〈θy〉= 0 σθy

= 30.23
Emittances (µm) ǫx,y ∼ 500 × 10−6

Table 7.1: Nominal beam parameters, at the ip5 [64], in the so-called low β∗

configuration (lhc optics version v6.500). These variables are similar for the
ip1, excepted than the crossing plane is vertical (x, θx and y, θy variables are
thus swapped).

The 7 TeV beam protons have a well-defined 4-momentum Pµ. However,
the injection of the beams in the main lhc rings bring some uncertainties
(or smearings) on the proton position, angle and energy (Tab. 7.1). These
divergences increase the beam envelope and thus define the beam emittance ǫ.
The emittance refers to the hypervolume covered by the beam particles in the
phase space. Liouville’s theorem quotes that this hypervolume keeps constant
during the transport of the beamline, for a fixed energy. The projection of this
hypervolume in a transverse plane (like (x, y) or (x, x′) for instance) covers an
ellipse. As the beam is transported along the beamline, the ellipse axes are
rotated or rescaled, but with a preserved surface (Fig. 7.7).

The impact of these divergences is managed by a set of focussing lenses,
i.e. quadrupole magnets, along the beamline. The beam amplitude in both
transverse direction is represented by the βx and βy functions (Fig. 7.2). This
provide one of the cross-check with the mad-x simulator [139].

2This feature is available but not active by default, as it slows down the simulation.
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Figure 7.1: Illustration of the Liouville’s theorem. lhc beam profiles in the
transverse phase space at 220 m and 420 m from the ip5, for both beam 1. These
graphs depict the horizontal (x, θx) and vertical (y, θy) distributions obtained
by propagating 10, 000 protons through the lhc beamlines, in the forward
direction from the ip5 (tunnel reference frame). The phase space area covered
by the protons is conserved along the beamline, as expected from Liouville’s
theorem.
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Figure 7.2: Beta functions βx and βy for beams 1 (left) and 2 (right) near
the ip5, going forward: these functions depict the beam size variation and are
computed from the beam emittance and the beam lateral profiles at successive
positions. Indexes x and y are corresponding to the horizontal and vertical
directions, respectively. The plain and dashed curves, coming from Mad-X,
match exactly Hector’s output (squares).

The beamline is a set of consecutive magnets. Around the ip5 (< 500 m),
this list is restricted to dipolar and quadrupolar fields. The 4-momentum of
non-proton particles or of protons that underwent an interaction deviates from
the nominal Pµ. The bigger the difference, the larger the deviation of their
path compared to the ideal trajectory (Fig. 7.3).

7.1.2 Implementation

The simulator has an object-oriented design, using the C++ Root framework
[135], with dedicated classes describing:

• the beam particles. The 6-components phase space vector is

X = (x, x′, y, y′, E, 1) ,

with horizontal (x, x′) and vertical (y, y′) coordinates and angles; E is
the particle energy. The sixth component is just a factor used to add an
angular kick on the particle momentum direction.

• the optical elements (dipoles, drifts...) then inherit from a common class.

The 6x6 transport matrices can be decomposed into blocks

M =





A1 A2 0 0 0 0
A3 A4 0 0 0 0
0 0 B1 B2 0 0
0 0 B3 B4 0 0

D1 D2 0 0 1 0
K1 K2 K3 K4 0 1
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Figure 7.3: Protons with a different Pµ than nominal beam protons deviate
from the ideal orbit. This figure shows a scan in energy for several protons
without any divergence at the ip. Each curve corresponds to an energy loss of
50 GeV increment, from 0 to 500 GeV energy loss, with the optics of beam 1.

where

• A (and B) blocks refer to the action (focusing, defocusing, drift) on hor-
izontal (and vertical, resp.) coordinate and angle.

• Di terms reflect the dispersion effects of the horizontal dipoles on off-
momentum particles.

• Ki factors are the angular action of kickers.

A beamline is the implementation of a list of optical elements with such
transport matrices. The introduction of dispersion terms allows a proper de-
scription of off-momentum particles (∆p/p 6= 0). The dispersion function can
be defined from Eq. 7.3, for horizontal dipoles (k = 0), taking ∆p/p = 1:

D′′(s) +
1

R2
D(s) =

1

R
. (7.4)

Developing the solution of this equation leads to a correction term for the
deflection of off-momentum particles in the dipoles:

xoff−momentum(s) = x(s) + D(s)
∆p

p
. (7.5)

Besides the dispersion correction which is valid for low ∆p, the actual de-
pendence of the particle deflection on its momentum is also taken into account.
This is the chromaticity, or the energy dependence of the transport matrix,
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implemented by rescaling the magnetic field terms (R, k, K) with a factor
( p

p−∆p ). The propagation of particles different from protons is also possible by
rescaling these magnetic field terms:

ki(∆E, qp) = ki
p0

p0 − ∆p

qp

qproton
, ki = R, k, K; (7.6)

where qp is the particle charge. The Root framework easily interfaces Hec-
tor with the output of the high energy physics event generator Pythia [136].
Forward particles from the final state can be then propagated through the
beamline via Hector, for example in photon interactions. Moreover, Hector
is now used as an external library3 in cmssw (global software for cms [137] )
and famos (the corresponding fast simulation software).

As Hector has been designed for the lhc beamlines, one class can parse
the official lhc optics tables, interfacing them directly into the code at run-
time. For a better compatibility with different table layouts, Hector can
recognise column headers and is thus compliant with different table types.For
the following analysis, lhc optics version 6.500 has been used, corresponding
to β∗ = 0.55 m at the ip1 and the ip5.

Limitations: sextupoles and magnets of higher order (multipoles) are ne-
glected in Hector (reasonable the first 430 m after the ip). The energy depen-
dence of the transfer matrices is taken into account, but neither beam-beam
interactions, nor the field non-uniformities. The beam particle mass is also
neglected with respect to its energy.

7.2 Validation and performances

As a part of the development phase of such a mid-scale computing project,
the validation of the code and of its results plays a major role both for the
quality of the software and time-wise. Several possibilities were investigated,
like comparing Hector with exact calculation of single optical elements, or the
equivalence with other transport programs, applied on the lhc beamlines. The
results of these procedures are detailed thereinafter. In terms of the robustness,
readability, accessibility and portability of the source code, traditional working
tools have been exploited like make, Doxygen, valgrind and CVS [140].

7.2.1 Exact calculation for dipolar fields

The exact description of the path of a relativistic charged particle inside a dipole
can be easily derived from classical electrodynamics [141]. Given a rectangular
dipole, imposing a vertical and uniform magnetic field By on a single charge e.
No border effect is taken into account, i.e. the field is either zero (outside the
dipole) or maximal (inside) as depicted in Fig. 7.4. Knowing the coordinates

3Hector is integrated in cmssw as an external library whose interface is the SimTrans-

port/Hector package.
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of the charge when it enters the dipolar field (x0, y0, z0), its path inside the
magnetic region is described by the following equations (Eq. 7.7).

{
x(t) = x0 + vx0

ω sin ωt + vz0

ω cosωt
y(t) = y0 + vy0t
z(t) = z0 − vx0

ω cosωt + vz0

ω sin ωt
(7.7)

where ω = ec
E By, and e the particle charge and E its energy. This obvious

helicoidal displacement is just the superposition of a vertical drift in the y
direction and circular motion in the horizontal (x, z) plane. The corresponding
radius is given by:

R =
v⊥
ω

= v⊥
E

ecBy
with v⊥ =

√
v2

x + v2
z .

As expected, what matters is the component of the particle velocity which is
transverse to the magnetic field, and the particle energy.

Figure 7.4: Comparison to classical electromagnetism: dipolar magnetic field
profile and corresponding charged particle trajectory. No border effect is taken
into account: the field is either zero (outside the dipole) or maximal (inside, in
grey).

Assuming a particle travelling in the (x, z) plane, with a small angle θ0 to
the z axis. The dipole has a length l and a bending radius R. In the dipole
frame, the deflection is then:

{
∆x = −R cos θ0 + R

√
1 −

(
l
R − sin θ0

)2

l = R(sin θ0 − sin θf )
(7.8)

The chromaticity effects are evaluated via a reference track for a given
energy and no initial angle: ∆x0. This defines the 0-line in the beamframe,
where the deflection ∆x∗ of an other particle, with less momentum and an
initial angle is then given by Eq. 7.10 (Fig. 7.4):
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∆x∗ = ∆x0 + r cos θ0 − r

√

1 −
(

l

r
− sin θ0

)2

(7.9)

with ∆x0 = −l
l/R

1 +
√

1 − (l/R)2
. (7.10)

The last term is rearranged to be numerically stable. As r = 1
k and k(p) =

k0
p0

p , r = R p
p0

. Assuming, for instance, l = 10 m and R = 104 m, this gives:

p/p0 ∆x∗
0.99 50.5 µm
0.9 555.6 µm

Hector results are in very good agreement with theory (< 0.1%) at the
level of this simple model. This test is still of importance, as Hector deals
only with dipoles, quadrupoles and drifts. As their implementation into the
matrix formalism do not need any simplification, the drift description does not
bring further errors. Quadrupolar field have not been tested with this method.

7.2.2 Comparison to Mad-X

In order to validate Hector, cross-checks have been made with the output of
mad-x [139], such as the beam beta functions (Fig. 7.2) and the beam relative
positions (Fig. 7.5). For each point, the beta functions are computed from the
beam emittance and the rms of its profile in the transverse plane. The beam
beta functions, which describe the variation of the beam transverse dimension
along the orbit, as output by Hector, match perfectly the results from Mad-
X. The lateral beam position shown in Fig. 7.5 is relative to its ideal path,
defined for disabled kickers (and no crossing angle). These graphs (Fig. 7.2
and 7.5), and their equivalents in backward direction, are the strongest tests
for Hector, where smearings of position, angle and energy are applied as
previously explained.

7.2.3 Comparison to FP-track

As the fp420 group is a unique collaboration between cms and atlas exper-
iments, some tools are similar. Another transport code has been written in
Fortran by P. Bussey (University of Glasgow), called FP-track. This code
was initially dedicated to the study of the Double Pomeron Exchange produc-
tion of Higgs boson (Central Exclusive Production). This provides some extra
comparison plots, like the chromaticity grids. The parallel and independent
development of both tools assessed their quality.
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Figure 7.5: Relative horizontal position for beam 1, around the ip5, in the for-
ward direction. The relative position is defined as the difference along the ideal
orbit between the beam lateral positions with and without the crossing angle.
This relative position graph (squares) matches Mad-X predictions (plain line).
One clearly sees the crossing angle at the ip5 (s = 0 m) and the effects of the
kickers that move the beam back to the ideal orbit.

7.2.4 Performances

Hector has been designed to be fast and light. All the code and its library
altogether weight less than 2.5 MB for about 12, 000 lines of code. Fig. 7.6
depicts its performance, leading for a first estimate to a cpu time of 4 µs per
beam particle per beamline optical element at the lhc. As expected, the cpu
time is linear with the number of optical elements and the number of protons.

7.3 Beamline simulation

By using the Hector classes and library, physics studies can be performed by
means of the particle propagation inside the beamlines, away from the interac-
tion point.

7.3.1 Trajectories

Knowing the optics tables for both lhc beams, their trajectories can be com-
pared simultaneously, in both top and side views, for the two lhc beams aside
(incoming beam 2 and outgoing beam 1, at the ip5 and the ip1: Fig. 3.3).
The top view shows the beams on the horizontal plane, clearly depicting the
crossing angle at the ip5, and the beam separation after 70 m away from the
interaction point. The bending of the sector dipoles has been switched off in
order to make the plot clearer – this is why both beams are straight and paral-
lel after 250 m. However, the optical elements have been shifted (without tilt)
in the horizontal plane by half of the beam separation distance, from 180 m
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Figure 7.6: Hector speed performance: cpu time with respect to the propaga-
tion distance (left) and the number of optical elements (right) in the beamline,
computed for a 10, 000 particle beam around the ir5. As the propagation of
particles corresponds to the multiplication of matrices, the computation time is
directly proportional to the amount of optical elements in the beamline, as well
as to the number of beam particles. For a time estimate for large number of
particles and long beamlines, a good approximation is 4 µs per optical element
(including drifts) per particle. For this test (3.43 µs per element per parti-
cle), Hector is run on a regular laptop with 1.7 GHz Intel Pentium Centrino
processor, Linux release Ubuntu.

away from the ip, in order to match the ideal beam path: a proton with nom-
inal energy and on the ideal orbit should travel through optical elements in
their geometrical centre. The side view shows the beams in the vertical plane,
emphasising the difference between the ip1 and the ip5. Moreover, the major
optical elements have been drawn: rectangular dipoles in red, sector dipoles in
light green, and quadrupoles in yellow and blue.

7.3.2 Beam profiles

Lateral beam profiles along the beamline are of interest, for instance for studies
of very forward detectors (Fig. 7.7). The beam size and shape are obtained
after propagation of beam particles using initial dispersion in position, angle
and energy at the interaction point. Assuming a Gaussian distribution for these
variables, the evolution of both beams can be seen in the transverse plane at
220 m and 420 m away from the ip. As expected, the beam particles are
distributed symmetrically on the vertical plane (ȳ = 0 mm), and are already
separated in the horizontal plane (x̄ = ±97 mm). The symmetry between beam
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1 and 2 is striking. The 3σ contours (red) guides the eye for the lateral beam
extension. In the angular (θx, θy) plane, the beams evolve according to the
focusings and the defocusings they undergo, even if the mean value of these
angles remains effectively equal to 0 µrad. The evolution of the beams in the
phase space has also been drawn (Fig. 7.1). Once again, the similitude between
both beams is clear, even if they differ by slight details. All these profiles were
obtained by simulation of 10, 000 beam protons (with E = 7 TeV).

7.3.3 Apertures

The physical aperture of the real optical elements has also to be taken into
account. If a particle hits a collimator or a wall of the primary vacuum system,
it is assumed lost. Each time a particle enters or leaves an optical element, a
test is performed to determine if its position matches the element acceptance.
This is illustrated in Fig. 7.8. Protons from the lhc beam 1, around the ip5
have lost some energy, which leads to a deflection with respect to the nominal
beam position in (0, 0) in the transverse plane. The aperture shape of the
MB.B9R5.B1 optical element is the rectelliptical4 closed area. The proton
energy has been chosen to 110 GeV, in order to match the element limiting
energy acceptance. Due to the initial smearings, some protons (in black) still
pass through the optical element without being stopped. On the other hand,
some of them hit the limiting aperture shape and are tagged as stopped protons
(in red). In such a case, the particles are considered as lost from the beam, and
are not propagated any further.

7.4 Very Forward Detectors

This section will discuss two cases of vfds, differing by their distance from
the ip (s) and their minimal horizontal distance (x) from the nominal beam
position. The assumed location of the first detector is (s = 220 − 224 m, x =
2000 µm), and of the second one at (s = 420 − 428 m, x = 4000 µm). No hy-
pothesis is made on their detection efficiency or their resolution, unless quoted.
vfds providing 2D-measurement (x and y coordinates) are considered here,
each consisting in fact of two stations separated by 4 and 8 m as a lever arm
for the angle measurement, with no magnetic element in between. Several
examples of studies performed using Hector are given.

7.4.1 Acceptance

Using Hector’s aperture description, it is possible to identify the character-
istics of the protons that will hit the vfd. The exchange of a photon or a
pomeron, leaving the proton intact, results in a proton energy loss (Eloss) and
a scattering angle, directly linked to the four-momentum transfer squared (t),

4The rectellipse is a superposition of a rectangle and an ellipse.
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Figure 7.7: lhc beam profiles in the transverse plane at 220 m and 420 m from
the ip5, for both beam 1. The graphs in the left column plot the horizontal and
vertical position profiles. The graphs in the right column show the horizontal
and vertical angular profiles. These plots are obtained by propagating ten
thousand 7 TeV protons through the lhc beam 1, in the forward direction,
from the ip5. The mean horizontal position x̄ = −97 mm matches the half of
the separation distance between both beams (tunnel reference frame). The red
ellipse delimits the 3σ contour for each plots.
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Figure 7.8: Example of aperture check for the MB.B9R5.B1 dipole (s = 338 m),
drawn in the (x, y) transverse plane, at the exit of this optical element. A set of
protons, with a mean energy loss around 110 GeV, has been propagated from
the ip5 to the MB.B9R5.B1 dipole using the lhc beam 1 optics. The beam
1 is centred in (0, 0) but is not shown. The closed area corresponds to the
rectellipse aperture shape of the optical element. Protons that passed through
the dipole are the black ones, while protons hitting the walls are tagged in red.
The first graph is scaled for the full aperture shape, the second one has been
zoomed in around the region of interest.

or equivalently to the virtuality (Q2) of the exchanged particle. The acceptance
windows of the vfds can be computed by performing scans in (Eloss, t) and
computing the probabilities of reaching the detectors. The Fig. 7.9 shows the
contour plots of the detectors acceptance, in this (Eloss, t) plane. It is obvious
from these graphs that the vfd acceptances mostly depend on Eloss, and have a
very small sensitivity in t, within a large t range. For the vfd at 220 m, an area
forbidden by kinematics is visible, for low |t| and high Eloss. Corresponding
profiles at fixed virtuality are shown at 220 m and 420 m (Fig. 7.10).

7.4.2 Irradiation levels

The total diffractive cross-section at the lhc is very large, resulting in a high
rate of diffractive protons hitting the vfds. As a result, it causes extremely high
irradiation levels, requiring in turn the use of very radiation hard detectors.
As an illustration, the number of hits and their respective map, due to the
pp → pX processes has been investigated (Fig. 5.1). In this approach, other
radiation sources are neglected, like beam halo or secondary particles coming
from interactions in the beam pipe for instance.

The vfds are located at s = 220 m (above) and s = 420 m (below) from
the ip5. The horizontal position of the detector edge is respectively x = 2 mm
and x = 4 mm from the nominal position of the centre of the corresponding
beam. The fluence is given per square centimetre. The pp → pX processes
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are generated by Pythia [136] 6.2.10. The number of hits are normalised by
square centimetre, assuming an integrated luminosity of L = 20 fb−1. From
the 1, 000, 000 generated events, 17 % have been detected at 220 m, and about
12% at 420 m. This simulation shows that the hottest spots in the detectors
are localised with areas of only a few squared mm, reaching proton fluences
exceeding locally 1 × 1014 protons/cm2.

7.4.3 Chromaticity grids

Once the acceptance windows of very forward tracking detectors are defined, it
is interesting to see matching between the proton variables at the ip and those
measured by vfds. Depending on their energy and angle at the ip, forward
protons will hit the vfds at various positions. Drawing iso-energy and iso-angle
curves for a set of sample protons produces a grid in the measurement related
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Figure 7.9: VFD proton acceptance for the lhc beam 1 (left) and 2 (right)
around the ip5. These vfds are located at (s = 220 m, x = 2000 µm horizontal
position; above) and (s = 420 m, x = 4000 µm horizontal position; below). This
map shows contours of 25%, 50%, 75% and (plain curve) 100% acceptance. The
acceptance is roughly rectangular, i.e. independent of t. At 220 m, the missing
triangle in the acceptance at low |t| and high energy loss is prohibited by
kinematics. This area corresponds to non-physical protons. The stair-stepping
effect of the lower border of this triangle is only due the binning of the graph.
At bottom right corner of each graph, the angular kick coming from the large
momentum transfers leads to an increasing smearing of the graph lower edge.
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Figure 7.10: VFD acceptance as a function of energy loss, for two fixed virtu-
alities. See previous figure for more details.

variables, (x1, x2) or (x1, θ). Due to optics of the lhc beamlines, the grid
unfolds itself in a much clearer way in the latter plane, and is almost invisible
in the former one. The energy dependence of the transfer matrices implies
a deformation of the grid – without such a dependence, the grid would be a
parallelogram. One should note, that uncertainty of the transverse position
of the proton vertex at the ip results effectively in smearing the chromaticity
grids. Anyway, these chromaticity grids provide a straightforward tool for
unfolding the energy and angle at the ip of the measured particle. The grids in
Fig. 7.11 were calculated in the energy range accessible to the vfds. Finally,
the correlation between the vertical angle at the ip and the vertical coordinate
measurement is shown in Fig. 7.12.

7.4.4 Reconstruction algorithms for the event kinematics

One of the main physical motivations for Hector is the reconstruction of the
event kinematics. For instance, if a beam particle has exchanged a photon
at the ip, one could reconstruct photon energy (E) and virtuality (Q2). The
particle energy at a given position in the beamline is obtained from the mea-
sured particle position and angle within the matrix formalism by solving these
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Figure 7.11: Chromaticity grids: iso-energy and iso-angle lines for the vfds at
220 m (left) and 420 m (right) away from the ip5, for the lhc beam 1. The
graphs show the position and angle x and x′ of protons, given the energy loss
[0; 1000] GeV and [0; 100] GeV, respectively, and the angular kick [0; 500] µrad.
The energy dependence of the transfer matrices induces a deformation of the
grid, worsening the reconstruction power at higher angles.
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420 m (right) from the ip5, due to the vertical angle θ∗y at the ip.

equations: {
xs = asx0 + bsx

′
0 + dsE

x′
s = αsx0 + βsx

′
0 + γsE

(7.11)

The transfer matrix of the beamline yields the coefficients a, b, etc. The
introduction of an energy dependence on the strength of optical elements re-
fines the transfer matrix, becoming a function of E: as(E), bs(E), . . . This
dependence introduces non linearities in the energy reconstruction.

Conclusion and perspectives

A new tool, called Hector, has been written for the lhc and is implemented
in cmssw and Famos. This fast simulator is generic and modular, and is able
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to do the particle transport in the beamline and to reconstruct the proton
kinematics at the ip. It has been validated with mad-x and classical electro-
magnetism. Several results for vfds were obtained (acceptance, irradiation
doses, reconstruction power, dependence on beamline misalignment). Finally,
its use will be evaluated for rhic (Relativistic Heavy Ion Collider, Brookhave
National Laboratory, U.S.A) and crc (Centre de Recherche du Cyclotron, Uni-
versité catholique de Louvain, Belgium)
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Online selections and offline

analyses





Chapter 8

Selection of exclusive

dileptons in γγ collisions

γγ → e+e− and γγ → µ+µ− processes are favoured by a high cross-section and
a very clean event topology. Event kinematics is characterised by a steep pT

dependence of the cross-section, and by back-to-back leptons in the transverse
plane. The production of two same-flavour leptons exclusively in the final state
is tested by requirements on the number of tracks and of calorimetric deposits.
Online and offline selections are detailed in this chapter, as well as studies
on background events. This analysis has been approved by the cms collabora-
tion [5].

8.1 Introduction

The exclusive production of pairs of same-flavour leptons is characterised by a
large cross-section and a clean event topology. The studied samples of γγ →
µ+µ− and γγ → e+e− events were produced by the lpair generator [47]. This
elastic production has very little theoretical uncertainty, being a nearly pure
qed process and as the proton electromagnetic form factors are well-known
Beyond their study in e+e−colliders, dilepton production has also been studied
in ep, pp̄ and heavy ion collisions (Section 8.1.3).

8.1.1 Event kinematics

Fig. 8.1 shows the exclusive dilepton production Feynman diagrams: the two
interacting protons emit a virtual photon, which in turn interact via a fermionic
line of muons or electrons. Full cross-sections are σpp(γγ→µ+µ−)pp = 0.15 µb
and σpp(γγ→e+e−)pp = 7.1 mb, at the c.m.s. energy of

√
s = 14 TeV. These are

extremely dependent on lepton pT , as depicted in Fig. 8.2. For reference, a set
of precise numbers is given in Tab. 8.1.
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Figure 8.1: Exclusive production of a lepton pair via a two-photon exchange.
Each incoming proton emits a photon and is scattered. The photons couple to
the charged leptons.
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Figure 8.2: Distribution of the lepton transverse momentum pT for pp(γγ →
e+e−)pp (left) and pp(γγ → µ+µ−)pp (right), for leptons with pT > 2 GeV.
The protons are scattered elastically after the photon exchanges, at a c.m.s.
energy of

√
s = 14 TeV. The distributions are normalised to unity. Two entries

per event.

pℓ
T cut (GeV) no cut 1.0 2.0 2.5 5.5

σ[pp(γγ → e+e−)pp] (pb) 7.06 × 109 682 129 74.7 10.4
σ[pp(γγ → µ+µ−)pp] (pb) 147 × 103 677 129 74.7 10.3

Table 8.1: Dependence in pT of the cross-section for pp(γγ → ℓ+ℓ−)pp pro-
cesses. Cross-sections in pb, for a c.m.s. energy of

√
s = 14 TeV. For reference,

l1 trigger levels at L = 1 × 1032 cm−2s−1 are 3 GeV for dimuons and 8 GeV
(6 GeV) per inclusive (exclusive) pairs of isolated electrons.
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Event kinematics is a characteristic for exclusive lepton pairs, and looks
similar in both cases (e+e−or µ+µ−). First, leptons are balanced in transverse
momentum pT (Fig. 8.3) and acoplanarity ∆φ (Fig. 8.4). Whilst each of these
variables is strongly correlated between the two leptons, no such link exists for
the pseudorapidities, which hence cover a large range without a strong relation
between the leptons (Fig. 8.5 and 8.6).
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Figure 8.3: Distribution of ∆pT = pT (ℓ+) − pT (ℓ−) for γγ → e+e− (left) and
γγ → µ+µ− (right), at generator level (

√
s = 14 TeV). The electron sample

requires pT (e) > 5.5 GeV. The distributions are normalised to unity.

The present results are based on 2 × 100, 000 events, for electron pairs
(pe

T > 5.5 GeV) and muon pairs (pµ
T > 2.5 GeV). The key elements are: (i)

the exclusivity of these events, with only two leptons and no other particle in
the central detector1; and (ii) the leptons are back-to-back in the transverse
plane, with balanced transverse momenta. These clear kinematic constraints
provide efficient means for the selection of such events, both at trigger level and
during the offline data analysis. This document does not cover the γγ → τ+τ−

production, as the short τ lifetime makes the final states completely differ-
ent. τ ’s can decay hadronically or into leptons, but with different kinematic
distributions due to the presence of neutrinos.

8.1.2 Trigger concerns for exclusive dilepton events

Due to the relatively low average energy scale for photon-induced events, the
default triggering schemes are not optimised for these events. As previously

1Event pile-up is neglected. This condition is valid at low luminosities or if extra final
state particles coming from pile-up events can be rejected via techniques like, for instance,
vertexing.
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Figure 8.4: Distribution of ∆φ = φ(ℓ+) − φ(ℓ−) for γγ → e+e− (left) and
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Figure 8.6: Distribution of ∆η = η(ℓ+)−η(ℓ−) for γγ → e+e− (left) and γγ →
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shown in Fig. 8.2, dilepton production cross-sections are characterised by a
very narrow peak at low pT , followed by a steep slope towards higher values.

Unfortunately, ET ≈ pT is precisely the variable on which a lower threshold
is applied at l1 trigger to reduce the selection output rate. Hence, a key element
of the dilepton studies is to define dedicated l1 trigger algorithms to retain a
larger fraction of these events. Subsequently, the corresponding hlt paths have
to be optimised for a proper handling of the whole selection chain. Only data
from the central detector are used here for these triggers2.

8.1.3 Hera and Tevatron

The exclusive production of µ+µ− and e+e− has been studied in other colliders,
like in ee, ep [30, 31, 32], pp̄ [35] and heavy ions [33, 34] collisions.

The dimuon invariant mass Mµµ and transverse momentum pµ
T distribu-

tions, as observed in ep collisions at hera by h1, are depicted in Fig. 8.7
(
√

s = 319 GeV). All electroweak processes are included at leading order,
dominated by γ and Z exchanges.

For pp̄ collisions at Tevatron (
√

s = 1.96 TeV), the measurement by the
cdf experiment of exclusive dielectrons gives:

σe+e− = 1.6+0.5
−0.3(stat) ± 0.3(syst) pb ,

2New l1+hlt trigger paths have similarly been investigated for γp processes, using this
time the presence of a forward rapidity gap in addition to one electron and at least one jet as
a signature. This trigger work, which is not in relation with exclusive dileptons, is reported
in Reference [142].
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Figure 8.7: Cross-section for the production of two muons in ep interactions,
as a function of the dimuon mass Mµµ [32]. Both elastic and inelastic case are
shown, and compared to the grape generator. Data from the h1 experiment
in ep collisions at hera, for L = 70.9 pb−1 and

√
s = 319 GeV.
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which corresponds to 16 exclusive e+e−candidate events with an estimated
background of 2.1+0.7

−0.3, corresponding to an integrated luminosity of 532 pb−1 [36].
The measured cross-section is consistent with the predicted one, including elas-
tic and inelastic components (Fig. 8.8).
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Figure 8.8: Invariant mass Mee and acoplanarity ∆φ distributions of exclu-
sive e+e− productions in pp̄ collisions in Tevatron, at

√
s = 1.96 TeV and

corresponding to an integrated luminosity of 532 pb−1. Data from the cdf
experiment [35].

Photon physics from heavy ion collisions will not be discussed here. It is
important to note that for heavy ions, the incoming photon flux is strongly
increased, by a factor of Z2, as the number of charges Z is much larger than
for protons.

8.2 Simulation and reconstruction of signal and

background

This section describes the simulation of the observation of exclusive lepton pairs
in the cms detector. This study [5] is a common work with S. Ovyn (UCL)
and J.J. Hollar (LLBL), and has been approved by the cms collaboration.

8.2.1 Lepton pair signal

The photon-photon interaction, producing a pair of leptons, is simulated by
the lpair program [47], run in proton-proton mode. This generator uses a
particular numerically stable formula for the matrix element of the two-photon
production of a fermion pair. Moreover, at low pT the epa approximation does
not hold anymore. These differences explain the discrepancy with standard
MadGraph/MadEvent or CalcHEP computation for the exclusive production
of low mass pairs (e+e− and µ+µ−), while this difference vanishes for higher
masses (τ+τ−). Tab. 8.2 summarises the characteristics of the signal samples
employed for this analysis.
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Topology Size (events) σprod (pb)
γγ → µ+µ− with pµ

T > 2.5 GeV elastic 100 k 74.7 ± 0.07
inelastic 20 k 76.2 ± 15.2

γγ → e+e− with pe
T > 5.5 GeV elastic 100 k 10.4 ± 0.01

inelastic 20 k 13.6 ± 2.7

Table 8.2: Signal samples from the lpair Monte Carlo, for elastic pp(γγ →
ℓ+ℓ−)pp and singly inelastic pp(γγ → ℓ+ℓ−)pX exclusive dilepton productions.
The sample sizes, and minimal pT cuts at generator levels are given, with the
corresponding cross-section (

√
s = 14 TeV).

As the lepton transverse momentum distribution is very steep, the pT cuts
at generator level have been selected to be quite close to the corresponding
minimal Level-1 trigger threshold. This is in order to retain as many events as
possible for the analysis. While the elastic contribution pp(γγ → ℓ+ℓ−)pp has
been assessed by the comparison to data or to other generators, the inelastic
part is more delicate. In the cdf analysis [35], the difference between grape
and lpair is underlined. In the present analysis, the inelastic samples refer to
singly inelastic processes, using lund fragmentation routines with the cteq5m
structure function.

All these events are provided as an input to cmssw, corresponding to the
generation level. The simulation step, dealing with the interactions of the
event particles with the central detector and its response, were performed in
CMSSW_1_4_5. CMSSW_1_5_4 was used for digitisation of the detector response
and the application of the reconstruction algorithms. Finally3, CMSSW_1_6_0
emulated the trigger tables and the data selection.

8.2.2 Background samples

Irreducible and reducible backgrounds

As their detected final state is similar to the signal one (as far as the central
detector is concerned), inelastic events are irreducible backgrounds: the only
difference with the elastic signal is the dissociation of one or both incoming
protons. The classification of these events as background is due to the large
theoretical uncertainty on their cross-section (approximately 20 %, Tab. 8.2).
However, in our simulation, only the singly inelastic processes could be gener-
ated. Fully inelastic events, where both incoming protons dissociate are thus
neglected.

The diffractive photoproduction of Υ mesons (bb̄ bound state), decaying into
a pair of same-flavour leptons, gives also irreducible backgrounds: γp → Υp →

3This sequence of versions was the correct one required for the steps detailed in the
text, at the time of the analysis. For a faster evolution of the code, gathering hundreds of
contributors, the software versions were specialised for given tasks.



8.3 Exclusive dimuon analysis 127

µ+µ−p. The cross-section of this process is 62 pb with a large uncertainty
(O(25%)).

In particular these events with large theoretical uncertainty on the cross-
section are considered as backgrounds for the luminosity measurement (Chap-
ter 9).

Other backgrounds, like Drell-Yan processes (qq̄ → ℓ+ℓ−), WW decays, ττ
and quarkonia decays, do have more particles in the final state. These events
are thus considered as reducible backgrounds.

Generated samples

The Monte Carlo samples for background events were taken from cms csa07
production (so-called “130m csa07 cocktail”, with 1.3 × 108 events), where
various types of events were mixed according to their respective cross-sections.
These included amongst other things Drell-Yan (dy) processes (6M, for e, µ, τ),
Charmonium and Bottomonium (4M), inclusive electrons and muons (40M) and
minimum bias events (20M) [146].

Additional contributions come from private productions of exclusive W
pairs, decaying into leptons (e, µ, τ) and of dy events. These events were sep-
arated in three regions of dilepton invariant mass: dy1 ≡ 6 < Mℓℓ < 10 GeV,
dy2 ≡ 10 < Mℓℓ < 40 GeV and dy3 ≡ 40 < Mℓℓ, while the csa07 samples
contain only the two higher mass bins (dy2 and dy3).

8.3 Exclusive dimuon analysis

Before any analysis, all events should first pass the Level-1 and High Level
Triggers (online selection). Then, the process of signal offline selection extracts
the signal from the backgrounds as much as possible.

8.3.1 Online selection of γγ → µ
+
µ
−

The photon fusion producing two muons is characterised by the presence of
only two muons, with opposite charges, in the central detector. The protons,
whether dissociated or not, do not leave any signal but possibly in forward
regions.

As cms is designed and optimised for the muon measurement, its default l1
double muon trigger is based on a pT threshold as low as possible: L1_DoubleMu3
requires at least two muons with pT ≥ 3 GeV. Similarly, the default path called
HLT2MuonNonIso is applied at hlt, which has the same 3 GeV pT threshold,
for an η coverage extending from −2.5 to 2.5. No isolation criteria are applied.

The signal online selection is as high as 12.0 pb after l1 and 7.5 pb af-
ter l1+hlt (

√
s = 14 TeV). As the pT threshold almost corresponds to the

minimal value achievable for the muon reconstruction itself [70], it cannot be
decreased. In other terms, the dimuon trigger is already optimised for the
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Trigger name Package
L1 L1_DoubleMu3 L1Menu2007.xml

At least two muons with pµ
T ≥ 3 GeV

HLT HLT2MuonNonIso PathDiMuon_1032_NoIso.cff

pµ
T ≥ 3 GeV, |η| ≤ 2.5, no isolation

Table 8.3: l1+hlt trigger path for dimuon events, with the corresponding
package name in cmssw and the set of conditions defining the triggers.

γγ → µ+µ− events with two central muons at low luminosity. It is worth
noting that the kinematics of inelastic events corresponds to a slightly flatter
pT distribution. A larger fraction is then selected with 13.9 ± 2.6(th) pb after
l1+hlt.
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Figure 8.9: Reduction due to the application of trigger levels on the muon sig-
nal samples. pT (left) and η (right) spectra for γγ → µ+µ− and the reducible
backgrounds [5]. The restriction in η coverage and the pT trigger threshold
are clearly visible. Two entries per event. Generator-level histograms are nor-
malised to unity.

The signal events passing the l1+hlt triggers are shown in Fig. 8.9 and
are compared to the generated sample (lpair). The triggers are applied in
CMSSW_1_6_0. The reduction due to the pT > 3 GeV cut and the η coverage is
clearly visible.

8.3.2 Offline selection

Including the trigger selection efficiency, about 7.5 pb of data from elastic pro-
cesses is available for analysis. On these, the offline selection criteria are ap-
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plied. These criteria are divided into two categories in this analysis: kinematic
requirements and exclusivity conditions.

Kinematic constraints The balanced kinematics between both muons has
already been mentioned several times. Cuts on the transverse momenta and on
the acoplanarity should be recalled at analysis level, on the required two muons.
The rejection power is high for inclusive muon samples, exclusive W pairs
and minimum bias, while Drell-Yan and resonant states (i.e. quarkonia) are
preserved. This balance is shown for muons, after reconstruction, in Fig. 8.10.
The exact requirements are loose cuts of |∆φ| > 2.9 and |∆pT | < 2.0 GeV,
which retain most of the signal events.
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Figure 8.10: Distributions of |∆φ| and ∆pT for elastic γγ → µ+µ− signal
and reducible background. The corresponding cut applied for the analysis is
symbolised by the vertical dashed line. This illustrates the reduction power on
background events. All histograms are normalised to unity.

Exclusivity from tracking and calorimetry No exclusivity requirement
is applied on the muon pairs at trigger level. After full event reconstruction,
the exclusivity is tested from tracking and calorimetric data.

The calorimetric exclusivity criterion is based on the calorimetric tower
multiplicity in the event. The towers should be away from any muon by ∆R >
0.3 (muon isolation). Their energy should also be such that E > 5 GeV, in
order to overpass the calorimeter noise (the threshold value is mainly due to
the simulated noise in both hf). The event is selected if there are less that 5
of these extra calorimetric towers. The selection power of this cut is shown in
Fig. 8.11 (left).

The tracking exclusivity condition is based on tracker, with a smaller cover-
age (0 < |η| < 2.5) but a higher granularity than the calorimeters. The signal
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events are expected to have only two tracks. However, the track reconstruction
can be delicate, as the pT of muons can be very small. The requirement is that
a selected event has less than three tracks, including those associated to the
muons (Fig. 8.11 right).
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Figure 8.11: Application of the exclusivity conditions (left: calorimetric, right:
tracker) on the signal and the reducible backgrounds [5]. Each histogram is
normalised to unity over its full range.

With the default tracking algorithm (pixelTrack), the signal is sharply
peaked for two identified tracks, while the background events extend to high
track multiplicities. However, this algorithm is not optimal for tracks associ-
ated to a very low pT . Another tracking algorithm, dedicated to low pT tracks,
is presented in [147]. This algorithm was not applied during the standard re-
construction of the csa 07 samples. Eventhough it was not practically possible
to rerun all samples with it, a large improvement of the background rejection
is expected using this algorithm.

A generator level study has been done, based on the results of this tracking
algorithm dedicated to low-pT objects. The default PixelTracks algorithm is
simulated by applying a reconstruction efficiency slowly reaching 90% for tracks
of charged particles with pT > 1.5 GeV. The low pT track algorithm effi-
ciency rapidly reaches 90%, for tracks of charged particles with pT > 0.3 GeV.
For comparison, tracks with a pT of 2.5 GeV are reconstructed with an effi-
ciency of 10% (PixelTracks) or 80% (low pT track).

The application of this simple model to Drell-Yan events (generated with
Pythia, Mµµ > 6 GeV) is shown in Fig. 8.12. The improved low pT algorithm
(dashed line) is much closer to the generator level data (dotted line) than the
default PixelTracks algorithm. The tracking exclusivity condition is more
efficient for dedicated algorithm, as the tracks are reconstructed with a pT

closer to the reality: better background rejection is achieved.
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Figure 8.12: Number of tracks above threshold for Drell-Yan events at
generator-level (dotted line) and after reconstruction with two different track
algorithms [5]. The figure compares the default (PixelTrack, full line) and
the dedicated (low pT Track, dashed line) algorithms. The number of recon-
structed tracks yielded by the low pT Track algorithm is closer to the true
number, leading to a better background rejection.

8.3.3 Results for signal, reducible and irreducible back-

grounds

Tab.8.4 summarises the cumulative efficiency of all the cuts on γγ → µ+µ−

signal events, on major reducible backgrounds and irreducible singly inelastic
µ+µ− final states.

After all the cuts, no event from the reducible background remains from the
large sample available. An upper limit is computed at 95% cl for the selection
efficiency on these reducible backgrounds. The rejection is very high for all of
them. As the dy events from the large csa07 sample are lower-bounded at
Mℓ+ℓ− > 10 GeV, the statistics for the dy1 sample (6 < Mℓ+ℓ− < 10) is only
based on private productions and is much smaller. Subsequently, the upper
limit on this mass bin is by far larger. However, a similar reduction as for the
other dy samples is expected, keeping all reducible backgrounds to negligible
values.

With respect to the number of events passing the triggers, 95.4% of the
signal and 45.8% of the singly inelastic events are selected. Taking into account
the triggers and the selection, the visible cross-section for those samples are
summarised in Tab. 8.5.
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µµ inel DY1 DY2 DY3

|∆φ| > 2.9 99.9 57.8 10.1 23.9 53.5
|∆pT | < 2.0 GeV 99.8 49.4 7.9 10.9 10.6
N(towers) < 5 99.8 47.6 < 7.0 < 0.26 < 0.14
N(tracks) < 3 95.4 45.8 < 3.5 < 0.16 < 0.14

Table 8.4: Cumulative efficiency of the analysis cuts for dimuon signal
(γγ → µ+µ− elastic), for major reducible (dy) and irreducible backgrounds
(γγ → µ+µ− inelastic), after trigger. The upper limits comply with a 95% CL
limit, and are due to the lack of statistics. The three Drell-Yan event samples
covers the following invariant mass ranges (in GeV): dy1 : 6 < Mℓ+ℓ− < 10,
dy2 : 10 < Mℓ+ℓ− < 40 and dy3 : 40 < Mℓ+ℓ− . The two dy samples with
the highest invariant mass bins (dy2 and dy3) have far more statistics than
the first sample, explaining the difference on limit. Finally, the single inelastic
cross-section carries a theoretical uncertainty of 20 %.

µµ inel DY1 DY2 DY3 Υ
σ (pb) 74.7 76.2 18, 910 2976 899 62
N (events) 100k 20k 96.6k 3M 3M 16k
ǫtrig (%) 10.0 18.3 0.1 4.8 9.7 8.5
ǫsel (%) 95.4 45.8 < 3.5 < 0.16 < 0.14 95.0
σvis (pb) 7.09 6.38 < 0.59 < 0.003 < 0.001 5.02

Table 8.5: Summary of the dimuon analysis, for signal and major backgrounds:
production cross-section (σ), number of generated events (N), efficiencies for
triggers (l1+hlt, ǫtrig) and selection (ǫsel), and visible cross-section (σvis).
Samples labelled as µ+µ− and “inel” refers to elastic and inelastic γγ → µ+µ−

processes, respectively. The three Drell-Yan event samples covers the following
invariant mass ranges (in GeV): dy1 : 6 < Mℓ+ℓ− < 10, dy2 : 10 < Mℓ+ℓ− <
40 and dy3 : 40 < Mℓ+ℓ− . The Υ sample gathers all the numbers for Υ(1S +
2S + 3S) events. Other background events are negligible. The upper limits
comply with a 95% CL limit.
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8.3.4 Systematic uncertainties on dimuon selection

The main sources of systematic uncertainties are expected to come from the
lepton reconstruction efficiency, the amount of inelastic background events and
the calorimetric exclusivity.

Calorimetric exclusivity

The calorimetric exclusivity condition is affected by both the energy scale,
related to the detector calibration, and the inherent detector noise. Similarly
to studies on the missing transverse energy reconstruction in cms [148], the
impact of dead and noisy calorimetric channels (ecal and hcal) has been
investigated, using the CaloMiscalibTooks package in cmssw.

Dead channels are defined as channels with no output signal. The output
of noisy channels is enhanced by a factor of 5. Several scenarios have been
tested, with 1%, 3%, 5% of dead channels, 1%, 3%, 5% of noisy channels, and
2.5% + 2.5% of both in a mixed case. These channels are selected randomly.
Tab. 8.6 and 8.7 summarise this study.

Scenario ECAL barrel ECAL endcap HCAL
dead 1% 610 200 81

3% 1845 590 266
5% 2992 1025 484

hot 1% 588 184 100
3% 1882 603 251
5% 3039 962 424

mix 2.5 + 2.5% 3073 1019 429

Table 8.6: Number of affected calorimeter channels, corresponding to the as-
sumed scenario, for the study of the detector effects, on signal samples. These
channels are selected randomly.

Affected channels dead noisy
1% −0% −2%
3% −0% −30%
5% −0% −70%

2.5% + 2.5% −30%

Table 8.7: Systematic errors on µ+µ− analysis from calorimeter exclusivity.
Signal loss in percent for several scenarios of disabled (dead) or enhanced
(noisy) calorimetric cells. Channels masking prevents in real conditions from
having a scenario as extreme as 5% of noisy calorimetric cells.
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As expected, adding dead channels in the calorimeter reinforces the exclu-
sivity condition and has no impact on the signal selection. On the other hand,
this condition is highly sensitive to the presence of unmasked noisy channels in
the calorimeters.

Adding few enhanced channels directly increases the number of reconstructed
towers in the event, preventing the signal events from being selected, as it effec-
tively breaks the calorimetric exclusivity requirements (Fig. 8.13). The impact
on signal selection can be large. However, from the detector experience and
pedestal measurements during empty events, some channels can be identified
as noisy, and be masked accordingly.

Tracking data could also serve to discriminate the noisy calorimetric chan-
nels, or at worse, be used as the only exclusivity requirement for |η| < 2.5. Sim-
ilarly, additional tracking data are provided by totem t1 in the 3 ≤ |η| ≤ 5
range.

Figure 8.13: Impact on the dimuon selection on signal events of the presence
of noisy channels in the calorimeters. The number of calotowers increases
significantly above the threshold, leading to a major signal loss. This graph is
normalised to unity.

Sensitivity on muon pT

The strong dependence of the cross-section on muon pT makes the final selection
sensitive to any contribution that would decrease the real efficiency for low
pT . In order to model this possible inefficiency at trigger level, muons with a
transverse momentum below 10 GeV are tempered by a moderation function
depicted in Fig. 8.14. This function ranges from 85% to 100%, for pT from 2.5
to 10 GeV. The impact on online selection is a loss of 3% of the signal, which
can not be prevented by adding on a repetition of the pT cut at the analysis
level.
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This extra offline cut (pT > 3 GeV or higher) is still desirable to be safe with
respect to the pT reconstruction inaccuracy of the trigger. This requirement
hardly changes the overall selection efficiency (ǫµµ

sel = 94.7%) but makes explicit
the dependence on the miscalibration of pT scales. This systematic error has
an expected effect on final selection as weak as 0.25%, for a 1% scale error4 on
pT :

pT rescale factor 0.95 0.99 1.01 1.05
Signal variation (%) −1.47 −0.23 +0.26 +0.88

Singly inelastic background selection efficiency also remains within 1%. More-
over, it is possible to set an absolute pT calibration for on low pT muons by
measuring the dimuon decay of an Υ meson.

 (GeV)
T

Muon p
2 3 4 5 6 7 8 9 10

 E
ffi

ci
en

cy

0.85

0.9

0.95

1

Default

Moderation function

 (GeV)
T

Muon p
2 3 4 5 6 7 8 9 10 11

N
or

m
al

iz
ed

 d
is

tr
ib

ut
io

n

0

0.05

0.1

0.15

0.2

0.25 Default

Moderated

Figure 8.14: Impact of an additional selection inefficiency for pT below 10 GeV.
Left: Moderation function (grey area), ranging from pT = 2 GeV to pT =
10 GeV. Right: Impact of the application of this function to the trigger,
leading to a loss of 3% of the signal. These graphs are normalised to unity.

Other sources of systematic errors

Besides these sources of systematic uncertainties, the relative misalignment of
subdetectors could also broaden the distributions of pT and φ, leading to a less
effective selection than simulated.

The impact of the theoretical uncertainty on the fragmentation of protons
in inelastic events could also be important, as quoted earlier. Solutions for the
reduction of the inelastic content of the observed sample are presented in the
next chapter.

The errors coming from the tracking exclusivity are already negligible with
the default tracking algorithm. The application of the algorithm dedicated to
low-pT tracks would decrease these systematic errors even more.

4This assumption is conservative according to [71].
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Finally, double dissociative events has not been taken into account in this
study. From the experience of singly inelastic events, it is expected that a large
fraction of double dissociative events pass the triggers (mainly due to the pT

cut), but that the analysis selection efficiency is significantly lower than for
elastic events. The ∆pT and ∆φ distribution are expected to be much flatter
than for the elastic case.

8.4 Exclusive dielectron analysis

The dielectron analysis is in many points similar to the dimuon one, with
kinematic cuts and exclusivity requirements. On the other hand, the pp(γγ →
e+e−)pp events are selected by a dedicated exclusive dielectron Level-1 trigger
and a corresponding hlt path (Fig. 8.17).

8.4.1 Online selection of γγ → e
+
e
−

The production of an electron-positron pair via photon-photon interaction,
γγ → e+e−, is quite different from the corresponding µ+µ− production, from
the experimental point of view. Whilst muons leave a very clear signature in
the detector, electrons require a more advanced reconstruction for their identi-
fication. The kinematics of these events, as shown in Fig. 8.2, is also driven by
the ET dependence of the cross-section, as the transverse energy is the limiting
variable for the trigger definition. The default double isolated electron-gamma
(in short, di-iso e/γ) l1 trigger has a ET threshold at 8 GeV, and let pass only
1.47 pb of the events of interest.

The strategy to improve the selection at l1 is then to decrease the ET cut on
electron candidates. But then, the hlt input stage could face an overwhelming
flow of data if no new rejection mechanism is introduced5. The solution is
to introduce new requirements on the selected events, in this case in terms of
exclusivity. The ideal γγ → e+e− event has only two electrons in the central
detector, and possibly the scattered protons p seen in the vfds. Similarly to
muon pairs, the electron pairs are balanced in φ and pT (Fig. 8.3 and 8.4).
Hence, the trigger scheme could rely on the exclusivity (i.e. the fact that only
two electrons are present in the central detector), on the tight equality of their
transverse momentum, and on their perfect alignment in the transverse plane.
The improvements in selection efficiency obtained by the definition of a new
Exclusive Double Isolated EGamma Level-1 trigger bit are detailed here below.

Level-1 trigger At l1, the exclusivity condition is precisely used in unison
with a lower ET threshold, in order to keep the trigger bit output rate to
reasonable values, and to improve the signal selection efficiency. The approach

5One should remember that collisions produce most of the time soft qcd interactions, with
a lot of low energy and low ET particles. Lowering the trigger thresholds leads to increasing
the trigger output rate.
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relies on counting the number of electron candidates in the event, which is
naively equal to two. At l1, electrons and photons can not be distinguished
from each other. Moreover, it is required here that the candidate are separated
from other detected particles, making them isolated. These are referred here
to iso-e/γ candidates. Here are the key elements leading to the definition of a
new l1 trigger bit for γγ → e+e− events.

- From e/γ counter to jet counter. The use of dedicated electronics
for Level-1 trigger forces to use only a predefined set of quantities for the
definition of trigger bits. In particular, there is no e/γ counter available
at l1, but only jet counters. Fortunately, the Global Calorimeter Trigger
identifies e/γ candidates as jets, i.e. the e/γ objects always correspond to
some jet candidates in the same (η, φ) direction. These jets will be called
e/γ-jets from here onwards. e/γ candidates and e/γ-jets are matched if

∆R =
√

∆η2 + ∆φ2 < 0.3.

- Jet energy correction The definition of jet counters depends on the
lowest achievable jet ET , which is 10 GeV. Even the electrons considered
here have ET cuts below 8 GeV, the jet ET cut is not problematic, thanks
to the jet energy correction factors. These factors calibrate the jet energy
scale at l1, via look-up tables. They are obviously meant for true jets,
and the look-up tables are established accordingly. A consequence of
the application of these calibration constants on e/γ-jets is that their
reconstructed value is approximately twice their true value (Fig. 8.15).
In other terms, an e/γ-jet with a true ET of 6 GeV at generator level is
reconstructed with 12 GeV, which is above the ET = 10 GeV threshold of
the jet counter. In conclusion, e/γ-jet ET is systematically over-estimated
at l1, allowing a safe use of jet counters for the exclusivity requirement.

- Two e/γ candidates, or more. Once the exclusivity is set to prevent
rates from exploding, the ET cut on e/γ candidate can be lowered. A
transverse energy ET of 5 or 6 GeV reaches the minimal achievable val-
ues for e/γ observation and reconstruction in cms. However, for the new
trigger definition, it is not safe to stick to an additional “only two e/γ
candidates above 6 GeV” requirement. Indeed, due to the intense mag-
netic field in cms, the probability for a bremsstrahlung emission is quite
large, and the reconstruction of e/γ candidates at l1 does not take this
effect into account. A consequence is that dielectrons often have addi-
tional photons in the final state. So the requirement on e/γ candidates
is to count at least two of them.

- Final algorithm. In summary, the new l1 trigger bit dedicated to
γγ → e+e− processes should require an exclusivity condition, in terms of
jet counters, and a ET threshold applied on e/γ candidates:

L1_ExclusiveDoubleIsoEG6 : (JetCounts=2) and DoubleIsoEG6
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where JetCounts is the number of jets seen with |η| < 5 and ET ≥
10 GeV, and DoubleIsoEG6 requires to have at least two isolated e/γ
candidates passing a ET = 6 GeV threshold.
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Figure 8.15: Effects of the energy correction factors of l1 jet algorithms on
the reconstructed transverse energy ET . The reconstructed jets at l1 should
be rescaled with calibration constants, which make the ET of corrected reco
jets more similar to the real ET than uncorrected ones. This recalibration
takes into account the losses in the energy measurement due for instance to the
fragmentation (high multiplicity of low energy particles in the jet). However,
the reconstruction of fake jets originating in e/γ, called here e/γ-jets, is already
quite good before correction (uncorrected reco jet, pink dots), compared to
the particles at generator level (Gen reco jet, black dots). The application
of the calibration factors makes the ET of corrected reco e/γ-jets (red dots)
twice bigger as it really is. The visible steps unveil the application of the look-
up tables. Based on γγ → e+e− events. Jets are matched with the e/γ if at
a distance of ∆R < 0.3. The reconstruction is based on MidPoint Cone jet
algorithm, with a radius R = 5.

To be satisfactory, the new trigger bit should (i) increase the signal selection
efficiency at l1 and (ii) have a low additional rate. The additional rate is
evaluated by running on 3.2 × 106 minimum bias events (mostly soft qcd).
This was the standard procedure for the trigger validation in cmssw 1 6 0. The
corresponding rate study is depicted in Fig. 8.16 and summarised in Tab. 8.8.
The new trigger bit complies with both rate and efficiency requirements.
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Figure 8.16: Rate study for l1 dilepton trigger. The new exclusive di-e/γ
trigger (squares) has a rate at ET > 6 GeV similar to the default di-e/γ trigger
(circles), with ET > 8 GeV.

Trigger bit name Ethr
T Rate (kHz) Signal eff.

L1_DoubleIsoEG8 (default) 8 GeV 0.732 ± 0.042 1.47 pb
L1_ExclusiveDoubleIsoEG6 6 GeV 0.448 ± 0.033 2.39 pb

Table 8.8: Rates and selection for double e/γ l1 triggers. The trigger output
rate is based on 3.2×106 minimum bias events and the signal selection efficiency
on 10, 000 γγ → e+e− processes.
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High Level trigger Correspondingly to the new l1 trigger bit, a new hlt
path has been written (CandHLT2ElectronExclusive).

First, this path collects the two l1 isolated e/γ candidates, repeats the
transverse energy cut (ET > 6.0 GeV), checks their balance |∆ET | ≤ 10.0 GeV
and performs a filtering based on the acoplanarity (|∆φ| ≤ 0.6).

Secondly, the isolation based on hcal data is checked, for both hb and
he, asking for the energy sum within a cone (∆R < 0.15) to be less than
9 GeV. Tracking data are exploited by requiring first two reconstructed tracks
of electrons in the pixels; and the isolation of each electron based on tracking
data – i.e. there should not be any track with a pT > 0.4 GeV too close from
each e candidates (2-sided cone 0.02 < ∆R < 0.2). Tab. 8.9 summarises the
two trigger selection for the selection of γγ → e+e− events.

Level Name Package
L1 L1_ExclusiveDoubleIsoEG6 L1Menu2007.xml

Exactly two jets and at least two electrons with pe
T ≥ 6 GeV

HLT CandHLT2ElectronExclusive DoubleExclusiveElectronL1Isolated

ET and φ balance, hcal isolation, pixel matching and track isolation

Table 8.9: l1+hlt trigger path for dimuon events, with the corresponding
package name in cmssw and the set of conditions defining the triggers.

8.4.2 Offline analysis

From all the events, only 0.738 pb will be available for the offline analysis, in
spite of the very large production cross-section (7.1 mb without cuts). Most
of this reduction is due to the 6 GeV pT cut applied at Level-1, which already
hits the lowest reasonable value for electron reconstruction in cms. An anal-
ysis similar to the dimuon one is developed here for the selection of elastic
dielectrons.

The electron candidates are selected using the pixelMatchGSFElectrons

list. The candidates are seeded by pixel hits and matched to a super cluster
in the ecal. The electron track is fit with a Gaussian Sum Filter, designed
to take into account the possible bremsstrahlung. From the triggered events,
94.7% comply with the extra requirement of exactly two opposite sign electrons.
On this preselected sample, kinematics cuts and exclusivity conditions, similar
to those for the muon analysis, are applied. As low pT electrons are not as well-
reconstructed as the muons, the kinematic cuts are looser. The distribution of
the number of calotowers and of the tracks is similar to the dimuon case. The
impact of all selection cuts is visible in Fig. 8.18 and 8.19, and summarised in
Tab. 8.10 and 8.11.

The acoplanarity between both electron candidates (∆φ(ee)) should be
higher than 2.7, transverse energy balance ∆ET better than 5 GeV. For the
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Figure 8.17: Reduction due to the application of trigger conditions on the
electron signal samples. pT (left) and η (right) spectra for γγ → e+e− and
the reducible backgrounds [5]. The reduction is due to both the pT cut of the
trigger and the η coverage of the tracker. The selection inefficiency around
|η| ≈ 1.5 corresponds to the transitions between the barrel and the endcaps.
Two entries per event. Generator-level histograms are normalised to unity.
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Figure 8.18: Distributions of |∆φ| and |∆ET | for elastic γγ → e+e− signal
and reducible background. The reduction power is illustrated by the vertical
dashed line, symbolising the cut value. All histograms are normalised to unity.
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Figure 8.19: Application of the exclusivity conditions (left: calorimetric, right:
tracker) on the elastic γγ → e+e− signal and the reducible backgrounds [5].

e+e− inel DY2 DY3

|∆φ| > 2.7 99.9 97.5 87.2 93.6
|∆ET | < 5.0 GeV 99.3 91.3 71.8 60.3
N(towers)< 5 99.3 91.2 33.3 27.4
N(tracks)< 3 95.7 86.9 < 7.6 < 1.2

Table 8.10: Cumulative efficiency of the analysis cuts for dielectron signal
(γγ → e+e− elastic), for major reducible (dy) and irreducible backgrounds
(γγ → e+e− inelastic), after trigger. The upper limits comply with a 95% CL
limit, and are due to the lack of statistics as none of these events survives from
the selection. The two dy samples with the highest invariant mass bins (dy2

and dy3) have far more statistics than the first sample, for which no event is
selected by the trigger.
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e+e− inel DY1 DY2 DY3

σ (pb) 10.4 13.6 18, 910 2976 899
N (events) 100k 20k 96.6k 3M 3M
ǫtrig (%) 7.1 7.3 < 0.003 0.1 1.1
ǫsel (%) 90.7 82.4 − < 7.3 < 1.2
σvis (pb) 0.67 0.82 < 0.59 < 0.003 < 0.001

Table 8.11: Summary of the dielectron analysis, for signal and major back-
grounds, with the production cross-section (σ), the number of generated events
(N), the efficiencies for triggers (l1+hlt, ǫtrig) and selection (ǫsel, includ-
ing the preselection step), and finally the corresponding visible cross-section
(σvis). Samples labelled as e+e− and “inel” refers to elastic and inelastic
γγ → µ+µ− processes, respectively. The three Drell-Yan event samples cov-
ers the following invariant mass ranges (in GeV): dy1 : 6 < Mℓ+ℓ− < 10,
dy2 : 10 < Mℓ+ℓ− < 40 and dy3 : 40 < Mℓ+ℓ− . The upper limits comply with
a 95% CL limit.

exclusivity, the number of extra calorimetric towers should be smaller than 5
(rejecting towers closer than 0.3 in R =

√
∆η2 + ∆φ2 from any of the two

leptons, or with an energy below 5 GeV); it is also required that the number
of tracks in the event should be less than 3.

The systematic uncertainties are similar to those in the dimuon channels.
However, the impact of dead channels now decreases also the signal selection
(Tab. 8.12). This effect is understandable, as the electron reconstruction is
based on calorimetric data, while it is not the case for muons. A scenario with
5% of dead cells leads to a signal loss up to 4.7% and noisy channels have a
similar impact as for muon selection.

Affected channels dead
1% −1.3%
3% −4.0%
5% −4.7%

2.5% + 2.5% −30%

Table 8.12: Systematic errors on e+e− analysis from calorimeter exclusivity.
Signal loss in percent for several scenarios of disabled (dead) calorimetric cells.
Noisy scenarios provide the same results as for dimuons, as illustrated for the
mixed (2.5% + 2.5%) case.
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8.5 Conclusion and discussion

The observation of exclusive dimuons and dielectrons are considered here, via
a two-photon exchange. Event kinematics is characterised by the exclusive
presence of two back-to-back leptons in the final state. Leptons have opposite
charges and same flavour.

Dimuons are easily selected at low luminosity by the default trigger paths.
An efficient selection of the dielectron final states required the development of
a new l1+hlt path.

The offline selection of these exclusive lepton pairs relies on two types of
requirements: (1) kinematic constraints, testing the balance in transverse mo-
mentum and in acoplanarity; (2) exclusivity requirements, vetoing events with
too large activities in the tracker or the calorimeters. Several sources of sys-
tematic uncertainties are investigated, mainly concerning the calorimetric noisy
and dead channels, and the inefficiency of low pT measurements.

Exclusive dileptons have several applications, as detailed in the next chap-
ter: they provide an efficient way to measure the integrated luminosity in a low
pile-up environment, i.e. at the lhc start-up. Calibration of forward detectors
is also possible. As the luminosity increases, the level of pile-up also reaches
higher values. The exclusivity requirements have to be updated, for instance
by looking at the association between calorimetric towers and tracks pointing
to a secondary vertex.



Chapter 9

Luminosity measurement

and other applications

The accurate cross-section for exclusive production of dileptons make these
events ideal for a precise measurement of the absolute luminosity, already for
the early lhc data. This is a major application of the dilepton analyses. The
precise reconstruction of the final state lepton pair, coupled to a forward proton
tagging, allows a calibration of the very forward detectors, against effects like
the beamline misalignment. The exclusive dilepton analysis has been approved
by the cms collaboration [5] and the corresponding results are labelled accord-
ingly. The beamline misalignment studies [13] have been presented in several
international workshops [12]. The study of the calibration of the vfds with ex-
clusive dileptons is an update with full simulation of preliminary generator-level
results [21].

9.1 Exclusive dileptons at low luminosity

9.1.1 Results for the dimuons

The significant yield of exclusive muon pairs, the simple selection and the good
theoretical knowledge of their cross-section make them a good candidate for
absolute luminosity normalisation. They bring data complementary to the lu-
minosity measurement using the inclusive productions of W and Z bosons [145].

On the one hand, the theoretical uncertainty on the production of exclusive
dileptons is low (O(1%) [10]), but their online selection needs some precautions,
due to their low transverse energy/momentum.

On the other hand, the less known inclusive production of Z and W yields
easily triggered final states. Exclusive dileptons are especially good candidates
for luminosity normalisation in an environment with low event pile-up.

The integrated luminosity measurement depends on the number of observed
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events (Nobs), and on the estimated number of remaining background events
(Nbkg).

Tab. 8.4 summarises the cumulative efficiency of all the cuts on γγ → µ+µ−

signal events, on reducible backgrounds and irreducible singly inelastic µ+µ−

final states. After all the cuts, no event from the reducible background remains
from the large sample available. 95.4% of the signal and 45.8% of the singly
inelastic events passing the trigger are selected. As an illustration, after an
integrated luminosity of L = 100 pb−1, the numbers of observed events for
elastic and inelastic production of dimuons are expected to be the following
ones:

Nelastic(γγ → µ+µ−) = 709 ± 27(stat) ± 7(th)

Nelastic(γp → Υp → µ+µ−p) = 502 ± 22(stat)+20
−150(model)

Ninelastic(γγ → µ+µ−) = 636 ± 25(stat) ± 121(model)

(9.1)

The statistical errors are given by variance of the Poisson distribution (
√

N).
Precision measurement of the integrated luminosity relies on a good theoret-
ical understanding, making only elastic γγ → µ+µ− events suitable for such
an application. On the contrary, models for Υ photoproduction and inelastic
γγ → µ+µ− processes predict cross-sections with large uncertainties (referred
to as model errors). In conclusion, these have to be removed from the ob-
served sample for a precise determination of the absolute luminosity L, based
on exclusive muon pairs.

Diffractive photoproduction of Υ mesons. First of all, the Υ dimuon
decays are easily handled as the narrowness of the resonances allows a simple
cut on the dimuon invariant mass to reject all these events. The application of
an additional cut on the selected events, referred to as the Υ − veto, allows a
rejection of almost 100% of these events:

Υ − veto : Mµµ < 9 GeV OR Mµµ > 11 GeV. (9.2)

This [9 GeV; 11 GeV] interval covers the range of masses for the Υ (1S), (2S)
and (3S) (with MΥ from 9.4 to 10.3 GeV), including some detector effects.

Inelastic events. Secondly, the contamination of the final selected sample
by the two-photon inelastic events is high. The cross-section for singly inelastic
events is similar to the elastics one (σinel = 76.2 pb and σel = 74.7 pb, for
pT > 2.5 GeV at

√
s = 14 TeV), but is poorly known (∆σ/σ ≈ 20%). The cross-

section prediction depends on the parton density function, the fragmentation
function and the assumed cut on the mass of the dissociative system (MY ).
Following the example of Tevatron measurement [35], a 19% correction is
applied on the final number as a model error.
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The rejection of inelastic dimuon events by the exclusivity requirements is
not efficient, as the dissociative system of the proton is very forward according
to the simulations.

Two possibilities are available to disentangle this irreducible background
from signal: (1) fitting the shape of the acoplanarity and transverse momentum
distributions, and (2) using the forward detector information. Solution (1) is
illustrated in Fig. 9.1 (and 9.3 for dielectrons): the inelastic component is much
broader than the elastic contribution, which is peaked to the most balanced
values. The potential of solution (2) is depicted in Fig. 1.7: the η distribution
of the most central particle of a proton dissociative system is superimposed on
the acceptance of the castor and zdc forward calorimeters. It shows that
many dissociative systems from inelastic events lead to particles visible in the
forward calorimeters. This requirement is referred to as the forward calorimeter
veto. Both solutions (1) and (2) are discussed in detail later in this chapter.

Distributions for signal and background events. The final invariant
mass distribution for dimuons after all selection cuts is shown in Fig. 9.2. The
different components (elastics, inelastics, Υ) are visible, as well as the impact
of the forward calorimeter veto.

 (GeV)
T

 p∆
-3 -2 -1 0 1 2 3

E
ve

nt
s/

(0
.1

 G
eV

)

0

50

100

150

200

250

300

350

 (GeV)
T

 p∆
-3 -2 -1 0 1 2 3

E
ve

nt
s/

(0
.1

 G
eV

)

0

50

100

150

200

250

300

350

CMSSW 1_6_0

-µ +µ → γ γ
-µ +µ → Υ

Singly inelastic

CMS preliminary

| (rad)φ ∆|
2.9 2.95 3 3.05 3.1 3.15 3.2

E
ve

nt
s/

(0
.0

1 
ra

d)

0

50

100

150

200

250

300

350

| (rad)φ ∆|
2.9 2.95 3 3.05 3.1 3.15 3.2

E
ve

nt
s/

(0
.0

1 
ra

d)

0

50

100

150

200

250

300

350

CMSSW 1_6_0

-µ +µ → γ γ
-µ +µ → Υ

Singly inelastic

CMS preliminary

Figure 9.1: ∆pT and ∆φ for events passing all the selection requirements,
including the γγ → µ+µ− signal (elastic events, grey area), the singly inelastic
backgrounds (dashed line) and the Υ dimuon decay (plain line). Results of the
full analysis in CMSSW_1_6_0 after L = 100 pb−1 at

√
s = 14 TeV [5].

9.1.2 Results for the dielectrons

Trigger and offline selection of dielectrons lead to a very large reduction of the
electron sample (Tab. 8.10 and 8.11), where most of the reduction comes from



148 Luminosity measurement and other applications

 (GeV)µµM
0 10 20 30 40 50

E
ve

nt
s/

(0
.5

 G
eV

)

0

20

40

60

80

100

120

140

160

180

200

 (GeV)µµM
0 10 20 30 40 50

E
ve

nt
s/

(0
.5

 G
eV

)

0

20

40

60

80

100

120

140

160

180

200

CMSSW 1_6_0

-µ +µ → γ γ
-µ +µ → Υ

Singly inelastic

Singly inelastic w/ veto

 (GeV)µµM
0 10 20 30 40 50

E
ve

nt
s/

(4
 G

eV
)

0

100

200

300

400

500

600

700

800

 (GeV)µµM
0 10 20 30 40 50

E
ve

nt
s/

(4
 G

eV
)

0

100

200

300

400

500

600

700

800

CMSSW 1_6_0

-µ +µ → γ γ

-µ +µ → Υ

Singly inelastic w/ veto

CMS preliminary

Figure 9.2: Dimuon invariant mass Mµµ for events passing all the selection
requirements, at

√
s = 14 TeV [5]. Left: histograms showing the number of

expected events after L = 100 pb−1, per 0.5 GeV. The inelastic events are
shown both before and after the application of the veto. The grey histogram
corresponds to elastic γγ → µ+µ− events, and the three Υ samples are merged
into the black plain line. Right: cumulative histogram after the application of
the veto on inelastic events.

the pT ≥ 6 GeV cut at trigger level. For L = 100 pb−1, the expected numbers
of observed events are

Nelastic(γγ → e+e−) = 67 ± 8(stat) ± 7(th)

Ninelastic(γγ → e+e−) = 82 ± 9(stat) ± 15(model)
(9.3)

The statistical errors are obtained by the Poisson distribution (
√

N). Similarly
to dimuons, the theoretical uncertainty is less than 1% for elastic events. On
the contrary, the model errors are large for the inelastic cross-section.

The pT threshold is high enough to prevent any decay of Υ into electrons
from being selected but, at the same time, the statistics left is very small.
The extraction of inelastic content is similar to the dimuon analysis and the
application of the veto based on the forward detectors gives a good reduction:

N
w/oveto
inelastic(γγ → e+e−) = 82 ± 9(stat) ± 15(model)

N
w/veto
inelastic(γγ → e+e−) = 31 ± 6(stat) ± 6(model)

(9.4)

Finally, the invariant mass distribution for dielectrons after all selection cuts
is shown in Fig. 9.4. The lack of statistics prevents any reasonable fit for in-
elastic events rejection. Moreover, the statistical error on luminosity is already
higher than 10% for a background-free sample. Therefore, exclusive dielectrons
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can not provide an accurate normalisation of the integrated luminosity below
1 fb−1. However, their measurement is already interesting as probes for low pT

electrons, for monitoring the trigger and to control the reconstruction efficiency.
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Figure 9.3: ∆pT and ∆φ for events passing all the selection requirements,
including the γγ → e+e− signal (elastic events, grey area) and the singly
inelastic backgrounds (dashed line). Results of the full analysis in CMSSW_1_6_0

after L = 100 pb−1 at
√

s = 14 TeV [5].

9.1.3 Contribution from the reducible backgrounds

In spite of the large size of the simulated sample of reducible backgrounds,
no such event remains after selection. It is still worth remembering that the
tracking exclusivity requirement could be improved by the application of algo-
rithms specific to low pT tracks (Fig. 8.12). This would reject even more the
non-exclusive final states, like those of the Drell-Yan processes, when dealing
with real data.

In order to evaluate the impact of the reducible background after a given in-
tegrated luminosity, a method similar to the one for the cdf measurement [35]
has been applied. A fit to the number of extra calorimeter towers is per-
formed, as some events survive from the selection in the N > 5 sideband.
This sideband sample is fitted to an exponential distribution y = a + e−bx

(Fig. 9.5), in the range of [5; 25] towers. The extrapolation to N ≤ 5 values
gives an estimate of the background. For L = 100 pb−1, this extrapolation
gives Nbkg = 38.9 ± 1.9 [5]. This number will actually be decreased by the
application of the tracking algorithm dedicated to low pT tracks. Moreover,
even if they are not simulated later on, their minor contribution will be taken
into account by the fitting technique explained here below.
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Figure 9.4: Dielectron invariant mass Mee for events passing all the selection
requirements, at

√
s = 14 TeV. [5]. Left: histograms showing the number of

expected events after L = 100 pb−1, per 4 GeV bin, before the application
of the veto on inelastic events. The grey histogram corresponds to elastic
γγ → e+e− events. Right: cumulative histogram after the application of the
veto on inelastic events.
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Figure 9.5: Fit to the number of extra calorimetric towers in the side band for
the selected events, including all contributions. Numbers are expectation after
L = 100 pb−1 at

√
s = 14 TeV, after kinematic requirements on ∆pT and ∆φ

and after tracking exclusivity. Full range (left) and magnified sideband region
(right) are shown. Signal and irreducible backgrounds are localised in the lower
edge of the distribution, while reducible background events (mostly Drell-Yan)
extend to the whole range [5].
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9.2 Absolute luminosity measurement using dimuons

The measurement of integrated luminosity with a high precision is possible
with exclusive dimuon events [9], using Eq. 9.5:

L =
Nobs − Nbkg

ǫ σ
(9.5)

where σ is the signal cross-section and ǫ the corresponding measurement accep-
tance, which is related to both trigger and selection efficiencies (ǫ = ǫtrig×ǫsel).

In order to restrict to the region where the reconstruction efficiency is well
known, it is required that each muon has a transverse momentum pT > 5 GeV
and a pseudorapidity |η| < 2.4 corresponding to the fiducial region of the
muon chambers. It will be shown later that these cuts reduce the systematic
uncertainties on L coming from the acceptance term ǫ. The Υ dimuon decays
are completely rejected by the application of the Υ-veto. This reduces the
number of background events Nbkg.

After applying these additional cuts, one expects after L = 100 pb−1:

Nelastic(γγ → µ+µ−) = 426 ± 21(stat)± 4(th)

Ninelastic(γγ → µ+µ−) = 407 ± 20(stat) ± 77(model)
(9.6)

The only remaining background events are inelastic ones, while all other sources
are negligible.

The major concern in the luminosity measurement (Eq. 9.5) is the proper
estimate of the number of background events Nbkg, amongst the total number
of observed events Nobs. Two possibilities are available to disentangle this
irreducible background from the signal: (1) fitting the shape of the acoplanarity
distribution and (2) using the forward detector information, for stronger vetoing
of the inelastic, dissociative events.

9.2.1 Shape analysis

The acoplanarity definition chosen here is ∆|φ| = |φ1| − |φ2|. The observed
∆φ distribution is the sum of the elastic and inelastic contributions, each with
significantly different width. The dNsig/d∆|φ| distribution is well described
by a Breit-Wigner function1, if both muons are detected either in the barrel
(|η| < 1.04) or in the end-caps (1.04 < |η| < 2.4). Subsequently, as in general
the muons are located in either parts of the central detector, the signal fitting
function is chosen as a sum of two Breit-Wigner distributions. The use of two
Breit-Wigner distributions for the signal reflects the fact that the quality of the
muon measurement is better in the detector barrel than in the end-caps [70].

1Several fitting function were tried, like combination of Gaussian distributions. The solu-
tion presented here gives the best results.
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Finally, the distribution of all events is described by a sum of three Breit-
Wigner terms:

Fit (signal term): Sfit =
A1

x2 + (Γ1)2/4
+

A2

x2 + (Γ2)2/4

Fit (all events): (S + B)fit = A × Sfit +
B

x2 + Γ2/4

(9.7)

The Ai parameters are scaling the distributions vertically while Γi control
their width. The choice of Sfit is justified by a preliminary test on the signal
only (Fig. 9.6). For completeness, the distribution is also tested on simulated
inelastic samples (Fig. 9.7).

The χ2 − fit parameters are shown on the figure, for the reduced χ2/n =
1.339, in the range −0.016π < ∆|φ| < 0.016π. The small number of events
implies relatively large bins in the histograms.

In order to extract the number of selected background events Nbkg, the fit
on all events (signal + background) is adjusted by requiring a sum of three
Breit-Wigner distribution (S +B)fit, where the parameters of the first two are
fixed to the result of Sfit; the relative normalisation A is determined by the
(S + B)fit (Eq. 9.7). The normalisation of Sfit is determined by the fit. This
fit, in the −0.1π < ∆|φ| < 0.1π range, is shown in Fig. 9.8, and yields the
Γ, A and B parameters (χ2/n = 1.030). The number of selected background
events in the [−0.016π; 0.016π] range is given by the integral of the second
Breit-Wigner distribution Bfit:

Bfit =
B

x2 + Γ2/4
Nbkg =

∫ +0.016π

−0.016π

Bfit ×
dwbin

d|φ| d|φ|. (9.8)

with bin width dwbin/d|φ| = events/(0.0025π).

9.2.2 Forward detector veto

Besides this study, the subtraction of inelastic events could also be partially im-
proved by adding some information from forward calorimeters. Even if a large
fraction of the inelastic events have their dissociated proton remnant outside
the central detector acceptance (> 65%, Fig. 1.7), a veto could be applied from
the forward calorimeters, namely castor and zdc. The acceptance of these
detectors is defined in Chapter 4. Assuming that their detection efficiency is
100% in their η coverage and that, for zdc, photons with E > 20 GeV and
neutrons with E > 50 GeV are seen, a large fraction of the remaining inelastic
events can be rejected:

- 47% of the remaining singly inelastic events shows an activity in zdc

- adding one castor calorimeter on one side of cms, this fraction increases
up to 58%



9.2 Absolute luminosity measurement using dimuons 153

π|)/
2

φ| - |
1

φ(|
-0.1 -0.05 0 0.05 0.1

E
ve

nt
s/

(0
.0

02
5)

0

20

40

60

80

100

120

140

160 /42
2Γ + 2x

2A
 + 

/42
1Γ + 2x

1A

Elastics

CMSSW 1 6 0

-3 10× 22.594)±=(25.975 1Γ

-3 10× 1.384)±=(1.148 1A

-3 10× 0.347)±=(3.561 2Γ

-3 10× 0.092)±=(0.514 2A

/n=10.709/8=1.3392χ

π|)/
2

φ| - |
1

φ(|
-0.1 -0.05 0 0.05 0.1

E
ve

nt
s/

(0
.0

02
5)

-110

1

10

210 /42
2Γ + 2x

2A
 + 

/42
1Γ + 2x

1A

Elastics

CMSSW 1 6 0

-3 10× 22.594)±=(25.975 1Γ

-3 10× 1.384)±=(1.148 1A

-3 10× 0.347)±=(3.561 2Γ

-3 10× 0.092)±=(0.514 2A

/n=10.709/8=1.3392χ

Figure 9.6: Fit of the dimuon acoplanarity ∆|φ|, for the γγ → µ+µ− elastic
sample, in linear (left) and logarithmic (right) scales. The events are analysed in
CMSSW_1_6_0. The simulated sample is rescaled to the yield after L = 100 pb−1,
after a full offline selection and the application of the Υ veto. Additional
kinematic cuts are required at the offline level: pT > 5 GeV and |η| < 2.4. The
χ2 − fit function Sfit in [−0.016π; 0.016π] has a reduced χ2 of 1.339. This fit
fixes the A1, A2, Γ1 and Γ2 parameters, used in the fit (S + B)fit of the total
number of observed events.

- 68% for two castor calorimeters

The application of such a condition is powerful and could also be complemented
by the data from totem detectors, as t1 and t2 are located in front of hf and
castor. For L = 100 pb−1, the expected numbers of events before and after
the application of the second veto (namely, 1 castor + 2 zdcs) are:

N
w/o veto
inelastic (γγ → µ+µ−) = 407 ± 20(stat) ± 77(model)

N
w/ veto
inelastic(γγ → µ+µ−) = 141 ± 12(stat) ± 27(model) ,

(9.9)

assuming, as above, pT > 5 GeV, |η| < 2.4 and the Υ − veto. The fitting
procedure described above is also applied to the sample obtained after the
forward detector veto.

9.2.3 Systematic errors on luminosity measurement

Several contributions are investigated to estimate the systematic uncertainties
on the absolute luminosity measurement:

- Evaluation of the acceptance term. The acceptance parameter ǫ is
deduced from the simulation and includes the selection efficiencies of the
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Figure 9.7: Fit of the dimuon acoplanarity ∆|φ| for the simulated inelastic
exclusive dimuon events, in linear (left) and logarithmic (right) scales. These
events are analysed in CMSSW_1_6_0 after L = 100 pb−1, a full offline selection
and the application of the Υ veto. Additional kinematic cuts are required at
the offline level: pT > 5 GeV and |η| < 2.4. The χ2 − fit function (B)fit

in [−0.1π; 0.1π] yields a reduced χ2 of 0.841. This fit yields the A1 and Γ1

parameters, used for cross-checks.

triggers and the offline analysis. Both the trigger and the signal cross-
section depend strongly on the muon pT . The impact of a possible addi-
tional inefficiency affecting the muon pT measurement below 10 GeV is
estimated. Less signal (−3%) and inelastic background events (−2%) are
triggered when the trigger efficiency curve is significantly modified close
to threshold. Inelastic events are less affected as their pT distribution is
flatter than the one of elastic events. This yields an extra ∆ǫ/ǫ = 3%
systematic error to the luminosity measurement. The application of the
tighter pT and η cuts on each muon candidate reduces such errors from the
trigger-level reconstruction inefficiencies down to 1.5%. The in situ con-
trol of this uncertainty can be provided for instance by use of a prescaled
sample of single muon triggers at low pT . Given enough statistics this
would allow for determination of the actual trigger efficiency curve. A
possibility investigated by the cms collaboration is to use samples con-
taining inclusively J/Ψ or Υ mesons, decaying into a muon pair. Such
events have to be selected by any trigger path, due to other character-
istics of the event. Then the real dependence on muon pT of the muon
trigger efficiency can be measured, a posteriori. If the integrated lumi-
nosity is large enough another solution is to simply apply a higher offline
pT thresholds.
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Figure 9.8: Fit of the dimuon acoplanarity ∆|φ| for all observed exclusive
dimuon events, in linear (left) and logarithmic (right) scales. These events are
analysed in CMSSW_1_6_0 after L = 100 pb−1, a full offline selection and the
application of the Υ veto. Additional kinematic cuts are required at the offline
level: pT > 5 GeV and |η| < 2.4. The χ2−fit function (S+B)fit in [−0.1π; 0.1π]
yields a reduced χ2 of 0.980. This fit yields the A, B and Γ parameters, used
for the estimation of the number of observed background events. The integral
of Bfit in the [−0.016π; 0.016π] range gives Nbkg = 190.0± 23.5 events.

- Scale of the transverse momentum The dependence of the various
steps of the event reconstruction depends on the muon transverse momen-
tum pT . A reasonable systematic error of 1% on the pT scale changes the
signal selection by approximately 0.25%. The muon transverse momen-
tum measurement is also affected by the misalignment of the detector.
The dimuon decay of exclusive Υ brings an absolute reference for the
pT scale dependence of the selection, as the dimuon invariant mass Mµµ

is then very well known [5]. In addition, the reconstructed Upsilon reso-
nance widths give direct information on actual resolution of the muon pT .

- Calorimetric exclusivity. The amount of noisy channels in electro-
magnetic and hadronic calorimeters could imply that signal events do
not satisfy the calorimetric exclusivity condition. However, these will
be monitored during zero-bias triggers and abort gaps in the lhc bunch
trains. Once identified, the contribution from these cells could be masked
to avoid to take them into account. In the following, it is assumed that
the number of unmasked noisy calorimetric channels do not exceed 1%.
According to the study presented in the previous chapter (Tab. 8.7), a
2% uncertainty on the selected events could be expected. In case these
assumptions are not valid, the exclusivity requirements could be modi-
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fied by requiring (1) a tracking exclusivity and (2) rapidity gaps in the
hf calorimeters. Such a rapidity gap condition can be set by cutting on
the total energy in each hf, for instance [1]. The advantage is that this
is less dependent on the number of noisy calorimetric cells.

- Tracking exclusivity. The tracking exclusivity requires an upper value
for the number of reconstructed tracks in the event. Fake tracks could
lead to a rejection of the signal events, but are negligible: the rate of fake
tracks with a pT > 1 GeV is at the permille level if a tracking algorithm
dedicated to low pT particles is used [147]. Subsequently, the contribu-
tion of tracking exclusivity to the systematic uncertainties on the absolute
measurement of luminosity is supposed to be negligible.

- Acoplanarity fit In order to evaluate the effects of the uncertainties
in the acoplanarity fit, the shape of the fitting function has been varied.
Adding a constant term to the fit does not bring any significant change.
On the other hand, varying the Γ, B parameters in the (B + S)fit gives
some numbers for this kind of uncertainty. Increasing or decreasing the
scale factor B by 10% leads to an ∆L/L relative error below 2%. The
width parameter Γ is more sensitive to changes (10% increase or decrease
leading to ∆L/L = 2.7% or 1.2%). However, the parameters can not
vary so much without yielding to an inconsistent reduced χ2. Subse-
quently, 1.5% as an estimate for the measurement error from the fit is
conservative. The major impact of a bad fit is the presence of a bias
in the luminosity measurement. In general, if the acoplanarity fit is not
satisfactory, it is still possible to try to fit separately the ∆pT distribution.

The various contributions to the systematic uncertainties are summarised
in Tab. 9.1. The quadratic combination of these numbers gives an estimate of
the total systematic errors at the level of 2.9%.

Acceptance 1.5% Calibration using inclusive low pT muon
Muon pT scale < 0.3% Use γp → Υp → µ+µ−p
Calorimetric excl. 2% Monitoring and masking the noisy calotowers

and/or forward rap gap without calorimeter excl.
Tracking excl. − Use tracking algorithm dedicated

to low pT track reconstruction
Acoplanarity fit 1.5% More data and/or other types of fit.

Table 9.1: Summary of the systematics on the luminosity measurement with
muon pairs, and possible solutions to tackle them. The quadratic sum results
in 2.9% systematic errors
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When pile-up is increasing, the calorimeter exclusivity have to be removed.
All the exclusivity then relies on the tracking, for which the error has to be
evaluated and taken into account. It could be expected that the rise of the
uncertainty from tracking exclusivity will not be as high as the decrease due to
the removal of the calorimetric exclusivity. However, the contamination of the
observed sample by background events will be larger. But these reducible back-
ground events will bring a clear constant term in the acoplanarity distribution.
A proper fit can help in removing this new component, at higher luminosities.

9.2.4 Absolute luminosity measurement

The absolute measurement of the integrated luminosity with exclusive muon
pairs is based on Eq. 9.5. Tab. 9.2 collects all the variables for this evaluation.
The exhaustive list of cuts applied offline on the samples is:

- Kinematic cuts: pT > 5 GeV and |η| < 2.4 for each muon

- Acoplanarity cut: |∆φ| > 2.9 rad

- Transverse momentum cut: |∆pT | < 2 GeV

- Tracking exclusivity: Ntracks < 3

- Calorimetric exclusivity: Ntowers < 5, for towers with E > 5 GeV
and isolated from the muon candidates (∆R > 0.3)

- Upsilon veto: Mµµ < 9 GeV or Mµµ > 11 GeV.

The simulated signal is fitted in the following range: ∆|φ| ∈ [−0.016π; 0.016π],
for the extraction of the Γ1, A1, Γ2 and A2 parameters. The distribution of
the observed events is fitted in ∆|φ| ∈ [−0.072π; 0.072π], and the integral of
the background assumed distribution Bfit covers ∆|φ| ∈ [−0.016π; 0.016π].

The statistical errors on Nobs come from the Poisson distribution and varies
with the scenario. For the theoretical error on the cross-section, ∆σ/σ = 1%
is conservative. The errors on the acceptance (ǫ = ǫtrig × ǫsel) are included in
the systematic uncertainties (Tab. 9.1), and estimated to be 2.9%.

Measurement after 100 pb−1

From Eq. 9.5 and Tab. 9.2, one obtain the results of a simulated luminosity
measurement after Ltrue = 100 pb−1, using the exclusive dimuon simulated
sample is:

Scenario (i): Ltrue = 100 pb−1 (9.10)

Lmeas = 96.8 ± 6.1(stat) ± 1.0(th) ± 2.9(syst) pb−1. (9.11)

The statistical errors dominates the total uncertainty on the measurement
(7.0%), assuming that the understanding of the systematic effect is properly
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L (pb−1) σ (pb) ǫtrig (%) Variant Nobs Nbkg ǫsel (%)
100 74.7 10.0 578 ± 24 190.0 53.7
100 ′ ′ w/veto 455 ± 21 56.3 53.7
1000 ′ ′ 5788± 76 1865 53.7
1000 ′ ′ pT > 8 GeV 2382± 49 832 20.3

Table 9.2: Summary of the variables for the luminosity measurement with muon
pairs: true luminosity L; process cross-section σ assuming pT > 2.5 GeV and√

s = 14 TeV; l1+hlt trigger selection efficiency ǫtrig; number of observed
events Nobs ±

√
Nobs; estimated number of background events in the observed

sample Nbkg; overall offline selection efficiency ǫsel including all cuts. Four
scenarios are investigated: (i) Lint = 100 pb−1 with the default set of cuts,
detailed in this section; (ii) Lint = 100 pb−1 with the application of the forward
calorimeter veto; (iii) Lint = 1 fb−1 with the default set of cuts; (iv) Lint =
1 fb−1 where the pT cut is risen to 8 GeV.

evaluated. Here, the inelastic component of the simulated data is only rejected
by the fit of the acoplanarity distribution. Provided that the forward calorime-
ters castor and zdc are installed and ready for acquisition, the inelastic events
can be rejected by a veto using them, as discussed previously. The number of
observed events, after L = 100 pb−1, becomes:

Scenario (ii): Ltrue = 100 pb−1 with forward calorimeter veto (9.12)

Lmeas = 99.4 ± 5.3(stat)± 1.0(th) ± 2.9(syst) pb−1. (9.13)

The effect of the background reduction is a better fit of the observed data.
The estimate of the number of remaining background events is improved. As
long as the accumulated data sample remains small, the total uncertainty of
6.2% is dominated by the statistical errors

√
Nobs/(Nobs − Nbkg). The deter-

mined luminosity agrees within statistical errors with true value. This term
should improve with the size of the observed sample. A large part of the error
comes from the statistics (

√
Nobs). As an estimate, a background-free sample

would contain Nobs = 601 dimuon events, leading to a 4.1% accuracy from
Poisson statistics, which is consistent with earlier generator-level studies [21].
However here, the range of the signal fit is narrower, which decreases the avail-
able statistics.

Measurement after 1 fb−1

If more data are accumulated, the statistical errors decrease. On the other
hand, pile-up events could become a problem and should be dealt with care.
Two scenarios at higher luminosity are presented here, assuming a pile-up free
environment. A true integrated luminosity of Ltrue = 1 fb−1 is assumed. The
forward calorimeter veto is not considered as it is sensitive to the pile-up. The
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two scenarios differ on the kinematic cut on pT . Indeed, as the luminosity
increases, the pT trigger thresholds will increase.

Scenario (iii): Ltrue = 1 fb−1 (9.14)

Lmeas = 978 ± 19(stat) ± 10(th) ± 28(syst) pb−1. (9.15)

Under these assumptions, the total uncertainty reaches 3.6% and is now dom-
inated by the systematic errors. These are supposed here to remain similar as
at low luminosity, or even to decrease. The statistical errors drop to 1.9% but
rely on a pT > 5 GeV cut. The following scenario may be more realistic with
that respect

Scenario (iv): Ltrue = 1 fb−1 with pT > 8 GeV (9.16)

Lmeas = 1023 ± 32(stat) ± 10(th) ± 30(syst) pb−1. (9.17)

The increase of the muon pT threshold is consistent with the luminosity
increase, as the trigger algorithms have to be adjusted to avoid too high output
rates. First effect of this higher pT threshold is larger statistical errors (3.1%),
which become similar to the systematic ones. However, it could be expected
that the systematical errors actually decrease with a higher pT cut. The total
uncertainty on the measurement is then 4.4% in this simulation.

In both high luminosity scenarios (Ltrue = 1 fb−1), the bias stays small and
is below the total uncertainty. The accumulated data bring the statistical errors
at least at the level of the systematic ones, if not better. Very low values, at
the order of 3%, are achieved, while they dominate by far the total uncertainty
at Ltrue = 100 pb−1.

Perspectives

A precise description of the pile-up rejection at high luminosity is not given in
this document. Several techniques can be used in real conditions. In particular,
vertexing is a possible tool for the rejection of observed particles coming from
pile-up events.

In the previous section, the signal shape is determined from the simulated
samples. With real data, for consistency, the A1 and A2 parameters could also
be extracted from the data. For instance, if stronger cuts and the forward
detector veto are applied, the content of the observed sample will be mostly
made of elastic events, but with less statistics. Moreover, upsilon events will
in principle provide a lot of checks for systematics. These events will help in
tuning the monte carlo software and serve as a reference.

Processes with a double inelastic photon exchange, i.e. events where both
protons dissociate, are not taken into account here. Full simulation has not
been done but generator-level studies showed that: (1) the cross-section is
lower, even if the uncertainty is larger; (2) the acoplanarity distribution is
much flatter, contributing as a constant term in the corresponding distribution
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of observed events. This contribution seems very small and will be handled as
any other contribution in the fit: it will be included in the estimate of Nbkg.

Conclusions

The total uncertainty on the measured integrated luminosity is will be at the
order of 6%, for approximately 100 pb−1 and is driven by the statistical errors.
This result is well below the expected 10% accuracy using inclusive W and Z
boson productions at the lhc start-up [70]. At larger luminosity, a total uncer-
tainty at the order of 3% or better could be achieved assuming high statistics,
a good understanding of the systematic errors and a well-controlled pile-up
subtraction. The absolute luminosity determination is a major application of
the measurement of the exclusive muon pairs in the cms experiment.

9.3 Effects of the misalignment of beamline el-

ements on VFD detectors

In forward physics, a good knowledge of the whole beamline is critical. A dis-
placement of the order of a few hundreds of micrometers is tolerated, provided
that the beam characteristics remain identical at the interaction points. This
tolerance has to be compared to the typical length of the magnets, which is of
a few meters. Even if it looks negligible, the element displacement with respect
to beamline maps is not harmless: while a vertical dipolar field is insensitive to
a horizontal shift or tilt, such displacements could have a major impact when
dealing with quadrupoles or collimators. This section discusses this impact
for quadrupoles, and possible corrections being applied on the particle energy
reconstruction from measurements by vfds in a misaligned beamline [13].

The misalignment of the lhc optical elements could have a significant im-
pact on the measurements with very forward detectors. As the deflection of
the particle paths depends on their positions in quadrupoles, a misplacement of
these optical elements implies a change in the nominal beam position. In turn,
as the accurate position measurement with the forward tracking detectors (as
well as the information inferred from the segmentation of forward calorimeters)
is referred to the ideal beam location, changing this reference results in a biased
reconstruction of the measured particles.

Fig. 9.9 shows the impact of possible shifts (0.5 mm) and tilts (0.1 mrad)
of the beamline quadrupoles on the energy reconstruction with vfds at 420 m.
The reconstruction assumes ideal beamline in which only one quadrupole at a
time is separately moved. Effects higher than 10 % could be expected. Even
a perfect knowledge of the actual beam position at the vfd, using beam po-
sition monitors, does not entirely correct for this error, that depends on the
quadrupole position. The further from the vfd, the more insensitive the cor-
rection. Better results are obtained using a physics calibration process like the
exclusive dimuon production.
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Figure 9.9: Ratio of the proton energy loss, reconstructed with the vfds (Erec),
to the true energy loss (Eγ) in a beamline with one misaligned quadrupole. The
graphs show the bias for the reconstruction of a 100 GeV energy loss assum-
ing the misaligned quadrupole at various positions. Each element is separately
shifted (500 µm, upper plots) or tilted (100 µrad, lower plots), assuming a per-
fect alignment for the rest of the beamline. The impact of the misalignment can
be as high as 10% (left). Even a perfect knowledge of the actual beam position
at the vfd (right), using Beam Position Monitors, does not compensate for
this bias, depending on the position of the misplaced quadrupole. Simulation
with Hector [13].

These results have been included in the recent design reports of the FP420
project [12].
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9.4 Calibration of the VFDs from the exclusive

dimuon data

Calibration of the reconstructed variables at forward detectors can be well-
maintained using the physics processes and the central detectors. At hera, the
elastic ρ meson photoproduction was used where the momentum of the scat-
tered proton could be deduced from the decay in two charged pions using the
central tracking. At the lhc, the two-photon exclusive production of dimuon
pairs seems a good calibration process, with large accumulated statistics for
the detectors at 420 m. The visible cross-section is large (σ ≈ 7 pb), including
the acceptance of central detectors. This could even allow for a run-by-run
calibration of the scattered proton energy scale within a full acceptance range.
Moreover, the expected reconstruction power of central detectors is excellent
for such dimuon events. Earlier studies quote a proton energy uncertainty of
about 10−4 per event [21]. These results are updated here using a full detector
simulation.

The cms detector provides an accurate measurement of muons, and in par-
ticular of the dimuon invariant mass Mµµ and of the longitudinal momentum
Pz . Assuming collinear photons, these quantities are given by:

Mµµ =
√

2Eγ1Eγ2 (9.18)

Pz = Eγ1 − Eγ2. (9.19)

These equations provide an estimate of the photon energies (Eγ1 and Eγ2), or
equivalently, of the proton energy loss:

Eγi = ±Pz

2
+

√
(Mµµ)2 + (Pz)2

2
, i = 1, 2. (9.20)

As far as the approximation holds, namely for low photon pT , the measurement
of the dimuon system provides a means to calibrate the vfds. In the following,
the proton relative energy loss

x = Eγ/Ebeam (9.21)

can be expressed in terms of (1) the true value obtained from mc protons
(xp

true), of (2) the value computed from the mc muons (xµ
true) and of (3) the

value calculated from the measured muons (xµ
reco). The power of these cali-

bration technique depends on the accuracy of the energy loss reconstruction.
Fig. 9.10a shows the expected spectrum of the proton relative energy loss x for
the selected γγ → µ+µ− elastic events and the fp420 acceptance in this vari-
able. The accuracy of the reconstruction algorithms for muons is assessed using
Fig. 9.10b, where no bias is visible when comparing the x values for generator
level muons and reconstructed muons (xµ

true and xµ
reco, respectively). A Gaus-

sian shape gives an estimate of the rms of the peak, of the order of 10−6. In
reality, reconstructed muons will be used for the estimate of the proton relative
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energy loss x and should be compared to the true value xp
true. The difference

is given for elastic and inelastic dimuon samples (Fig. 9.10c and 9.10d). Very
good resolution is expected (< 10−5), for a negligible bias, even though the
sample of inelastic events show a broader peak. The possible bias is studied as
a function of the x values. Four different x bins are selected:

(1) below 1 × 10−3, i.e. below the fp420 acceptance

(2) [0.001; 0.003], i.e. in the lower edge of fp420 acceptance, which depends
on the distance between the detector active area and the beam

(3) [0.003; 0.010], i.e. in the upper edge of fp420 acceptance. The upper
limit of the fp420 acceptance depends on the actual position of rp220
detectors, that could possible screen the fp420 sensors.

(4) above 1 × 10−2, i.e. in the region accessible to vfds at 220 m or 420 m,
depending on their distance to the beam.

Fig. 9.11 shows that the bias and the rms increase with increasing x values.
In particular, the uncertainty reaches 10−4 for the highest energy losses.

Samples γγ → µ+µ− γγ → e+e−

All events 709 67
≤ 1 proton tag at 420 m 280 39
≤ 1 proton tag at 220 m 5 4

Table 9.3: Number of selected dilepton events with at least one proton tag in
the very forward detectors, after an integrated luminosity of 100 pb−1.

The estimated number of selected dileptons, which are tagged in very for-
ward detectors, is collected in Tab. 9.3. This method has much more lim-
ited statistics within acceptance of the detectors at 220 m. The high-energy
bremsstrahlung pp → ppγ is a possible candidate for the energy scale calibra-
tion of the vfds at 220 m [13]. It has relatively large cross-section, about 10 nb
for Eγ > 100 GeV, and photons are emitted into a very forward cone, so could
be detected in the zero-degree calorimeters (zdcs). A simultaneous measure-
ment of the scattered proton in the vfd and of the bremsstrahlung photon in
the zdc would then allow for cross-calibration of these two devices.

In this study, the misalignment of the muon system has not been taken into
account.

Central Exclusive Production The misalignment effects and their correc-
tions are illustrated (Fig. 9.12) by the study of two-photon exclusive production
of the sm Higgs boson (pp(γγ → H)pp) with MH = 115 GeV. The measure-
ment of the energy of the two scattered protons yields the boson mass, by means
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Figure 9.10: (a) Distribution of the relative energy loss of the protons x =
Eγ/Ep, computed from the proton generator level data (lpair), for the elastic
γγ → µ+µ− process, after the offline selection of the dimuons in CMSSW_1_6_0.
(b) Comparison of the x value computed from the muon generator level data
xµ

true and the value reconstructed from the muon measurement xµ
reco. Very good

resolution and no bias are achieved from the muon reconstruction algorithms.
Comparison of the true relative energy loss xp

true and the value reconstructed
from the muon measurement xµ

reco for elastic (c) and inelastic (d) processes.
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Figure 9.11: Reconstruction power on the relative energy loss of the proton x
from the muon measurement, in four different bins in x, after selection, using
CMSSW_1_6_0. Gaussian shapes give an estimate of the peak widths and offsets,
which increase with higher x values. Misalignment of the muon system has not
been taken into account.
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of the missing mass method (Eq. 4.2). As a consequence, an uncorrected mea-
surement with misalignment leads to a bad mass computation. A quadrupole
(MQM9R5, s = 347 m) close to the detector has been shifted by 100 µm, and
another quadrupole (MQXA1R5, s = 29 m) close to the ip by 500 µm; in the
latter case, the misalignment-induced change in the vfd acceptance is visible,
with a loss of signal. The limitations of the beam-position-based corrections
are clearly visible (≈ 3%), even assuming no systematic errors, while the muon-
calibration stays unbiased (though only a relatively small sample of 700 dimuon
events was used to get the correction factors).

9.5 Direct observation of lepton pairs in for-

ward detectors

The measurement of both leptons by cms, for pseudorapidities up to 2.5 gives
some prediction power on the energy of the scattered protons. Very forward
detectors – namely, rp220 and fp420 – can subsequently be calibrated by
means of a physics process, as explained in the previous section.

But events with only one lepton from the pair detected in cms could also
be useful. From the η and ∆η = ηµ+ − ηµ− distributions (Fig. 8.5 and 8.6),
it is remarkable that (i) many muons will be produced out of the [−2.5; 2.5]
pseudorapidity window; (ii) many events can have a first muon in the central
detector and the second one in a forward region. If we only focus on triggers
based on central detector data, the only possibility left is when one muon is
central (|η| < 2.5) and fires the 1 isolated muon trigger, and the other muon
is sent within the acceptance of some forward detector (Fig. 9.13). It should
be noted that the single muon trigger is dependent on the real coverage of
rpc detectors. In other terms, the single muon trigger works only in −2.1 ≤
η ≤ 2.1, while dimuon triggers could accept the second candidate to be in the
[2.1; 2.5] region, using the central tracking data. Both hf and castor have
been operated in muon test beams [76], with sensitivity starting at 50 GeV.

In the ideal case, the event signature is then 1 muon in the central detec-
tor, 1 muon in one of the forward detector (namely t1+hf or t2+castor);
in addition the forward protons p can be detected independently in rp220 or
fp420. Moreover, it should be requested that the central muon has a trans-
verse momentum large enough to be reconstructed (independently of the trigger
lower threshold), i.e. pT ≥ 3 GeV. Two constraints arise: (i) no pile-up event
should happen during this bunch crossing. Therefore, a (very) low luminosity
is required. (ii) No fake signal is visible in the forward detectors. However the
tight correlation in φ for both muons (Fig 8.4)2 can be used to discriminate
the single muon signal from some background events.

A simple study at generator level leads to the following figures: single
muons from γγ → µ+µ−, with pT ≥ 1 GeV and a total production cross-

2i.e. muons are back-to-back in the transverse plane
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Figure 9.12: Illustration of the effects in the energy reconstruction due to the
misalignment of the lhc quadrupoles. The graphs show the reconstructed
Higgs boson mass in the two-photon exclusive production, using the energy
of two forward scattered protons. In the upper plot, a quadrupole (MQM9R5,
s = 347 m) close to the detector has been shifted by 100 µm. Misaligning
an optical element (MQXA1R5, s = 29 m) close to the ip leads to a loss of
acceptance (lower plot). The reconstructed values including the correction due
to the dimuon calibration is also plotted. The average reconstructed mass and
its resolution are given, without including the beam energy dispersion.

section of 0.676 nb, have a 48 % probability not to be central. Events with
one centrally detected muon (|η| ≤ 2.5 and pT ≥ 3 GeV) and one non-central
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muon (|η| ≥ 2.5) will happen with 2 % chance, i.e. with 14.15 pb. Even at
L = 1032 cm−2s−1, this corresponds to Nµ ≈ 5 per hour. The very narrow φ
and pT balance between both muons should serve for the identification of the
forward muon, and possibly to the calibration (using pT ) or alignment (using φ)
of the corresponding forward detector. But for such purposes, the development
of a new exclusive single muon, possibly isolated, would be required, in order
to decrease the pT threshold. Indeed, the trigger efficiency ǫ would drop from
ǫ(pT ≥ 3) = 2.0 % to ǫ(pT ≥ 7.0) = 0.25 % at l1. Tab. 9.4 summarises these
numbers for hf and castor. Similar considerations apply for dielectrons, with
higher pT thresholds in cms (Tab. 9.5): 6.0 is the minimum for reconstruction
and 12.0 is the threshold of default single electron Level-1 trigger. Rates left
at this level emphasise the need for a definition of dedicated trigger paths.

In this generator level study, with no assumed reconstruction efficiency,
100, 000 lpair events were used. The effect of cms magnetic field is not taken
into account3.
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Figure 9.13: η distribution of muons from γγ → µ+µ−. Left: no cut on pT .
Right: pT > 2.5 GeV.

9.6 Extending exclusive dilepton observation to

higher luminosities

Driving the lhc to higher luminosities leads to more numerous pile-up events.
The exclusive productions will be a priori hidden by a large background of low
energy particles coming from the pile-up. Moreover, in order to handle the data

3Which is in first approximation not important, as the considered transverse momenta
are small.
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pp(γγ → µ+µ−)pp σacc (pb) Rate (h−1) Epeak (GeV)

pT ≥ 3 GeV
hf 6.21 2.2 50
castor 0.34 0.12 300

pT ≥ 7 GeV
hf 0.72 0.26 120
castor 0.034 7.6 × 10−3 700

Table 9.4: Rates for dimuons detected simultaneously by cms and a forward
detector. It is assumed that one muon is within cms acceptance (|η| ≤ 2.1 and
pT ≥ 3 or 7 GeV) and the second muon is within a forward detector acceptance.
Cross-sections in pb are shown for the geometrical acceptances of t1+hf and
t2+castor. The rates in number of events per hour assume a luminosity of
L = 1032 cm−2s−1 = 0.36 pb−1h−1. The most probable muon energy Epeak is
given (Fig. 9.14).

pp(γγ → e+e−)pp σacc (pb) Rate (h−1) Epeak (GeV)

pT ≥ 6 GeV
hf 1.06 0.38 100
castor 37 × 10−3 13 × 10−3 600

pT ≥ 12 GeV
hf 0.16 58 × 10−3 120
castor 2.5 × 10−3 0.9 × 10−3 1400

Table 9.5: Rates for dielectrons detected simultaneously by cms and a forward
detector. It is assumed that one electron is within cms acceptance (|η| ≤ 2.1
and pT ≥ 6 or 12 GeV) and the second electron is within a forward detector
acceptance. Cross-sections in pb are shown for the geometrical acceptances of
t1+hf and t2+castor. The rates in number of events per hour assume an
instant luminosity of L = 1032 cm−2s−1 = 0.36 pb−1h−1. The most probable
muon energy Epeak is given (Fig. 9.15).
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Figure 9.14: Energy distributions for muons detected in hf (left) and castor
(right), when requiring that the second muon is seen by cms (i.e. |η(µ2)| ≤ 2.1
and pT (µ2) ≥ 3 GeV).
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(right), when requiring that the second electron is seen by cms (i.e. |η(e2)| ≤ 2.1
and pT (e2) ≥ 6 GeV).
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flow, the trigger thresholds are risen to higher pT values. As a first estimate,
it is conservative4 to assume a dimuon (inclusive) trigger around 10 GeV at
L = 1034 cm−2s−1.

Higher thresholds will largely reduce the signal selection; however, the
achievable integrated luminosity could compensate for this. Larger statistics
means also the extension of the dimuon invariant mass reach. At 10 fb−1,
assuming the abovementioned 10 GeV pT threshold and an offline selection
efficiency of 90%, one event is expected from sm exclusive dimuons for Mµµ

above 800 GeV.
The major issue for high luminosity is the pile-up, which prevents from us-

ing bare exclusivity. The analysis at low luminosity showed that the tracking
exclusivity was very powerful. Vertexing could bring further important con-
straints, as one could require to drop all tracks pointing to another vertex than
the one from which both muons originate. Then, the exclusivity would be ex-
pressed as a cut on the number of tracks pointing to the dimuon vertex. Such
a method would still suffer from pile-up events with a z coordinate similar to
the one of the dimuon vertex. For signal selection, acoplanarity and pT balance
will remain usuable, even if the background will increase. However, systematic
errors are expected to be much larger and will have to be understood with care.
The use of prescaled samples of low pT muons will allow for checking trigger
efficiencies for instance. Similarly, the large production of Υ mesons will be
helpful for the detector calibration.

The observation of exclusive dielectrons could be improved with larger
statistics, as long as the increase of the trigger pT thresholds is not too strong.
Dimuons at higher luminosities could bring an alternative way to look for
physics beyond the Standard Model, with similar final states. These searches
would benefit from the stable and controlled environment using exclusive dilep-
tons.

4Earlier studies [83] delivered a pair of asymmetric thresholds (8, 5) for a dimuon L1
trigger bit.





Chapter 10

Υ diffractive

photoproduction

Amongst the selected γγ → µ+µ− events, the resonance peaks of the heavy
Υ meson are visible. This chapter summarises the status of diffractive photo-
production of Υ mesons at high energy colliders, and brings prospects for the
observation of the (1S), (2S) and (3S) resonances via the exclusive dimuon
analysis. This study assumes no pile-up events. Part of the results presented
here has been approved by the cms collaboration.

10.1 Introduction

Complementarily to γγ fusion, exclusive dilepton final states can be produced
via leptonic decay modes of the J/Ψ and the Υ mesons. While the dimuon
decays of Υ mesons are considered as a background to the exclusive dimuon
two-photon production, their detection is very interesting in itself as detailed
in this chapter. The diffractive photoproduction of these narrow bb̄ resonances
has been studied in the past, at hera and Tevatron. The Υ mass, around
10 GeV, is very well-known with a precision of the order of 10−5 (Tab. 10.1),
from other production modes. In diffractive photoproduction, the mesons are
produced at low pT , therefore, the pT of their decay muons is limited to 5 GeV.
Subsequently, in the dimuon decay mode, only Υ mesons are visible in cms
in exclusive diffractive photoproduction, while lighter mesons will not be trig-
gered. Due to the higher trigger threshold, the Υ dielectron decay is also not
visible1.

The Υ diffractive photoproduction corresponds to a γp → Υp process and
the only decay mode considered here is Υ → µ+µ−. The corresponding diagram

1Due to higher trigger thresholds in atlas, this experiment will not be able to measure
these photoproduced quarkonia resonances, as they will not be triggered.
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Resonance PDG mass (GeV) BR(µ+µ−) (%)
Υ (1S) 9.4603± 0.0003 2.48 ± 0.05
Υ (2S) 10.0233± 0.0003 1.93 ± 0.17
Υ (3S) 10.3552± 0.0005 2.18 ± 0.21
Υ (4S) 10.5794± 0.0012 (1.57 ± 0.08)× 10−3

Υ(10860) 10.865± 0.0008 (2.8 ± 0.7) × 10−6 (e+e−)
Υ(11020) 10.865± 0.0008 (1.6 ± 0.5) × 10−6 (e+e−)

Table 10.1: Characterisation of the Υ resonances in terms of mass and dimuon
branching ratio [153]. For the two heaviest states, dimuon decay is not observed
and the dielectron is put as a reference.

p p′

x′ x′-x
q

V

Figure 10.1: (Left) Diagram for Υ diffractive photoproduction. On one side,
the interaction is driven by the exchange of a photon from one incoming pro-
ton. The photon fluctuates into a bb̄ pair. On the other side, a pair of gluon,
carrying no net colour, makes the connection between the bb̄ and the second
proton. Once produced, this bb̄ pair evolves into an Υ meson. Finally, this
meson decays into two muons.
(Right): Illustration of the model for the calculation of the γp → Υp ampli-
tude [149]. The three dashed areas correspond to the terms computed in the
process amplitude: (1) the exchange of two gluons from one proton; (2) the
photon fluctuates into a bb̄ pair, which interacts via a two-gluon exchange; (3)
the transition of a bb̄ pair to a Υ resonance.
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is shown in Fig. 10.1 (left). This process can be described by the fluctuation
into a bb̄ pair of a quasi-real photon, emitted by an incoming proton. This
pair in turn interacts diffractively with a proton, i.e. via a colourless exchange
carrying the same quantum numbers as the vacuum. Thanks to the large
mass of the b quarks which provides a hard scale in the process, the use of
perturbative qcd factorisation (pqcd) is allowed [149]. The factorisation is
illustrated in Fig. 10.1 (right) and allows for the process amplitude M to be
decomposed into three parts: (1) the exchange of two gluons from one proton;
(2) the interaction between the incoming proton and the gluons, yielding a bb̄
quark pair; (3) the transition of the quark pair into a Υ bound state.

In part (1), the amplitude M is expressed in terms of the Generalised Par-
ton Distributions2 (gpds) for the gluons [151], which deal with the exchange
of two gluons carrying different momentum fractions x. The Υ diffractive pho-
toproduction is then sensitive to correlations between gluon-pairs within the
proton. Approximately, the process cross-section is then proportional to the
square of the gluon distribution of the proton xg(x, µ2), where µ2 is the chosen
energy scale [150,151] (e.g. µ2 = MΥ):

σ ∼
(
xg(x, µ2)

)2
(10.1)

According to this two-gluon exchange, calculations show that the cross-section
should increase with the γp collision energy W , which is confirmed by the mea-
surements (Fig. 10.2). Since W 2 ∼ 1/x and provided that xg(x, µ2) increases
at low x, the rise of the cross-section with W corresponds to the rise of xg(x, µ2)
with decreasing x.

The second part (2) of the amplitude M is the hard process, computable
with perturbative qcd. The last component (3) of the amplitude is the transi-
tion of the bb̄ pair into a Υ bound state, which is not well-known theoretically.
The overall uncertainty on the normalisation of the process cross-section comes
mostly from the poor theoretical description of the meson wave function [152].
For the photon exchange, the Equivalent Photon Approximation is used. Fi-
nally, the experimental signature of interest here requires the meson to decay
exclusively into a pair of muons.

The observation at the lhc of photoproduced Υ mesons, at a γp c.m.s. W
about ten times higher than at hera, probes the gpds at low x values, down
to 10−4 [151]. The distribution of the four-momentum transfer squared t at
the pIP vertex is sensitive to the distributions of the gluons and has never been
measured for the Υ. Moreover, a measurement could provide an estimate of the
cross-section, which could constrain the theory and improve the understanding
of the Υ wave function.

2Also called skewed parton distributions.
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10.2 Measurements at HERA and Tevatron

Diffractive photoproduction of Υ has been observed in ep collisions in hera
with low statistics. In addition, the diffractive photoproduction of ρ, ω, φ and
J/Ψ has been investigated. Fig. 10.2 shows the evolution of the cross-sections
with the γp c.m.s. energy W for these mesons. All cross-sections increase with
increasing W , as expected from the models. The process model depends on
the meson mass: lighter mesons are described by the Vector Dominance Model
and heavier mesons by the model introduced before [40]. Fig. 10.3 is identical
to Fig. 10.2, but magnified in the region of Υ, for W ranging from 100 GeV
to 180 GeV. Results of several pqcd are also given for comparison. Finally,
Fig. 10.4 shows the Υ peak over the Bethe-Heitler background events.

Figure 10.2: Diffractive vector meson photoproduction at hera [40], including
ρ, ω, φ, J/Ψ and Υ resonances (from the lightest to the heaviest). The cross-
sections are fitted for high photon-proton centre of mass energy W , with a power
law W δ. The exponent δ increases with the meson mass. Various theoretical
descriptions hold for these processes: The Vector Dominance Model is suitable
for the light mesons, while the perturbative calculations work for the heaviest
states.

Tevatron has similar data in pp̄ collisions at
√

s = 1.96 TeV for lighter
mesons, J/Ψ and Ψ′ (Fig. 10.5) and has recently reported the observation of
Υ (Fig. 10.6) [154]. The invariant mass Mµµ of exclusive dimuon final states



10.2 Measurements at HERA and Tevatron 177

 W (GeV)
60 80 100 120 140 160 180 200 220

p
) 

(n
b

)
1S

Υ
→pγ(σ 

0

0.2

0.4

0.6

0.8

1 )- 1ZEUS prel. (240 pb
ZEUS (95-97)
H1
NLO (IKS)
MRT(CTEQ6.5M)
MNRT

Figure 10.3: Υ diffractive photoproduction at hera [39]. The cross-section as
a function of the γp c.m.s. energy W is plotted. It can be fitted with a power
law W δ, which is used for predictions at the lhc energy ranges. Best fit gives
δ = 1.6 ± 0.7. Measurements are compared to NLO predictions.

Figure 10.4: Υ diffractive photoproduction at hera [39]. Number of observed
events as a function of the invariant mass of the dimuon system. A broad peak
in the Υ region is visible. This Υ signal is extracted after subtraction of the
Bethe-Heitler background, and a correction for the dissociative one. Data from
1998-2007, for ep collision with L = 410 pb−1.
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is shown, with clear peaks at the mass of J/Ψ and Ψ′ mesons, in a hadron
collider. Similar techniques as those used at Tevatron will be applied in this
analysis.

Figure 10.5: Invariant mass of exclusive µ+µ− productions in pp̄ collisions, in
the [2.8 GeV; 4 GeV] range. The distribution indicates the observation of J/Ψ
(left peak) and Ψ′ (right peak) over some γγ → µ+µ− events [37]. Measure-
ments at

√
s = 1.96 TeV and for L = 1.48 pb−1.

10.3 From generation to reconstruction

The following analysis has been done in collaboration with J.J. Hollar (LLNL)
and S. Ovyn (UCL).

Due to the large uncertainty on the theoretical cross-section, the Monte
Carlo simulations for diffractive photoproduction of Υ mesons have to rely on
fitting the current data and on extrapolating the desired c.m.s. energy values.
As for other exclusively photoproduced mesons, the measured Υ cross-sections
scale with a power law:

σ ∼ W δ. (10.2)

where W is the photon-proton c.m.s. energy. As quoted earlier, the bigger the
meson mass, the larger the exponent δ.

At hera energy, but only four experimental points with large error bars
are available for the fit and the extrapolation to the lhc energies. The best
current fit is σ ∼ W 1.6±0.6 [40].

For the production of the Monte-Carlo samples, starlight [42] has been
used. This software uses such a fit, with δ = 1.7, and extrapolates [40, 48] it
to the corresponding W range at the lhc. This photon-proton c.m.s. energy is
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Figure 10.6: Invariant mass of exclusive µ+µ− productions in pp̄ collisions,
in the [8 GeV; 12 GeV] range. The distribution indicates the observation of
Υ(1S) and Υ(2S) over some γγ → µ+µ− events [154]. Measurements at

√
s =

1.96 TeV and for L = 890 pb−1.

obtained after the application of the epa for the photon spectrum3. Tab. 10.2
summarises the corresponding cross-sections and the samples used in this study.

The Υ(1S), (2S) and (3S) have a non favourable branching ratio to µ+µ−,
as shown in Tab. 10.1. However, when produced, such events yield a final state
with exclusively two opposite-charge muons, as from γγ → µ+µ−. The dimuons
from the Υ decay only differ from the invariant mass and have a pµ

T ≈ 5 GeV.
From the previous chapters, it is clear that photoproduced Υ mesons have a
high efficiency for trigger and for offline selection.

Υ → µ+µ− N (events) σ × BR(pb)
Υ (1S) 10k 39
Υ (2S) 3.3k 13
Υ (3S) 2.6k 10

Table 10.2: Monte Carlo samples for Υ diffractive photoproduction. Simulated
sample sizes, cross-section σ at

√
s = 14 TeV are shown. The starlight

generator assumes δ = 1.7.

Similarly to photon-photon dimuon production, starlight generator out-
put files are provided as an hepMC input to cmssw. Simulation is performed

3For comparisons, another software, called Phiti, is used for cross-checks, with the extreme
case of δ = 1 [41].
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in CMSSW_1_4_5. Digitisation and reconstruction in CMSSW_1_5_4 and finally
triggering and skimming in CMSSW_1_6_0.

10.4 Detection of γp → Υp

A measurement of Υ diffractive photoproduction at lhc would extend the cov-
erage in the effective γp centre-of-mass energy W by approximately one order
of magnitude [5]. Their well-known mass also makes them suitable as a bench-
mark for detector calibration, as it provides an absolute pT scale, and a means
for detector alignment. Their observation can also yield some information for
modelling the transition from bb̄ → Υ, and constraining the theoretical expres-
sion of the Υ wave function.

The events are triggered via the default dimuon trigger, requiring at least
two muons with a pT > 3 GeV and with |η| < 2.4. This trigger will be available
from the lhc start-up luminosity (1032 cm−2s−1). Once triggered, the events
are selected using the same analysis as detailed in the dimuon part of the
analysis chapter. The offline analysis relies on: (1) a kinematic cut on the
difference of acoplanarities ∆φ of the two muons; (2) a kinematic cut on the
difference of transverse momentum ∆pT of the two muons; (3) an exclusivity
cut on the number of calotowers Ntowers in the event, and (4) an exclusivity
cut on the number of tracks Ntracks in the event. The cumulative efficiency of
each cut is reported in Tab. 10.3. The results of this analysis are summarised
in Tab. 10.4.

Cumulative eff (%) Υ(1S) Υ(2S) Υ(3S)
|∆φ| > 2.9 rad 99.7 100 100
|∆pT | < 2.0 GeV 99.7 100 100
N(towers)< 5 99.7 100 100
N(tracks)< 3 94.2 95.9 96.2
8 GeV < Mµµ < 12 GeV 94.2 95.9 96.2

Table 10.3: Cumulative efficiency for Υ diffractive photoproduction (Υ →
µ+µ−) of the analysis cuts: kinematic and exclusivity requirements are similar
to those of the exclusive dimuon analysis. Υ resonances are selected by the
additional cut on the dimuon invariant mass Mµµ.

For L = 100 pb−1, the expected number of events is

Nelastic(γp → Υ(1S)p → µ+µ−p) = 294 ± 17(stat)

Nelastic(γp → Υ(2S)p → µ+µ−p) = 123 ± 11(stat)

Nelastic(γp → Υ(3S)p → µ+µ−p) = 110 ± 10(stat)

(10.3)

As the mesons present a very narrow width, the dimuon invariant mass Mµµ

is also strongly peaked around each Υ mass, for (1S), (2S) and (3S) states. No
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Υ(1S) Υ(2S) Υ(3S) γγ (el) γγ (inel)
σ × BR (pb) 39 13 10 74.7 76.2
N (events) 10k 3.3k 2.6k 100k 20k
ǫtrig (%) 8.0 10.0 11.5 10.0 18.3
ǫsel (%) 93.8 95.0 95.5 30.0 12.4
σvis (pb) 2.94 1.23 1.10 2.24 1.73

Table 10.4: Summary of the Υ analysis, for signal, γγ → µ+µ− elastic and
inelastic backgrounds, with the production cross-section (σ), the number of
generated events (N), the efficiencies for triggers (l1+hlt, ǫtrig) and selection
(ǫsel, including the extra 8 ≤ Mµµ ≤ 12 GeV requirement), and finally the
corresponding visible cross-section (σvis).

results are available for heavier Υ, but the very low expected branching ratio
(Tab. 10.1) to dimuons seems to suppress strongly their observability.

Backgrounds to the exclusive Υ measurement are the elastic and inelastic
two-photon exchange γγ → µ+µ−. The maximum likelihood fit in the dimuon
invariant mass range 8 < Mµµ < 12 GeV is presented (Fig. 10.7). The three
Υ resonances (1S, 2S and 3S) are fit as Gaussian curves and the elastic and
inelastic photon-photon contributions scale like a second order polynomial. The
input numbers are those obtained after reconstruction and selection, for an
integrated luminosity of L = 100 pb−1. The fit results are shown in Tab. 10.5
For all resonances, the fit mass is over-estimated by 0.05 GeV, but this is within
the width of the peak. The peak widths, at the order of 0.1 GeV, are dominated
by the detector effects (the experimental value of Υ widths are at the order of
20 keV). The number of expected events is also provided by the fit (Tab. 10.6).

Resonance PDG mass Fit mass Fit width
Υ (1S) 9.4603± 0.0003 9.514 ± 0.007 0.099 ± 0.007
Υ (2S) 10.0233± 0.0003 10.059± 0.011 0.072 ± 0.011
Υ (3S) 10.3552± 0.0005 10.392± 0.017 0.114 ± 0.024

Table 10.5: Reconstruction of Υ from the dimuon measurement. Comparison
between the current experimental limits on the Υ masses and the fit results.
All numbers are expressed in GeV [5].

For the selected events, the average values of the photon-proton c.m.s. en-
ergy < W > and of the exchanged photon virtuality < Q2 > are

< W >= 2398 GeV and < Q2 >= 0.046 GeV2. (10.4)

Maximal Q2 is approximately 1.2 GeV2. The inelastic diffractive photopro-
duction has not been studied here but similar techniques as for the exclusive
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Process Ndata NFit

Υ(1S) → µ+µ− 294 300 ± 19
Υ(2S) → µ+µ− 123 116 ± 16
Υ(3S) → µ+µ− 110 129 ± 19
γγ → µ+µ− (el+inel) 397 339 ± 24

Table 10.6: Fit yields for the 8 GeV < Mµµ < 12 GeV range [5].
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Figure 10.7: Dimuon invariant mass Mµµ for events passing all the selection
requirements, close to the Υ resonances (1S,2S,3S) [5]. The production corre-
sponds to an integrated luminosity of 100 pb−1, at

√
s = 14 TeV.
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dimuons could be applied to separate the elastic and inelastic components (fit-
ting the ∆pT and/or ∆φ distributions).

As mentioned earlier, the measurement of the 4-momentum transfer squared
t of the diffractively interacting proton (i.e. the one that does not emit the pho-
ton) is sensitive to gluon correlations in the proton: the slope b of this variable
is related to the interaction impact parameter, which in turn is related to the
size of the proton-bb̄ system. The measurement of this distribution at hera is
limited by low statistics. The t variable is not directly measurable at the lhc,

but the Υ transverse momentum squared p2
T =

(
pT (µ+)− pT (µ+)

)2
is approx-

imately equal to t, as long as the photon virtuality Q2 is negligible. Fig. 10.8
shows the distribution of the p2

T of the Υ, at generator level (Starlight)
and after reconstruction in CMSSW_1_6_0. A fit on this variable shows a good
agreement with the fit of the t variable [5].
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Figure 10.8: Distributions of the p2
T of the Υ at Generator level (left,

Starlight) and after reconstruction (right, CMSSW_1_6_0). The production
corresponds to an integrated luminosity of 100 pb−1, at

√
s = 14 TeV.

Finally an important application of Υ events is the calibration of the energy
scale of low pT muons. This is of crucial importance as it allows for decreasing
the systematic uncertainties in the absolute luminosity measurement and as it
provides a mean for calibrating the vfds. For instance, the bias in the proton
energy loss reconstruction can be monitored using the Υ sample. As it can be
seen in Fig. 10.9, the bias in xµ

reco can be traced by means of the bias of the
reconstructed Υ mass.

10.5 Conclusions

The Υ diffractive photoproduction is a theoretically attractive process, the
measurement of which will give an additional experimental cross-section value
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and will probe the generalised parton distributions. Its detection relies on a
similar set of analysis cuts as the one applied for the exclusive dimuon selection.
It is expected to be observable in the very first data sample at cms. Moreover,
thanks to the very small width of the Υ resonances, the dimuon decays can
serve as an ideal calibration for low pT muons.



Overall conclusions,

summary and perspectives

Photon interactions at the lhc have a high relative luminosity and signifi-
cant cross-sections leading to considerable event rates of high energy processes,
above the electroweak scale. This offers an interesting possibility of a novel re-
search domain. The photon-induced processes are theoretically well-understood
and are characterised by clean experimental signatures, in particular by the
presence of very forward scattered protons.

In a couple of months, the lhc will start colliding proton beams at 900 GeV,
10 TeV and then 14 TeV with luminosities up to 1034 cm−2s−1. Its fifth
interaction point is instrumented by the cms and totem experiments, with
a set of detectors reaching the widest pseudorapidity coverage ever in collider
physics. This includes a central detector and a set of near-beam calorimeters,
tracking detectors and timing devices. However, totem very forward detectors
will not be able to run at high luminosities due to the radiation damages.

In the context of the design of the near-beam very forward tracking detec-
tors, research and development of cold edgeless silicon microstrip sensors has
been carried out. It aimed at producing prototypes of radiation hard detectors
by cutting silicon microstrip sensors through their sensitive area, with laser or
plasma beams. The sensors are operated at very low temperatures to guaran-
tee good detector performance. This technique offers a promising alternative
to the advanced 3D-pixels or dedicated designs for applications at the highest
lhc luminosities.

The link between the measurement by the very forward detectors and the
kinematic properties of the scattered particle at the interaction point is pro-
vided by a custom-written software, called Hector. This simulator has been
developed to describe the particle transport in beamlines. It plays a key role
in the preparation of the measurement of very forward protons at the lhc.
Hector has been integrated in the official software of the cms experiment.

The two-photon exclusive production of dileptons is characterised by high
cross-section and a very clean event topology. The selection and the measure-
ment of these events have been studied with the full simulation of the cms
experiment. In particular, the exclusive dimuons will provide a sample for pre-
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cision measurement of the absolute luminosity at the lhc. Other applications,
like the calibration of the very forward detectors are also possible. The diffrac-
tive photoproduction of Υ meson, decaying into a muon pair, will be detected
using the same selection as in the two-photon exclusive dimuon analysis. Υ
detection is interesting from the theoretical point-of-view, as it could constrain
the current models, and from the experimental one, as it provides a sample
of low pT muons, which is crucial for detector calibration. Part of the results
of this analysis work has been approved by the cms collaboration and was
presented on behalf of cms at several international conferences.

This thesis has established the technical framework (including detector de-
velopments), simulation techniques and event analysis, for the measurements
of the two-photon interactions at the lhc right from the start of its operation.
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tion pour le trajectoraphe de CMS, Master Thesis, Université catholique de
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Ph. D. Thesis, Université catholique de Louvain (2006).

[115] S. Assouak, Les senseurs de CMS: Etude de leur résistance aux flux in-
tenses de neutrons rapides, Ph. D. Thesis, Université catholique de Louvain
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