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Abstract. The high-dimensional complex nature of detectors makes fast calorimeter
simulations a prime application for modern generative machine learning. Vision
transformers (ViTs) can emulate the Geant4 response with unmatched accuracy and
are not limited to regular geometries. Starting from the CaloDREAM architecture, we
demonstrate the robustness and scalability of ViTs on regular and irregular geometries,
and multiple detectors. Our results show that ViTs generate electromagnetic and
hadronic showers statistically indistinguishable from Geant4 in multiple evaluation
metrics, while maintaining the generation time in the O(10 — 100) ms on a single
GPU. Furthermore, we show that pretraining on a large dataset and fine-tuning on the
target geometry leads to reduced training costs and higher data efficiency, or altogether
improves the fidelity of generated showers.
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1 Introduction

Particle Physics is a numerically intensive, data-processing and simulation-heavy
science. The large experiments ATLAS and CMS at the Large Hadron Collider (LHC)
record data at a staggering rate of several GB/s [l], totaling now one Exabyte in
recorded data [2] at CERN. Simulation of collisions, the major backbone of statistical
data analyses, needs to keep up with the amount of data as well. The upcoming runs of
the LHC and the high-luminosity phase will increase the amount of required computing
even further. To fully exploit the data and learn about the underlying laws of nature,
it is therefore essential to develop efficient algorithms in every part of the analyses
or simulation chains. Modern machine learning (ML) has the potential to contribute
substantially to this endeavor [3, 4], for example, by accelerating computationally
intensive bottlenecks and opening up new avenues for efficient analyses [5]. The
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rise of generative ML in computer science has introduced many new ideas for more
efficient simulation in high-energy physics (HEP) in recent years, in particular for
amplitude evaluation [6, 7, 8], phase space generation [9, 10, 11, 12, 13], (end-to-
end) event generation [14, 15, 16, 17, 18, 19], and detector simulation (see [20, 21]
for recent reviews on the vast literature). First-principled simulations of the latter are
computationally expensive and comprise a significant portion of the overall computing
budget [22, 23], so any kind of improvement has a direct and strong impact on the global
computing efficiency. In addition to being faster than the traditional simulation based
on Geant4 [24, 25, 20], generative networks have the capability to oversample, meaning
they can amplify the statistical properties of the training dataset [27, 28, 29, 30, 31].
Alternatively, individual steps of the simulation chain [3] can be combined into a single
generative network [32, 33, 34].

Despite all these advantages, generative ML networks for fast simulation are still
computationally expensive. First, the training data need to be generated by traditional
simulations, and second, the generative networks need to be trained. When switching
to a new detector layout or even just changing the voxelization of a given geometry, the
generative networks need to be retrained completely. It is therefore highly beneficial to
make the overall training of the networks more efficient. For example, the voxelization
that is applied to the raw hits can be adopted to better reflect the types of showers
under consideration. Areas of larger activity would have a finer read-out and areas with
less activity would be coarse [35]. As a result, the number of voxels to be considered
in the subsequent training can be reduced, and the networks can be smaller. However,
state of the art ML networks often assume regular geometries and mapping irregular
voxelizations to regular space comes at increased computational costs.

As another alternative, one can keep the general setup the same, but investigate how
the training of generative networks can be made more efficient. For this, we start with
an observation regarding calorimeter showers from different incident particles, detector
geometries, and detector materials: Even though the specific details are very different,
the showers still have many things in common:

e Sparsity: A single shower deposits energy only in a fraction of the voxels, and most
of the voxels will not receive an energy deposition at all.

e Dynamic range: The energy that is deposited in the voxels spans several orders of
magnitude and, in general, scales with the incident energy. Since a common approach
to calorimeter simulation with generative ML is to split off the scale of the energy that
is deposited from the normalized shower shapes [36], the latter becomes less sensitive
to the incident energies.

e Spatial correlations: Showers emerge as spatially connected clusters, in some cases
(depending on incident particle and detector materials), even tracks of individual
particles become visible, thereby strongly correlating the energy depositions of nearby
voxels.

e Central activity: Especially for electromagnetic showers, the main activity will be at
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the center of the considered volume and will form a single cluster.

Motivated by these observations and how different these distributions are from the
standard normal distributions we usually assume in the latent space of the generative
networks, we investigate transfer learning for calorimeter showers: instead of training
the generative network from scratch, i.e. randomly initialized network weights, we start
the training from weights that were previously optimized for another dataset. While
this could still involve different incident particles, detector materials, detector layouts,
or voxelizations, the differences in the pre-processed distributions between the datasets
are still rather small. Fine-tuning is therefore more efficient because the network has to
learn a smaller shift in how the data are mapped to the Gaussian latent space.

While similar in spirit to foundation models [37, 38, 39, 40, 41, 42, 43, 44, 45],
which are pretrained once to a big dataset and then fine-tuned to the application at
hand, we prefer the term transfer learning in this case, as we only consider generative
tasks (on different datasets) and not other tasks like classification or regression as
one usually would for a foundation model. Transfer learning was studied before in
HEP [46, 47, 48, 49, 50], but mainly in the context of classification tasks. In the context
of detector simulation, transfer learning has recently also been studied for detectors with
fixed voxelization in [51] and point-cloud architectures in [52]. In this work, we propose a
general fine-tuning strategy for vision transformers applicable to any detector geometry
and across particle types. Additionally, we present complete benchmark results on the
LEMURS dataset [53] used for pretraining and discuss the importance of evaluation
metrics for a proper evaluation of the efficiency gains.

The paper is organized as follows. In Section 2, we introduce conditional flow
matching and CaloDREAM, the generative networks we study. Section 3 discusses the
evaluation metrics we employ to study the performance of the generative architectures.
Section 4 and Section 5 show the performance of our generative network on datasets of
regular and irregular geometries, respectively. In Section 6 we finally get to discuss the
transfer learning and show how the pretrained CaloDREAM adapts to new datasets.
We conclude in Section 7. In the appendices, we show additional high-level feature
distributions of the datasets as well as a hyperparameter study.

2 Methods

2.1 Conditional Flow Matching

Our approach uses continuous normalizing flows trained with Conditional Flow
Matching (CFM) [54] as the underlining generative network. This class of generative
networks parametrizes the transition from the data to the latent space as an ordinary
differential equation (ODE):

dx(t)

oo =o(®).t)  with s EeR?, (1)
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where the velocity field v(z(t),t) € R? matches the dimensionality of the data. A
differential equation of this form can be related to the underlying density through the
continuity equation

Op(x, 1)
ot

+ V. [p(z,t)v(z,t)] =0. (2)

The continuous transformation of the density p(x,t), parametrized by ¢, should satisfy
the boundary conditions

N(z]0,1) t—0

Pdata(T) t—1.

p(x,t) — { (3)

CFM is a simple prescription to train continuous normalizing flows upon selecting a
conditional target trajectory. A standard choice is a linear trajectory of the form

x(tle,z9) = (1 — t)e + txy, with (4)
€~ N(07 1)7 To ~ pdata(x) .

Given Gaussian distributed random numbers, a training dataset, and uniformly
distributed times, we can approximate the true velocity field with a neural network
ve(z(t),t). Using linear trajectories, the network is optimized using a simple mean-
squared error loss of the form

Cor = (alettle ). 6~ (o = OF . 5)
t~U(0,1), e~N, z~pdata
Conditional probability distributions can be learned by allowing vg to depend on
additional inputs. Sampling from the trained network requires solving the ODE with
the learned velocity field,

2t =1) = 2(t = 0) + /01 dt v (x(t), 1) (6)

This is typically done numerically with standard ODE solvers such as Runge-Kutta
methods, or more advanced Bespoke samplers[55].

2.2 CaloDREAM

We briefly review the core concepts of CaloDREAM [56] before discussing the extended
setting needed for our studies. CaloDREAM combines two neural networks to generate
the final calorimeter showers. An “energy network” produces the layer energy ratio
variables u, as defined in [306], conditioned on the incident energy Fj,. of the incoming
particle. More generally, we refer to the set of global incident particle conditions as C'.
These may contain the incident energy, but also the incoming direction of the particle
parametrized with the azimuthal and polar angles, and the particle type. The “shape



A universal vision transformer for fast calorimeter simulations 5)

network” learns the conditional distribution for the normalized voxels x, given all the
other energy and conditional variables. We train the two networks independently, and
the generation process follows the sequential steps:

u ~ pe,(u|C) energy variables,

x ~ pe,(z|C,u) normalized voxels, (7)

where O, and O, are the learnable weights of the energy and shape network, respectively.
An analytic formula allows for the extraction of the layer energies from the generated
ratios, which are used to rescaled the normalized voxels. A similar factorization with a
ViT shape network can also be done with normalizing flow for faster generation at the
cost of accuracy [57].

Energy network. The original CaloDREAM energy network built an embedding vector
for each energy ratio from the incident energy and the energy ratios from the previous
layers. Sampling from this network required the sequential generation of layer energies,
hence solving an ODE for each energy ratio. We accelerate the generation, especially
for small batch sizes, by avoiding this autoregressive sampling in favor of a parallel
sampling of the full velocity vector. The construction of the conditional information is
unchanged. A transformer encoder-decoder network takes as inputs the energy u-vector
and the global shower information C'. The encoder processes an embedding vector of
fixed size [ constructed as

s; = [Cy, onehot(C;), 0]

where the index ¢ runs over the number of conditions, the one-hot encoding vector

S; € Rl s (8)

specifies the encoded global variable, and the zeros act as a zero-padding vector.
Similarly, the input vector for the decoder network is constructed as

t; = [u;, onehot (u;), 0] t; € R, (9)

The final output embedding vector is computed from a cross-attention step between the
encoder and decoder latent vectors. Unlike the original CaloDREAM, we encode the
conditional information in a single step, which means that the vector ¢ is written as

c(up(t),...,un(t),C), (10)

where N is the number of detector layers. We finally pass this information to a multi-
layer perceptron (MLP) with two linear layers and a sigmoid linear unit non-linearity,
which predicts the full velocity field. Altogether, at each time step, we require a single
network prediction during both training and inference, which can be written as

ve, (u(t), C,t) = MLP (c(up(t), .. ., un(t), C), F(t)) | (11)

where F indicates a Gaussian Fourier projection, typically used to encode the time
information [58]. The training hyperparameters of the energy network are given
in Appendix A.
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Shape network. The shape network contains the majority of the learnable weights and
constitutes the most expensive component in terms of training data and resources. We
use a Vision Transformer (ViT), based on [59], extended to operate on three-dimensional
inputs. A ViT divides the calorimeter into patches, each of which contains an exclusive
set of voxels. The large-scale architecture consists of a series of transformer blocks
which perform a residual self-attention operation between embedded patches, followed
by a dense network. This part of the neural network can be considered “universal” as it
handles a variable number of patches, and it is common to any detector. The remaining
elements of the ViT serve to embed the patches and the conditions in a common latent
space, and to map the final representation to the predicted velocity field ve, (z(t),t, C, u).
Before entering the universal block, we first create the patches and then embed them in
a latent vector with a simple linear projection. Two more embedding networks perform
the same operation on the physical conditions (u,C') and time step t. More details on
the embedding steps of the input voxels are discussed in the following section. These
two latent vectors are added to construct a single conditional vector, then encoded
in the transformer blocks through learnable affine transformations. The modulations,
self-attention, and the non-linear operations in the universal block closely follow the
description presented in [56]. Figure 1 shows a visualization of the main components of
the shape network and its universal block.

Patching irreqular geometries. Representing a shower as a regular grid introduces
inefficiencies when modeling calorimeters with high granularity. The required spatial
resolution translates into a large number of voxels, most of which have no energy
deposition. A more computationally effective approach optimizes the geometry in the
detector such that there are no biases in the downstream analysis while minimizing
the number of voxels [35]. Such optimization results in an irregular grid of voxels in
the direction of propagation of the shower. The structure of a ViT is not limited to a
regular grid. We show how a ViT is extended to irregular geometries as long as a function
which transforms voxels into patches can be defined. The CaloChallenge-ds1 [60] and
CaloHadronic [61] datasets are examples of geometries with varying number of voxels
per layer, or sub-detector. We handle these cases by defining the length of a patch P
and allowing for grouping adjacent voxels according to the calorimeter grid. If there are
N different grids, we define the patch sizes

{(Ps;, Py, P} such that PP, P, = Py , (12)

for each set i. Here, the coordinates (z,y, z) characterize the geometry and P, represents
the number of voxels selected for the £ coordinate. Since transformers are permutation-
invariant, the next embedding step consists of applying a positional embedding to the
created patches. This makes the transformer aware of the position of the patches, and
hence of the spatial location of the calorimeter cells that are part of the patch. Such
positional embedding should also respect the varying geometry and the corresponding
patching. Therefore, we introduce a three-dimensional sine embedding with learnable
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Figure 1. Schematic diagram of the vision transformer [59], which highlights the
detector-specific and the universal part of the architecture. The color coded detector-
specific steps (see text for more details) indicate the components which may be
reinitialized during fine-tuning. The universal ViT block only contains learnable
transformations at patch-level objects. These weights, trained on a large corpus of
data, can learn general features of calorimeter showers which are used as initializations
for other detectors.

frequencies. Let (X,,,, Y., Z,,) be the number of patches along each direction for grid i,
to incorporate spatial information into the transformer, we construct a three-dimensional
positional encoding that respects the heterogeneous detector layout. For each grid, we
define a cumulative coordinate in the depth direction

1 L—1 N
€0, —=,...,— L= L, 13
Z { ) L? ) L } ) ;) 7 ( )
and two local coordinates in the transverse directions

1 X, —1 1 Yy, — 1
L, e, . 14
x e {07 Xni7 Y an }7 y E {07 Yni’ Y Ynl } ( )

Finally, the 3D meshgrid (z,y, z) is multiplied with a set of learnable frequencies wy
initialized from a Gaussian distribution,

wg=2rfy, fi~N(0,1), fieRS, (15)
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where D is the latent dimensionality of a single patch. Therefore, the positional
embedding vector, added to the inputs, is

P = {Sin(a:wT),cos(wa),sin(wa),Cos(wa),sin(sz),Cos(sz)} . (16)

Fine-tuning of pretrained networks. In the fine-tuning setting, our goal is to train a
neural network on a large dataset and “finetune”, in a second training step, on a smaller
dataset sampled from the target distribution. A successful fine-tuning will show better
data efficiency, meaning that the neural network achieves better generalization at fixed
resources. If the pretraining and target detectors are the same, the fine-tuning step
is straightforward: all pretrained weights can be preserved, and only the optimization
continues on the target dataset. However, if the detector geometry differs between
the pretraining and fine-tuning datasets, several components of the architecture may
no longer match in dimensionality. This makes part of the pretrained parameters
incompatible and requires careful reinitialization. In practice, we have to address the
following;:

e Embedding layer: the optimal patch size can be different between datasets and we
have to realign the training. We find a simple interpolation between the original
dimensionality and the final one to work well in practice;

e Embedding of the conditions: the energy ratios and the global conditions may follow
a different distribution depending on the incident particle, the detector specifics, and
the incident energy. We devise a preprocessing which keeps the boundary of the
distributions unchanged. This choice minimizes the distributional shift in the fine-
tuning step;

e Final layer: a change in the dimensionality of the final velocity vector requires a
reinitialization of the final “head” layer. This step is similar to foundation models [14]
where the final head contains few learnable parameters and spatial information, and
can be retrained quickly, while the pretrained transformer backbone provides a strong
inductive bias;

e Positional embedding: the learnable position embedding is reinitialized if the total
number of patches changes. In particular, we recompute the spatial grid and
reinitialize the learnable frequencies.

The specific choices adopted in the various datasets are discussed in the corresponding
result sections. In general, we train reinitialized layers with a learning rate five times
larger than the base one. We posit that general features, e.g the sparsity, of calorimeter
showers are encoded in the large ViT backbone during pretraining. The second fine-
tuning step can leverage these general aspects of calorimeter showers for a more efficient
training dynamic. Even if embedding and final layers may have to be reinitialized, the
majority of the learnable weights (>99%), which are still optimized during fine-tuning,
are contained in the universal backbone.
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3 Evaluation metrics

High-level features. The simplest measure for the fidelity of the generated calorimeter
showers is the definition of high-level observables. Following [21], we calculate a large
set of observables that characterize the shape of showers, together with energy-related
observables that instead focus on the overall energy distribution across layers. The
energy-related observables are:

e the total energy deposited in the calorimeter obtained as the sum of all the energy
deposits, Ei., divided by the incident energy of the incoming particle, Ej,;
e [;: the total energy deposition in layer i;

e shower profiles in the depth or transverse direction: we calculate the average energy
deposition over the dataset at each layer in the z direction,

N
N B,
and each radius r;,
ZN: E(Tz)
(B(r)), = =L (18)

where F(r;) indicates the sum of the energy depositions at radius r;, the index j runs
over the showers and N is the size of the sample.

Shower shape observables are sensitive to the distribution of energy within one layer,
hence these are useful to evaluate the large ViT shape network. For example, our set
includes:

e (£): the shower center of energy calculated from the energy deposits z; along the axis
¢ in the physical space of the detector, defined as

i it T

=== 1
(€)= =51 (19)
® 0 the width of the center of energy calculated from the same quantities and defined

as
2 522 * Ty 9

=== - : 2

() J > (€) (20)

We calculate these observables to define either a set of features sensitive to layer-wise
mismodelings or global shapes for the entire geometry. Additionally, we compute the
sparsity of the showers defined as the active voxels with energy deposition z; > xy,.

Distance-based metrics. Distance-based metrics like the Kernel-Physics-Distance
(KPD) and Fréchet-Physics-Distance (FPD) were introduced in [62] as a contribution to
the CaloChallenge [21] and are based on metrics used in computer science, the Fréchet
Inception distance (FID) [63] and kernel Inception distance (KID) [64]. The Fréchet
distances are the Wasserstein 2 distances of the multivariate Gaussians fitted to features
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of generated and reference data. For images, the features are taken from the penultimate
layer of a pretrained Inception-V3 [65] classifier. In the physics case, they are taken as
the high-level features defined earlier. The kernel distances work on the same features
(pretrained classifier activations or physical, high-level observables) and determine the
distance between the generated and reference set using the kernel-based Maximum-
Mean-Discrepancy (MMD). Since it tends to correlate rather strongly with the Fréchet
distances [21], we report only the FPD scores in our discussion below.

Our evaluation uses the implementation of FPD as provided by the JetNet
package [66], with the same hyperparameter settings as used in the CaloChallenge [21]
evaluation.

Neural classifiers. Classifiers are the most powerful evaluation metrics on the market.
Given samples from two distributions, a neural classifier approximates the likelihood
ratio, hence the optimal statistic for a simple two-hypothesis test, between the two.
A simple 1D metric which can be extracted from a classifier is the area under the
curve (AUC) score [36]. Alternatively, a full phase space reweighting function can be
estimated from the histogram of the learned approximate likelihood ratio [67]. Although
a powerful metric, the optimal training of a classifier is hard to achieve, especially in
high-dimensional spaces. To mitigate this issue, we train multiple classifiers as done
in [21]. We include a “high-level” classifier trained on a set of high-level features, a
“low-level” classifier trained on the full set of voxels, and a “ResNet” convolutional
architecture, which takes as inputs the same low-level information, but it has a stronger
inductive bias towards identifying spatial mismodelings. All classifiers are trained to
distinguish between a test Geant4 and a generated sample with the same number of
showers. The input features, the classifier hyperparameters, and the best network
selection follow the prescription used in the CaloChallenge [21].

Generation time. In a fast detector simulation setting, the optimal working point for
a generative surrogate also depends on the generation speed of the neural network. We
measure the generation time both on CPU and GPU. On GPU, we assume that it is
possible to parallelize the event generation and use a reference batch size of 100. The
timing includes overheads from the initialization of the CUDA kernels and the time
required to move each batch from GPU back to CPU. For all the tests, we use a single
NVIDIA A100 GPU. Even though differentiable emulators greatly benefit from GPU
parallelism, we report the CPU generation time as well. The CPU used is an AMD
EPYC Zen 3 Milan, from which we allocate a single core and thread.

4 Regular geometries

Our first step is to benchmark the universal backbone architecture on well-known
datasets. We define a common architecture and train an energy and shape network for
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each dataset. Details on the parameters of the neural network are described in Appendix
A.

CaloChallenge datasets-2/3. The public datasets [60, 68, 69] used for the Fast
Calorimeter Simulation Challenge [21] are the ideal testbeds since they provide the
latest comparison to multiple generative networks. Our starting points are the regular
geometries developed for dataset-2 and 3. The simulation contains incoming electrons
interacting with layers of alternating active silicon (thickness 0.3 mm) and inactive
tungsten absorber layers (thickness 1.4 mm) at n = 0. The energy in the absorber
layers is voxelized in a space with 45 layers, with binning in the radial, r, and angular,
«a, directions. Dataset-2 contains a total of 144 bins per layer, divided into 16 x 9 angular
and radial voxels, while dataset-3 contains a total of 900 voxels per layer arranged into a
50 x 18 spatial grid. For both datasets, the minimum readout energy, which is also used
as a threshold for calculating the sparsity, is xy, = 15.15 keV. The initial condition of the
shower is characterized solely by its incident energy, which is log-uniformly distributed
in Fipe =1 ... 1000 GeV.

Starting from the reference CaloChallenge datasets already studied in [56], we
provide a summary of the refined performance based on the neural network described
in the previous section. A detailed description of the datasets and their evaluation
have already been done in [21]. Therefore, we discuss the generation performance
only in terms of neural network classifiers, since they provide stronger discrimination
performance, FPD metric, and generation time. The high-level features histograms are
provided in Appendix B.

In Table 1 (left), we summarize the AUC scores from the three neural network
classifiers. As expected, we reproduce similar results to the original CaloDREAM
for ds2. For ds3, we improve the performance for all three classifiers, especially for
the low-level one. In [56], fully training the network for ds3 exceeded the available
computational resources, limiting the size of the neural network and inhibiting complete
convergence. We instead fix the architecture of the ViT and adjust the size of one patch
to reduce the number of embedded patches in the transformer layers. We create patches
with size (z,a,r) = (3,10,3) for a total of 450 patches for ds3, which reduces the
number of patches by a factor of ~ 3 compared to [56]. Although smaller patches
provide better resolution, we find that reducing the training cost while reaching a
better convergence can ultimately improve the generation performance. The up-to-date
generation performance, evaluated in terms of AUC score, shows that the high-level
features are almost indistinguishable from Geant4, also for ds3. Among the classifiers
that look at the entire shower, only the more advanced ResNet extracts mismodeled
generated features. We remark the improvement over CaloDREAM by including the
AUC scores reported in [21]. We observe similar improvements in the FPD metric. In
particular, the CaloDREAM++ samples for ds2 are statistically indistinguishable from
the Geant4 reference.
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Classifier AUC FPDx103
High-level Low-level  ResNet

ds2-e~  0.499(2)  0.500(2)  0.500(4)  10.7(8)

t4

Gean ds3-e  0.500(3)  0.498(2)  0.499(2)  8.7(5)
ds2-e=  0.521(2)  0.531(3) 0.681(15)  25(1)

loDREAM
CaloDR ds3-e~  0.524(4)  0.630(5) 0.802(14)  21(1)
ds2-e=  0.511(1)  0516(1)  0.683(9)  10.7(4)

CaloDREAM
alo T ds3e 0515(1)  0.524(1)  0.799(9)  18.9(4)

Table 1. Summary of evaluation metrics for the baseline networks on regular
geometries. The AUC score of neural classifiers, as defined in the text, and the FPD
score confirm the higher fidelity of the improved CaloDREAM network. The given
classifier uncertainties are the standard deviations of 5 independent classifier trainings,
while we report the FPD uncertainty estimate from a single sample.

Gen. time [ms per shower]

CaloChallenge ds2-e~ ds3-e~
CPU batch 1 (1 RK4 step) 8.09(3)x10?  1.39(4)x10?
GPU batch 100 (1 RK4 step) 11.0(2) 12.5(5)
CPU batch 1 (full gen) 5.43(4)x10*  1.630(1)x10*
GPU batch 100 (full gen) 34(1) 96(1)

Table 2. Generation time on the CaloChallenge-ds2/3 datasets on GPU, with batch
size 100, and CPU, with batch size 1 and on a single-core and thread machine.

The generation time for CFM networks depends on the number of function
evaluations used to numerically solve the integral in Eq. (6). We observe that the fidelity
of generated samples plateaus at ~20 function evaluations. In Table 2, we report the
generation time for the full generation and for a single step of the Runge-Kutta 4 (RK4)
solver. The CPU time should be considered as a standard reference number for fully
sequential generation. Generation on GPUs fully exploits the benefit of modern deep
learning, and it shows that generation time can be easily kept below 100 ms. Single-step
generation can further reduce the sampling time with an accuracy tradeoff. We leave
the study of strategies for the reduction of the function evaluations to the future. Here,
we observe that the single-step generation suffers from overheads from initialization of
the CUDA kernels, as it does not show the expected 20x gain.

LEMURS dataset. The LEMURS dataset [53] is an extended set built upon the
CaloChallenge-ds2. It contains showers produced by a single particle interacting
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Figure 2. Summary of the sliced evaluation for Ey,. € [0.33 - Eipax, 0.66 + Einax) GeV,
0 € [1.52,1.62)), where Ej ax is 100 GeV for the FCC detectors and 1TeV for the Par04
and ODD detectors. We show the visible energy, the energy profile in the z direction,
and the energy profile in the radial direction: (top) Par04SiW, (middle) ODD, and
(bottom) FCCeeALLEGRO detectors.

with a voxelized representation of a calorimeter. Similarly to the CaloChallenge, the
voxelization consists of a cylinder with segmentation in the depth direction z and
in the transversal polar coordinates (r,a). The LEMURS dataset contains a total
of 5M showers evenly divided into five different detectors: Par04SiW, Par04SciPb,
ODD, FCCeeCLD, and FCCeeALLEGRO. The Par04 geometry is the starting point
for the CalChallenge-ds2/3 studies and, in this dataset, is simulated with two possible
compositions as active and passive materials: silicon-tungsten (SiW) and scintillators-
lead (SciPb). The other three detectors are more realistic and are taken from the
Open Data Detector [70] (ODD), and two detector proposals for the Future Circular



A universal vision transformer for fast calorimeter simulations 14

Par04SiW Par04SiW Par04SiW
0.104 Ejy € [6.6€5,1¢6) 15001 Eie € [6.6€5, 1¢6] 15000 Ejy € [6.6€5,1¢6]
0€[2.1,2.2] 0€21,2.2] 0€[2.1,2.2]
> ¢ € [-m,m] > ¢ € [-m,7]
= 10007 = 10000
) )
5001 5000
04
=11
=== SE
= = E51.0
©0.9
0 10 2 30 40 0 2 4 6 8
FEiot/ Eine z layer number r layer number
0.3 12500
ODD 1000 ODD ODD
Ep € [6.6€5,1¢6) ine € [6.6€5, 1e6] 100001 Eqy € [6.6€5,1¢6)
02{ 0€[21,22 8001 g € [2.1,2.2) 0 €2.1,2.2]
: ¢ € [-m ] Z 6004 4 € [~ 7] % 7500 ¢ € [-m,7]
3 = =
0.1 g 4001 g 5000
2004 2500 A
T
ol -+ = 0 0
Rd=EESEEER R e SRR SRR
- Tl | Hiropees— Zio
o AL PP e ] 0.9 ‘ ‘ ; ‘ 0.9 : : ‘ ‘
0.021 0.022 0.023 0.024 0.025 0.026 0 10 20 30 40 0 2 4 6 8
Eiot/ Eine z layer number r layer number
0.100 FCCeeALLEGRO FCCeeALLEGRO 4000+ FCCeeALLEGRO
Eine € [6.6¢4, 1¢5] 6001 Eie € [6.6¢4, 1¢5)] Eine € [6.6¢4, 1¢5]
0.075 0€2.1,2.2] 0c[2.1,2.2] ) 0€2.1,2.2]
5 ¢ € [-m, 7] =z ¢ € [-m, 7] > 3000 ¢ € [-m, 7
H < 400 <
< 0.050 = =
= & 2000
0.025 ~ 9004 -
1000 4
0.000
2z 1.3
210 =il 0 0
=l30.7 g Moo 11 11
- cE T - E
S ST 510 - = 1o
< ST T I — I —
0.135 0.140 0.145 0.150  0.155 0 10 20 30 40 0 2 4 6 8
Eiot/ Eine z layer number r layer number
LEMURS Geant4 — VIiT-CFM

Figure 3. Summary of the sliced evaluation for Ei,. € [0.66 + Eiax, Fimax) T€V,
0 € [2.1,2.2)), where Ej .y is 100 GeV for the FCC detectors and 1TeV for the Par04
and ODD detectors. We show the visible energy, the energy profile in the z direction,
and the energy profile in the radial direction: (top) Par04SiW, (middle) ODD, and
(bottom) FCCeeALLEGRO detectors.

Collider [71], namely the CLIC-like detector [72] (CLD) and the ALLEGRO [73] designs.
The full description of the detector geometry can be found in [53]. Showers entering
the detectors are simulated at different incident energies and detector locations. The
complete information of the incident particle is described by the incident energy Fi,.
and the polar and azimuthal angles (¢, 0) in the detector reference frame. The global
conditions are independently sampled from

Fine ~ U(1,10%) GeV, cos O ~ U(cos(0.87), cos(2.27)) rad,
and ¢ ~U(—m,m)rad . (21)
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The size and breadth of detectors contained in the LEMURS dataset make it the
prime candidate for studies on transfer learning and multi-purpose training of generative
networks.

For the LEMURS dataset, we train a single vision transformer extended to
accommodate multiple conditions as input. We use the kinematic variables of the
incoming particle, Ei.,0,¢, and the detector-specific label introduced as a one-hot
encoded vector. We append the energy variables to the same condition vector, for a
total of 53 conditions. The energy network is also extended to depend on the full set
of variables defining the incident particle. However, since it is easier to train and much
smaller than the ViT, we use five different energy networks, one for each detector. We
split the evaluation of the generative network into two parts:

e A sliced evaluation: we compare to high-level features calculated from 2.5k samples
generated in a slice in (Ejy,, 0), while being inclusive in ¢. We define three linearly
spaced bins in FEy,. with equal size. In 6 we instead select two narrower regions,
namely 6 € {[1.52,1.62),[2.1,2.2)}.

e Full evaluation: we train neural classifiers on a large sample that covers the full range
of conditions.

The sliced evaluation allows us to evaluate the generation performance in narrower phase
space regions. Although the LEMURS dataset provides test samples of 1k showers at
fixed conditions, we notice that the training dataset contains many fewer events for
some of the working points. This results in large oversampling factors, sometimes up to
a factor of 100. While exploring the amplification capability of neural networks is an
important question, in this work, we limit the evaluation to tests with statistical powers
that do not exceed the number of samples seen during training. Comparing a generated
narrow slice to fixed test conditions is also not feasible because of biased selection and
the physics effect. Therefore, we prefer to extract test slices from a held-out fraction
of the training dataset. Each slice contains approximately 2.5k showers. Slicing comes
at its own risks: large slices integrate physics behaviors at different conditions, which
might dilute mismodeling in particular narrow regions.

Figure 2 and Figure 3 compare the generative network to Geant4 for two phase
space regions: central showers with incident energy in the medium energy bin, and
lateral showers from the highest incident energy bin. In this analysis, we highlight
the visible energy and the shower profiles for the three most different geometries.
Additional high-level features are provided in Appendix B. The energy network, which
solely defines the generation quality of the visible energy and the z shower profile,
shows good agreement with Geant4 in both phase space regions. In particular, for the
FCCeeALLEGRO detector, the energy network correctly models the transition from
central showers with a sharp energy cut in the last five layers to lateral showers with a
smooth energy dependence. We only note a small tendency to produce higher-energetic
showers, which could be related to the small number of samples in the slice. Comparing
o [51], this highlights that a factorization into two networks can drastically improve the
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Classifier AUC FPD
High-level ResNet Geant4d ViT-CFM
Par04SiW 0.503(1) 0.530(5) 1.0033(2) 1.0036(2)
Par04SciPh 0.503(1)  0.55(1) 1.0033(4) 1.0033(2)
ODD 0.502(1) 0.544(4) 1.0043(2) 1.0055(2)
FCCeeCLD 0.509(2)  0.559(5) 1.0040(2) 1.0045(2)
FCCeeALLEGRO 0.507(2) 0.688(16) 1.0035(2) 1.0045(3)

Table 3. Summary table of neural classifier AUC scores. Each classifier is trained to
distinguish the Geant4 ground truth from a single detector sample from a total of 200k
showers. We also report the FPD scores obtained from the JetNet library [62, 74].

energy reconstruction of showers while still capturing angular dependencies. We observe
a similar accuracy for the radial shower profile, an observable which depends on both
the energy and the shape network. For the shower profiles, the reported error bars are
the standard deviation of the mean for each bin. Hence, they should not be considered
as estimates of statistical deviations.

For the integrated evaluation, the large size of the sample allows us to train large
neural network classifiers for a holistic evaluation. Table 3 shows the AUC score of
the high-level and ResNet classifiers. We exclude the low-level classifiers since they
take as inputs the same information used for the ResNet classifier, but they show lower
sensitivity to mismodeled showers, as already seen in the CaloChallenge studies. The
AUC and FPD scores both show good agreement with Geant4 across all the detectors.
The only exception is the ResNet classifier for the FCCeeALLEGRO, which shows a
larger AUC score. This is indeed expected since this is the most complex detector with
strong dependencies on the position of the showers, as it was already observed with the
sliced evaluation. While the FPD metric scores all networks as Geant4-like, the ResNet
is able to identify differences between the generated and reference samples.

The architecture and the training hyperparameters are adopted from the
CaloChallenge evaluation. We include histograms of additional high-level features for
both evaluations in Appendix B.

5 Irregular geometries

Next, we show the generation performance on irregular geometries. In the following, we
only require a fixed total patch size and a segmentation of the voxelized space divisible
by that number.

CaloChallenge-ds1. The two remaining datasets of the CaloChallenge are of lower
dimensionality but geometrically irregular. They provide calorimeter showers for central
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photons and charged pions originally used in AtlFast3 [75]. The detector geometries for
photon and pion showers have five and seven layers, respectively, with the number of
radial and angular bins

photons 8% 1, 16 x 10, 19 x 10, 5 x 1, 5 x 1
pions  8x1,10x 10, 10 x 10, 5 x 1, 15 x 10, 16 x 10, 10 x 1,  (22)

totaling 368 voxels for photons and 533 voxels for pions. The incident energies of
both photons and pions are 15 discrete values with increasing power of two, namely
Eie = 256 MeV ... 4.2 TeV. The energy Ej,. refers to the momentum of the particles;
this has implications for charged pions at low energy, which have non-negligible mass.
Due to the Geant4 generation time constraints, the sample sizes for larger energies are
smaller. Details are given in Table 4.

The CaloChallenge-dsls are a special example of irregular geometries, since there
are layers with a single angular bin which cannot be readily patchified. In this case,
we add a minimal number of bins to reach the required patch size dimension. In both
cases, we use a patch size of five and therefore add four additional bins per radial voxel
in the layers without angular sectioning. These additional bins do not carry energy and
are part of a single patch in the neural network. Therefore, they do not introduce biases
in the encoding and the overall generation process. After generation, they are collapsed
into a single bin with energy equal to the maximum generated energy deposition. This
approach mildly increases the number of voxels, but we expect it not to occur for
high-granular geometries where a common divisor is easier to find. We train a vision
transformer on the dsl-y and dsl-7* datasets. The increase in the total number of
voxels is of a factor ~ 1.19 for dsl-y and ~ 1.17 for dsl-7*.

Figure 4 and Figure 5 show a summary evaluation of the generation performance.
We highlight the center of energy and the width of the center of energy for the first
segmented layer. For both incident particles, the neural network reproduces the Geant4
response up to statistical uncertainties. The AUC scores of the high- and low-level
classifiers provide a holistic view of the entire phase space. For dsl-v, both classifiers
confirm that the network emulates Geant4 almost perfectly. For dsl-7+, the high-level
features show a similar level of agreement, but we observe a higher level of mismodelling
from the low-level classifier. While hadronic showers are more complex to model, this
discrepancy arises from the usage of a different version of Geant4 in the generation
of the test sample [21]. The CaloChallenge found a low (high)-level AUC of 0.609(4)
(0.558(2)) when comparing Geant4 train and test sets [21]. Nonetheless, these results

FEine ‘256 MeV ... 131 GeV‘262 GeV 0.524 TeV 1.04 TeV 2.1 TeV 4.2 TeV

photons| 10000 per energy 10000 5000 3000 2000 1000
pions 10000 per energy 9800 5000 3000 2000 1000

Table 4. Sample sizes for different incident energies in dataset 1.
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Figure 4. Summary of the evaluation on the CaloChallenge-ds1-y dataset. We show
the center of energy and the shower width in layer-1, the AUC scores of a low- and
high-level neural classifier, and the generation time on CPU, with batch size 1, and

GPU, with batch size 100.
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Figure 5. Summary of the evaluation on the CaloChallenge-dsl-7" dataset. We show
the center of energy and the shower width in layer-1, the AUC scores of a low- and
high-level neural classifier, and the generation time on CPU, with batch size 1, and

GPU, with batch size 100.

improve over all the other submissions to the CaloChallenge.

The lower dimensionality of the dataset implies that a smaller number of patches
is processed by the ViT. We observe this effect in the generation time; even though the
neural network has the same number of parameters, the generation time for the full
generation of a shower for dsl is shorter than that of the regular ds2 and ds3.

CaloHadronic dataset. Originally generated for [G1], this dataset contains showers
produced from an incident 7. Unlike the cylindrical geometry of the other datasets, the
detector is represented in cartesian coordinates, and it corresponds to the high-granular
calorimeter proposed for the International Linear Collider [76]. The incoming particle
is orthogonal to the calorimeter, and it carries incident energy sampled from

Eine ~ U(10,90) GeV . (23)
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The main challenges coming from this dataset are the extremely high granularity, the
separation between the electromagnetic and hadronic calorimeters, and the intrinsic
complex nature of hadronic showers. Our aim is to showcase a more realistic example
where different granularities can arise and show how a ViT can deal with them.
Therefore, we only use 100k showers to avoid the computationally expensive training
on the full dataset. We further simplify the generation task in two ways. First, in [61]
the original calorimeter is up-sampled by a factor of three in each of the z-y axes, thus
increasing the generation space by a factor of nine. We avoid the complication of blindly
increasing the number of voxels and use the original cell size for the hadronic calorimeter
(HCal). Therefore, the HCal contains 43200 voxels organized as (z,y, z) = (30, 30,48),
where each cell has a lateral width of 30 mm. Second, the electromagnetic (ECal)
section is much more granular and sparse. Instead of using the original ECal voxelization
(x,y,z) = (180,180, 30), we down-sample with a sum-pooling operation down to 2250
voxels organized as (z,y,z) = (15,15, 10), where each cell has size 5.1 x 12 mm. Here
we do not perform the up-sampling operation which can be learned, together with the
down-sampling step, with an autoencoder-like structure, especially if the showers are
incredibly sparse [56, 77, 78]. We create this grid representation for 100k showers. We
use 80k showers for training and validation, and the remaining 20k for testing.

We set the total patch size to P, = 75 with segmentation P, = (5,5,3) and
Pocar = (3,5,5) for the electromagnetic and hadronic calorimeter, respectively. The
flexibility in the patch selection allows for the straightforward transformation to patch
space embeddings without adding unphysical layers which would be needed to divide
the detector into patches with a single segmentation.

To evaluate the generative network, we follow a methodology similar to [61]. We
first calculate global high-level features for the entire detector. The top row of Fig. 6
shows the center of energy in the x and y directions in units of the real detector size, and
the center of energy in the z direction as a function of the layer number. The bottom row
shows the ratio Fiu/FEi, and the average number of hits (\). Finally, we show, in table,
the AUC score of a neural classifier trained on the five observables together with the
layer energies, and the generation time on CPU and GPU. The marginal distributions,
as well as the neural classifier, confirm that the main features of the hadronic showers
are well-captured by the generative network, with larger deviations for low-energy and
low-occupancy showers, otherwise within statistical uncertainties. For all the results,
the Geant4 reference corresponds to a test sample containing 20k showers, which is
compared to a generated sample with the same statistic, and we apply a low-energy
threshold of z, = 1 keV. Given the small size of the test sample, we refrain from training
a classifier on the low-level energy deposits. The details of the classifier implementation
and training are reported in Appendix A.

The generation time on both CPU and GPU increases due to the larger number of
patches compared to the CaloChallenge-ds3. Nevertheless, the GPU generation time is
still at O(100) ms.
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Figure 6. Summary of the evaluation on the CaloHadronic dataset. We show the
center of energy in the three coordinates z,y, and z for the entire calorimeter, the total
visible energy Ei, and the average occupancy () in the detector. In the table, we
report the AUC score of a neural classifier and the generation time on CPU and GPU.

6 Transfer learning

We present two clear cases where fine-tuning can be used to reduce the cost of training
ViTs for fast detector simulation. First, we use the large LEMURS dataset as a
pretraining objective during which the network learns multi-detector responses and
angular dependencies. The target fine-tuning is the CaloChallenge-ds2 dataset. For
the fine-tuning phase, we set the angular conditions to § = 1.57 and ¢ = 0.0. Since
the detector matches the Par04 setting, we set the one-hot detector encoding equal
to the Par04SiW detector. The one-hot encoding is an effective entry point for the
introduction of prior knowledge of the detector configuration. For instance, a third
detector with the Par04 geometry can be encoded as a weighted combination of the
two materials already seen during training. In this case example, the fine-tuning step
specializes the network to a single angular condition and adjusts the response from a
photon initiated shower to an electron one. The second study is a superresolution from
the CaloChallenge-ds2, or LEMURS, voxelization to detectors with higher resolutions.
For this study, we reinitialize all the components that encode and decode the shower
information in the ViT, as described in Section 2. This choice corresponds to the "Full
fine-tuned" strategy adopted for point clouds in [52]. Fine-tuning the entire backbone is
strictly more expressive than adjusting a subset of weights. Since our networks require
a manageable amount of resources, we do not explore other more parameter-efficient
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training strategies.

The principal figures of merit for evaluating the training efficiency of generative
networks are the amount of data and the computational resources used during training.
We explore two scenarios: one where we fix the amount of available data and we vary the
number of training iterations, and a second where we scan over the size of the training
dataset.

Training iterations The baseline training of Section 4 converges after approximately
800k iterations. Here, we aim to find the minimum number of training iterations needed
to obtain the same performance with the fine-tuned network. Figure 7 summarizes the
efficiency gain from utilizing a pretrained network. On the left, we compare a ViT
trained from scratch against a network trained on LEMURS and then fine-tuned on the
CaloChallenge-ds2. We use the ResNet classifier AUC score as our evaluation metric,
as it demonstrated the strongest discriminative performance in our baseline studies. On
the right, we repeat the same study for the superresolution study. In both cases, the fine-
tuned network converges more rapidly, showing an AUC score significantly smaller than
1.0 already after 100k iterations. The performance of the network trained from scratch
is reached with roughly 400k training iterations, therefore converging in half the training
time. Faster convergence is particularly beneficial if multiple neural networks have to
be trained because the large pretraining phase happens only once. As an example, the
calorimetric module of AtlFast3 [75] contains 300 neural networks trained with different
particle types and at different pseudo-rapidity angles. On our hardware, the pretraining
phase becomes subdominant already after six trainings. We remark that the selection of
the metric can affect the evaluation of the fine-tuning step and the following efficiency
gain claims. In Fig. 8, we show the same scan over the training iterations but we use
the FPD score as the evaluation metric. Notice that generation quality converges to
the optimal value much more quickly than the ResNet classifier. This highlights the
importance of selecting the most discriminative metric if a holistic evaluation of the
network is of interest.

Dataset size Generating Geant4d data is the most computationally intensive step of
the simulation chain, and reducing the training data necessary to reach the target
accuracy and generalizability is of large interest for a fast simulation surrogate. We
explore the effect of fine-tuning on three datasets: first on the CaloChallenge-ds2/3
as in the previous section, then on the CaloHadronic dataset. We perform a full
performance scan over training dataset sizes only for the CaloChallenge-ds2, since the
smaller dimensionality allows for faster training. Given our available computational
resources, it was unfeasible to carry out similar studies for the higher resolution datasets.
Therefore, we look for performance improvements using the full training dataset. We
use as a performance metric the one that demonstrated the best discriminative power
from the previous tests; for the CaloChallenge datasets, we report the ResNet classifier
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Figure 7. Efficiency gain of fine-tuned networks for varying training iterations. The
ResNet classifier AUC score of fine-tuned networks is significantly lower than that of the
networks trained from scratch. (left) Pretraining on the LEMURS dataset, fine-tuned
on the CaloChallenge-ds2. (right) Pretraining on the CaloChallenge-ds2, fine-tuned on
the CaloChallenge-ds3.
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Figure 8. Efficiency gain of fine-tuned networks for varying training iterations. The
FPD score of fine-tuned networks converges to the best value observed from a complete
training in significantly less iterations than the networks trained from scratch. Notice
that the the ResNet classifier in Fig. 7 indicates smaller gains compared to the FPD.
(left) Pretraining on the LEMURS dataset, fine-tuned on the CaloChallenge-ds2. (right)
Pretraining on the CaloChallenge-ds2, fine-tuned on the CaloChallenge-ds3.

AUC score, while for CaloHadronic, we use the neural classifier trained on the five
high-level observables. Figure 9 (left) shows the ResNet AUC score for the pretrained
ViT on LEMURS and fine-tuned to the CaloChallenge-ds2. To train the classifier, we
always generate 100k showers, therefore, we are also testing the generalizability of the
generative architecture at smaller training dataset fractions. Our results show that the
fine-tuned network provides better performance, hence generalizability, for each training
dataset size. Fine-tuned networks converge much more rapidly; we avoid overfitting by
increasing the weight decay parameter as the size of the training dataset diminishes. In
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Figure 9. (left) Efficiency gain of fine-tuned networks for varying dataset sizes. fine-
tuned networks better generalize as demonstrated by a ResNet classifier always trained
with a total of 200k showers. Pretraining on the LEMURS dataset, fine-tuning on the
CaloChallenge-ds2. (right) Summary table of classifier AUC scores after fine-tuning on
the entire training dataset for the corresponding detectors.

particular, at 100k training showers, the fine-tuned ViT is significantly better than the
network trained from scratch, setting a new state-of-the-art for the CaloChallenge. The
high-granular ds3 shows a smaller gain. Even though the ViT converges more rapidly,
as shown in Fig. 7, the performance plateaus at an AUC of 0.80. This could be an
indication that the neural network expressivity is the limiting factor. We observe a
similar behavior for the CaloHadronic dataset, where the high-level classifier shows a
better agreement with Geant4 for the fine-tuned ViT.

7 Conclusions

Machine learning emulators are effective solutions to accelerate slow simulators. Fast
calorimeter simulation is the most striking and compelling example at HEP collider
experiments, such as those at the LHC, ILC, or the FCC. Once ensured that the
generation speed of generative networks is sufficient, maximizing the accuracy of
the surrogate calorimeter showers becomes the real challenge. Especially for high-
granular detectors, the computational cost of training deep learning networks becomes
prohibitively expensive.

We have proposed a vision transformer architecture that can be readily applied
to any voxelized detector geometry. From the performant CaloDREAM architecture,
we have defined an efficient and flexible patching for arbitrary detector layouts,
including optimized and full detector voxelizations. This enables a reduction in both
computational and data requirements without sacrificing expressiveness. Our results
show excellent agreement with Geant4 on the studied datasets; multiple evaluation
metrics indicate that the generated samples are indistinguishable from Geant4, while
also improving over previous benchmarks.
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We have further introduced a pretraining strategy for ViTs and demonstrated that
pretraining, followed by a targeted fine-tuning on the CaloChallenge ds2/3 significantly
reduces the resources needed to match the performance of the network trained from
scratch on the most sensitive evaluation metric. Additionally, for the large LEMURS
pretraining, we have shown better data efficiency and better generalization of the fine-
tuned network. This is the first application of patch-based fast calorimeter simulation
to an entire detector with both an electromagnetic and a hadronic calorimeter. We
believe our studies will open the way towards the full implementation and deployment
of transformer-based emulators in the community:.

Code and data availability. Together with this document, we include a public release
of the code at https://github.com/luigifvr/vitdhep. We also publish the complete set of

high-level features and samples used during evaluation at 10.5281 /zenodo.18071948.
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Appendix A Training hyperparameters

Parameter Energy network
Iterations 250k

LR sched. cosine

Max LR 1074

Batch size 256

ODE solver Runge-Kutta 4 (20 steps)
Dim embedding 64
Intermediate dim 1024

Num heads 4

Num layers 4

Table A1l. Training and network parameters for the energy network of Section 2.

Parameter Universal ViT block
Iterations 1.2M

Batch size 64

LR sched. CosineAnnealingLR
Initial LR 1074

ODE solver Runge-Kutta 4 (20 steps)
Embedding dimension 480

Attention heads 6

MLP hidden dimension 1920

Blocks 6

25

Table A2. Training and network parameters for the universal ViT block presented

in Section 2.
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Dataset Patch sizes

(z,7, )

CaloChallenge-dsly (1, 1, 5)
CaloChallenge-dslnt (1, 1, 5)
CaloChallenge-ds2e~ (3, 16, 1)
CaloChallenge-ds3e~ (3, 10, 3)

LEMURS (3,16, 1)
CaloHadronic (z,2,y)
EC&I (57 5) 3)
HCal (37 57 5)

Table A3. Patch sizes used for the CaloChallenge, LEMURS, and CaloHadronic
datasets.

Parameter Value

high-level and low-level

Optimizer Adam
Epochs 100
Number of layers 3
Hidden nodes 2048
ResNet
Optimizer AdamW
Epochs 50
Number of layers 18

Common training parameters

Learning rate 2.1074
Batch size 1000
Training samples 60k
Validation samples 20k
Testing samples 20k

Activation function leaky ReLLU

Table A4. Parameters for the high-level, low-level, and ResNet classifiers network.
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Appendix B Additional LEMURS high-level features

We provide, in Figs. B2, B3, B4, B5, and B6, histograms of the high-level features
for the layer with the largest energy deposition. These features, together with all the
other layers, have been used to train the high-level classifier for the full LEMURS
evaluation. The held-out dataset, used for this evaluation, corresponds to the last file
of the LEMURSY training dataset. The FCCeeCLD evaluation is the only exception:
we noticed that the distribution of the incident energies for the files with less than 100k
events does not agree with a uniform distribution. We show the discrepancy between
in Fig. B1 and, to avoid biased comparison, we use the first file as the Geant4 reference.

3500 A 3500 1
3000 - 3000 A
" 2500 1 ; 2500 -
= b=
£ 2000 £ 2000 -
et et 1 FCCeeCLD - file 1
1500 1500 1 FCCeeCLD - file 6
[1 FCCeeCLD - file 1 [ FCCeeCLD - file 7
1000+ ] FCCeeCLD - file 2 10001 1 FCCeeCLD - file 8
500 [1 FCCeeCLD - file 3 500 [ 1 FCCeeCLD - file 9
[ FCCeeCLD - file 4 [ FCCeeCLD - file 10
0 T T T T O T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Einc X 105 Einc X 105

Figure B1. Distribution of the incident energies for the FCCeeCLD detector. The
training files 1-4 (left) have the expected uniform distribution while the files 6-10 (right)
have a smoothly falling behavior towards larger energies.

TOur studies utilize the 1.0.0 version of the LEMURS dataset.
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Figure B2. Summary of high-level observables for the Par04SiW detector. From left
to right, top to bottom: center of energy in the n and ¢ directions, sparsity, width of
the center of energy in the n and ¢ directions, layer energy depositions, energy ratio
Eine/ Eiot, energy profiles in the z and r directions.
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Figure B3. Summary of high-level observables for the Par04SciPb detector. From left
to right, top to bottom: center of energy in the n and ¢ directions, sparsity, width of
the center of energy in the n and ¢ directions, layer energy depositions, energy ratio
Eine/ Eiot, energy profiles in the z and r directions.
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Figure B4. Summary of high-level observables for the ODD detector. From left to
right, top to bottom: center of energy in the n and ¢ directions, sparsity, width of

the center of energy in the n and ¢ directions, layer energy depositions, energy ratio

Eine/ Eiot, energy profiles in the z and r directions.
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Figure B5. Summary of high-level observables for the FCCeeCLD detector. From left
to right, top to bottom: center of energy in the n and ¢ directions, sparsity, width of
the center of energy in the n and ¢ directions, layer energy depositions, energy ratio
Eine/ Eiot, energy profiles in the z and r directions.
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Figure B6. Summary of high-level observables for the FCCeeALLEGRO detector.
From left to right, top to bottom: center of energy in the n and ¢ directions, sparsity,
width of the center of energy in the n and ¢ directions, layer energy depositions, energy
ratio Eine/FEiot, energy profiles in the z and r directions.
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