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Types of Technique

• Missing transverse momentum

• M_eff, H_T

• s Hat Min

• M_T

• M_TGEN

• M_T2 / M_CT

• M_T2 (with “kinks”)

• M_T2 / M_CT ( parallel / perp )

• M_T2 / M_CT ( “sub-system” )

• “Polynomial” constraints

• Multi-event polynomial constraints

• Whole dataset variables

• Cross section

• Max Likelihood / Matrix Element

Few
assumptions

Many
assumptions

Slide from Lester: arXiv:1004.2732
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P(pvis|�) =
�
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Matrix Element weight

7

                is the squared matrix element

                  is the transfer function

                    is the phase-space integral

W (p,pvis)

Associate to each experimental event  
characterised by        , the probability                   
to be produced and observed following a 
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|M�(p)|2

�
d�dx1dx2

P(pvis|�) = 1
⇥vis
�

�
d�dx1dx2|M�(p)|2W (p,pvis)

�vis
�

Matrix Element weight

7

                is the squared matrix element

                  is the transfer function

                    is the phase-space integral

      is the cross-section (after cuts)

W (p,pvis)

Associate to each experimental event  
characterised by        , the probability                   
to be produced and observed following a 
theoretical assumption 

pvis P(pvis|�)

�
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Need to sum over the jet/parton assignments.
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Matrix Element Method
Most common and Important use is to combine 
those in a Likelihood 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mtop = 173.0± 1.2GeV

Matrix Element Method
Most common and Important use is to combine 
those in a Likelihood 
 
 

9

�

Semi-leptonic decay

L(�) =
N�

i=1

P(pvis
i |�)

The best possible estimation of    is the one 
maximizing the likelihood

this provides the method 
with the lowest statistical 
error.
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d(pvis) =
P
Signal

(P
Signal

+ P
Background

)

Signal/Background
Fraction of Signal/Event extracted at the same 
time:

10

P (pvis|↵) = cSPS(p
vis|↵) + cBPB(p

vis)

Single Template Analysis:
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Matrix Element weight

Fit from MC tuned to the detector resolution

11

P(pvis|�) = 1
⇥�

�
d�dx1dx2|M�(p)|2W (p,pvis)

How to evaluate those weights?

How to evaluate the weight ?

matrix element method : weighting events

P (x,α) =
1

σ

∫

dφ(y)dw1dw2f1(w1)f2(w2)|Mα|2(y)W (x,y)

transfer functions : experimental extraction

numerical integration : very difficult due to the structure in peaks

of the integrand

|Mα(y)|2 : propagators

W (x,y) ≈
∏

i

1√
2πσi

e
−

(xi−yi)
2

2σ2
i

MadWeight – p. 4/19

Each partonic particles 
has it’s own Transfer 
functions 
 

Forbids any 
additional jets and 
therefore NLO. 
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Matrix Element weight

Fit from MC tuned to the detector resolution

Use of matrix-element generator: MadGraph5

11

P(pvis|�) = 1
⇥�

�
d�dx1dx2|M�(p)|2W (p,pvis)

How to evaluate those weights?

[J.Alwall,M. Herquet,F.Maltoni,OM,T. Stelzer 1106.0522]



Olivier Mattelaer      Glasgow April 10 2014

Matrix Element weight

Fit from MC tuned to the detector resolution

Use of matrix-element generator: MadGraph5

Need a specific integrator: MadWeight

11

P(pvis|�) = 1
⇥�

�
d�dx1dx2|M�(p)|2W (p,pvis)

How to evaluate those weights?

[P.Artoisenet, V. Lemaitre, F.Maltoni, OM: 1007.3300]
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Matrix Element weight
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How to evaluate those weights?

Difficult point: Numerical Integration
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P(pvis|�) = 1
⇥�

�
d�dx1dx2|M�(p)|2W (p,pvis)

Matrix Element weight

12

How to evaluate those weights?

Difficult point: Numerical Integration!

Presence of sharp functions 

Breit-Wigner 

TF linked to angular observables
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Monte-Carlo Integration
The choice of the parameterisation has a strong 
impact on the efficiency

13

Monte Carlo technics

efficiency of an adaptative MC integration :

case 1 : any peak is aligned along a single direction of the P-S

parametrization

y2

y1

y2

y1

→ the adaptative Monte-Carlo P-S integration is very efficient

MadWeight – p. 7/17

Monte Carlo integration

choice of the phase-space parametrization has a strong impact on the

efficiency of the MC integration :

any peak is aligned along a single direction of the P-S

parametrization

y2

y1

y2

y1

→ the adaptive Monte-Carlo P-S integration is very efficient

MadWeight – p. 12/29

Grid

The adaptive Monte-Carlo Technique picks point 
in interesting areas 
        The technique is efficient
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Monte Carlo integration
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Grid

Monte Carlo integration

choice of the phase-space parametrization has a strong impact on the

efficiency of the MC integration :

some peaks are not aligned along a single direction of the P-S

parametrization

y2

y1

y2

y1

→ the adaptive Monte-Carlo P-S integration converges slowly

MadWeight – p. 12/29

The adaptive Monte-Carlo Techniques picks 
points everywhere 
        The integral converges slowly

Monte Carlo integration

choice of the phase-space parametrization has a strong impact on the

efficiency of the MC integration :

some peaks are not aligned along a single direction of the P-S

parametrization

y2

y1

y2

y1

→ the adaptive Monte-Carlo P-S integration converges slowly

MadWeight – p. 12/29

Monte Carlo integration

choice of the phase-space parametrization has a strong impact on the

efficiency of the MC integration :

solution to the previous case : perform a change of variables in order

to align the peaks along a single direction of the P-S parametrization

y2

y1
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y1 − y2

→ the adaptive Monte-Carlo P-S integration is very efficient
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Rotation

Grid

The adaptive Monte-Carlo Techniques picks point 
in interesting areas 
        The technique is efficient

Monte Carlo integration

choice of the phase-space parametrization has a strong impact on the

efficiency of the MC integration :

solution to the previous case : perform a change of variables in order

to align the peaks along a single direction of the P-S parametrization
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First Example: di-leptonic top quark pair

degrees of freedom 16

peaks 16
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MADWEIGHT

16

peaks 16
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degrees of freedom 16

All peaks aligned
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All peaks aligned
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Second Example: semi-leptonic top quark pair
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Second Example: semi-leptonic top quark pair
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Matrix Element weight
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How to evaluate those weights?

Difficult point: Numerical Integration!

Presence of sharp functions 

Breit-Wigner 

TF linked to angular observables
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d�dx1dx2|M�(p)|2W (p,pvis)

Matrix Element weight

18

How to evaluate those weights?

Difficult point: Numerical Integration!

Presence of sharp functions 

Breit-Wigner 

TF linked to angular observables

Need a smart parameterization of the phase space
This is process dependent
Need to be Automatic, model independent, fast

MADWEIGHT
 P. Artoisenet, V. Lemaître, F. Maltoni, OM: JHEP 1012:068 
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. . .

q2

q1

Class D

i1
i3

i4
i2

pν1x, pν1y, pν1z

pν2x, pν2y, pν2z

|pi|,

|pj|,

q1

q2

Class A

θ1, φ1

θ2, φ2

. . .

pνx, pνy, pνz

i1

. . .

q2

q1

Class B

i2 i1

. . .

q2

q1

Class C

pνx, pνy, pνz

θ, φ p

MadWeight

19

fully hadronic / leptonic process

W production

semi-leptonic top quark pair

Fully leptonic top quark pair
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ŝ y

Class E

pν1x, pν1y, pν1z

pν2x, pν2y, pν2z

i1

i2
i3

. . .

. . .

Class F

i1
i3

i4
i2

pν1x, pν1y, pν1z

pν2x, pν2y, pν2z

MadWeight

20

Higss production decaying in W 

W+ W- production
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ŝ y

Class E

pν1x, pν1y, pν1z

pν2x, pν2y, pν2z

i1

i2
i3

. . .

. . .

Class F

i1
i3

i4
i2

pν1x, pν1y, pν1z

pν2x, pν2y, pν2z

MadWeight

20

Higss production decaying in W 

W+ W- production

MadWeight : changes of variables

auxiliary changes of variables :

m∗
i1

m∗
i2

m∗
i3

θν

block A

|pν|

φν

m∗
i1

m∗
i2

block B

θν

|pν|

m∗
i1

|pν|

block C

m∗
i1

|p|

block D

m∗
i1

m∗
i2

|p2|

|p1|

block E

MadWeight – p. 11/17

MadWeight : changes of variables

auxiliary changes of variables :

m∗
i1

m∗
i2

m∗
i3

θν

block A

|pν|

φν

m∗
i1

m∗
i2

block B

θν

|pν|

m∗
i1

|pν|

block C

m∗
i1

|p|

block D

m∗
i1

m∗
i2

|p2|

|p1|

block E

MadWeight – p. 11/17

Lot of possibility to have 
more complex process

+1 W

+1 Z

+ ...
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MadWeight History

21

2009: MadGraph4 Implementation 

2011: Private Implementation in MadGraph5 

Initial State Radiation Support 

SubProcess grouping (speed) 

NWA (speed) 

2013: MadWeight5 beta 

Improve cluster support (speed) 

MC over jet/parton assignment (speed) 

pre-training (speed) 

better multi-channel (speed) 

2014: MadWeight5 in MG5_aMC 

Support for multi-transfert function estimated on the same phase-
space point (speed) 

Module of preselection of the  jet/parton assignment (speed)
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cpu-time

Number of integration to evaluate: 

Number of events:                                 ~1000 

Number of theoretical hypothesis:        ~10 

Systematics (JES):                               ~5 

Jet-Parton assignment:                        ~12 

!

Total:                                                     ~600k

22

Each of them needs to be Fast
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Speed Benchmark

23

process perm MW4 MW5

tt semi lept 24 1h16 41s

tt fully lept 2 46s 10s

tth semi lept 720 > 2 days 10min

tth semi lept 48 > 3h 6min

tth fully lept 24 >1h 1min

h> w+ w- > 1lept 2 59s <5s

h> w+ w- > 2lept 1 8s <5s

z b b 24 39m 18s

zh 24 43m <5s
running on 1core of a Intel core i7 2.3Ghz
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cpu-time
Number of integration to evaluate: 

Number of events:                                 ~1000 

Number of theoretical hypothesis:        ~10 

Systematics (JES):                               ~5   1  

Jet-Parton assignment:                        ~12  1 

!

Total:                                                     ~10k

24

Each of them needs to be Fast
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CRITICS OF THE METHOD
The Likelihood methods builds the BEST 
discriminating variable 

Fully Model dependent 

Transfer Function approximation 

Factorize for each parton 

Not valid for hard radiation 

Pure LO approximation 

Strong sensitivity in analysis cut 

Computing time (                     integrals)

25

Nevent �Nth
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CRITICS OF THE METHOD
The Likelihood methods builds the BEST 
discriminating variable 

Fully Model dependent 

Transfer Function approximation 

Factorize for each parton 

Not valid for hard radiation 

Pure LO approximation 

Strong sensitivity in analysis cut 

Computing time (                     integrals)

25

Nevent �Nth

Next Section

Next Section
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MEM with radiation / NLO

26
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Radiations

ISR 

Main Effect is to 
induce a 
transverse boost. 

Different PDF

27

5.1. Initial State Radiation at partonic level 71
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Figure 5.1: Schematic depiction of the event topology for pair production of heavy
particles X , together with initial state radiation.

6.4 [96], and the momenta of the final state particles as well as of the ISR, have been
extracted from the event record for each event. No cuts on the parton momenta have
been implemented and therefore the acceptance term is simply 1. For simplicity and
clarity of the discussion, we do not include backgrounds in the analysis.

The proposed technique is based on the observation that the most significant effect
of ISR is on the kinematics of the events, since without proper inclusion of ISR the
momentum balance would be violated. The proper kinematics of the hard scattering
matrix element can be restored by simply boosting the hard event by the momenta of
the ISR. Since the longitudinal incoming momenta are integrated over in the computa-
tion of the likelihood, it is sufficient to perform the boost for the transverse coordinates
only. In practice, instead of boosting the measured final state momenta, we perform
the boost on the incoming partons of the matrix element, which is equivalent since the
squared matrix element is a Lorentz scalar. Since we are only performing a kinemat-
ical boost, the ISR momenta for each incoming leg are summed up, and the sequence
of individual branching does not play any role.

This boost correction is the simplest possible treatment of ISR, which only maintains
the proper momentum balance, while the effects of the particular QCD vertices and
internal propagators (labeled by numbers and pa,b,... in Fig. 5.1, respectively) are not
taken into account. It has the advantage of not increasing the computing time of the
MEM likelihood fit compared to the situation without ISR.

However, one can try to do better by including Sudakov re-weighting for the ISR. The
Sudakov factor corresponds to the probability for no branching to occur between two
scales p2

T,E1 < p2
T,E0. For ISR it is appropriate to formulate the Sudakov factor in

• FSR 

➡ Need to be parameterize in 
the TF 

➡ Having a one parton 
evolving in two jets TF 
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Figure 5.1: Schematic depiction of the event topology for pair production of heavy
particles X , together with initial state radiation.

6.4 [96], and the momenta of the final state particles as well as of the ISR, have been
extracted from the event record for each event. No cuts on the parton momenta have
been implemented and therefore the acceptance term is simply 1. For simplicity and
clarity of the discussion, we do not include backgrounds in the analysis.

The proposed technique is based on the observation that the most significant effect
of ISR is on the kinematics of the events, since without proper inclusion of ISR the
momentum balance would be violated. The proper kinematics of the hard scattering
matrix element can be restored by simply boosting the hard event by the momenta of
the ISR. Since the longitudinal incoming momenta are integrated over in the computa-
tion of the likelihood, it is sufficient to perform the boost for the transverse coordinates
only. In practice, instead of boosting the measured final state momenta, we perform
the boost on the incoming partons of the matrix element, which is equivalent since the
squared matrix element is a Lorentz scalar. Since we are only performing a kinemat-
ical boost, the ISR momenta for each incoming leg are summed up, and the sequence
of individual branching does not play any role.

This boost correction is the simplest possible treatment of ISR, which only maintains
the proper momentum balance, while the effects of the particular QCD vertices and
internal propagators (labeled by numbers and pa,b,... in Fig. 5.1, respectively) are not
taken into account. It has the advantage of not increasing the computing time of the
MEM likelihood fit compared to the situation without ISR.

However, one can try to do better by including Sudakov re-weighting for the ISR. The
Sudakov factor corresponds to the probability for no branching to occur between two
scales p2

T,E1 < p2
T,E0. For ISR it is appropriate to formulate the Sudakov factor in

• FSR 

➡ Need to be parameterize in 
the TF 

➡ Having a one parton 
evolving in two jets TF 

Here I will focus on ISR
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Figure 5.1: Schematic depiction of the event topology for pair production of heavy
particles X , together with initial state radiation.

6.4 [96], and the momenta of the final state particles as well as of the ISR, have been
extracted from the event record for each event. No cuts on the parton momenta have
been implemented and therefore the acceptance term is simply 1. For simplicity and
clarity of the discussion, we do not include backgrounds in the analysis.

The proposed technique is based on the observation that the most significant effect
of ISR is on the kinematics of the events, since without proper inclusion of ISR the
momentum balance would be violated. The proper kinematics of the hard scattering
matrix element can be restored by simply boosting the hard event by the momenta of
the ISR. Since the longitudinal incoming momenta are integrated over in the computa-
tion of the likelihood, it is sufficient to perform the boost for the transverse coordinates
only. In practice, instead of boosting the measured final state momenta, we perform
the boost on the incoming partons of the matrix element, which is equivalent since the
squared matrix element is a Lorentz scalar. Since we are only performing a kinemat-
ical boost, the ISR momenta for each incoming leg are summed up, and the sequence
of individual branching does not play any role.

This boost correction is the simplest possible treatment of ISR, which only maintains
the proper momentum balance, while the effects of the particular QCD vertices and
internal propagators (labeled by numbers and pa,b,... in Fig. 5.1, respectively) are not
taken into account. It has the advantage of not increasing the computing time of the
MEM likelihood fit compared to the situation without ISR.

However, one can try to do better by including Sudakov re-weighting for the ISR. The
Sudakov factor corresponds to the probability for no branching to occur between two
scales p2

T,E1 < p2
T,E0. For ISR it is appropriate to formulate the Sudakov factor in

• FSR 

➡ Need to be parameterize in 
the TF 

➡ Having a one parton 
evolving in two jets TF 

Here I will focus on ISR Work in progress



Olivier Mattelaer      Glasgow April 10 2014

MEM with radiation

Those radiations are important 

ttj is 50% at LHC 

3 Main idea  

Transfer boost 

Use ME + N jets 

NLO
28

5.1. Initial State Radiation at partonic level 71

X

X

p

p

1
2

p0
pa

pb pin

prad

· · ·

︸
︷︷

︸

1’
2’

p′
0

p′
a

p′
b p′

in

p′
rad

· · ·

︸
︷︷

︸

Figure 5.1: Schematic depiction of the event topology for pair production of heavy
particles X , together with initial state radiation.

6.4 [96], and the momenta of the final state particles as well as of the ISR, have been
extracted from the event record for each event. No cuts on the parton momenta have
been implemented and therefore the acceptance term is simply 1. For simplicity and
clarity of the discussion, we do not include backgrounds in the analysis.

The proposed technique is based on the observation that the most significant effect
of ISR is on the kinematics of the events, since without proper inclusion of ISR the
momentum balance would be violated. The proper kinematics of the hard scattering
matrix element can be restored by simply boosting the hard event by the momenta of
the ISR. Since the longitudinal incoming momenta are integrated over in the computa-
tion of the likelihood, it is sufficient to perform the boost for the transverse coordinates
only. In practice, instead of boosting the measured final state momenta, we perform
the boost on the incoming partons of the matrix element, which is equivalent since the
squared matrix element is a Lorentz scalar. Since we are only performing a kinemat-
ical boost, the ISR momenta for each incoming leg are summed up, and the sequence
of individual branching does not play any role.

This boost correction is the simplest possible treatment of ISR, which only maintains
the proper momentum balance, while the effects of the particular QCD vertices and
internal propagators (labeled by numbers and pa,b,... in Fig. 5.1, respectively) are not
taken into account. It has the advantage of not increasing the computing time of the
MEM likelihood fit compared to the situation without ISR.

However, one can try to do better by including Sudakov re-weighting for the ISR. The
Sudakov factor corresponds to the probability for no branching to occur between two
scales p2

T,E1 < p2
T,E0. For ISR it is appropriate to formulate the Sudakov factor in
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My point of view

Use ME + N jets 

Having one more jets at the matrix element 
level is roughly 10 times slower. 

number of permutations (assignment 
jet-parton) 

complexity of the integrand 

dimension of the phase-space 

The radiation problem still occurs (at least 
for the inclusive sample) 

NLO 

Basically equivalent to ME + N jets 

29
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NLO
Splitting higher order in two pieces depending 
if you resolve the jet or not 

If you resolve the jet: Use LO ME + 1 jet 

If you don’t:

30

[J. Campbel, W. Giele, C. Williams,1204.4424]

Only improve the no-jet bin!
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MEM with radiation

Those radiations are important 

ttj is 50% at LHC 
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Transfer boost 

Use ME + N jets 

NLO
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Figure 5.1: Schematic depiction of the event topology for pair production of heavy
particles X , together with initial state radiation.

6.4 [96], and the momenta of the final state particles as well as of the ISR, have been
extracted from the event record for each event. No cuts on the parton momenta have
been implemented and therefore the acceptance term is simply 1. For simplicity and
clarity of the discussion, we do not include backgrounds in the analysis.

The proposed technique is based on the observation that the most significant effect
of ISR is on the kinematics of the events, since without proper inclusion of ISR the
momentum balance would be violated. The proper kinematics of the hard scattering
matrix element can be restored by simply boosting the hard event by the momenta of
the ISR. Since the longitudinal incoming momenta are integrated over in the computa-
tion of the likelihood, it is sufficient to perform the boost for the transverse coordinates
only. In practice, instead of boosting the measured final state momenta, we perform
the boost on the incoming partons of the matrix element, which is equivalent since the
squared matrix element is a Lorentz scalar. Since we are only performing a kinemat-
ical boost, the ISR momenta for each incoming leg are summed up, and the sequence
of individual branching does not play any role.

This boost correction is the simplest possible treatment of ISR, which only maintains
the proper momentum balance, while the effects of the particular QCD vertices and
internal propagators (labeled by numbers and pa,b,... in Fig. 5.1, respectively) are not
taken into account. It has the advantage of not increasing the computing time of the
MEM likelihood fit compared to the situation without ISR.

However, one can try to do better by including Sudakov re-weighting for the ISR. The
Sudakov factor corresponds to the probability for no branching to occur between two
scales p2

T,E1 < p2
T,E0. For ISR it is appropriate to formulate the Sudakov factor in
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Choices of variables

32

g g > h> mu+ mu- vm vm~ page 1/1

Diagrams made by MadGraph5
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Higgs production

Higgs Mass 

s-channel 

No FSR
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Initial State Radiation
Study the ISR on Higgs 
production at LHC (14 TeV) 
at parton level (no 
hadronization)

33

g g > h> mu+ mu- vm vm~ page 1/1

Diagrams made by MadGraph5

g

1

g

2

h

mu+

3

mu- 4
z

vm

5

vm~

6

z

 diagram 1 

g

1

g

2

h

mu+

3

vm 5
w+

mu-

4

vm~

6

w-

 diagram 2 



Olivier Mattelaer      Glasgow April 10 2014

Boost correction only

Boost correction
with Sudakov
reweighting

No ISR in event
generation

events with ISR:
cut !pT ! " 40 GeV
cut !pT ! " 6 GeV
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Initial State Radiation
Study the ISR on Higgs 
production at LHC (14 TeV) 
at parton level (no 
hadronization)
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input mass

• No ISR        No Bias



Olivier Mattelaer      Glasgow April 10 2014

Boost correction only

Boost correction
with Sudakov
reweighting

No ISR in event
generation

events with ISR:
cut !pT ! " 40 GeV
cut !pT ! " 6 GeV

176 178 180 182 184 186 188
###############
mh

GeV

0.2

0.4

0.6

0.8

1.0

L !Lmax

Initial State Radiation
Study the ISR on Higgs 
production at LHC (14 TeV) 
at parton level (no 
hadronization)

33

g g > h> mu+ mu- vm vm~ page 1/1

Diagrams made by MadGraph5

g

1

g

2

h

mu+

3

mu- 4
z

vm

5

vm~

6

z

 diagram 1 

g

1

g

2

h

mu+

3

vm 5
w+

mu-

4

vm~

6

w-

 diagram 2 

• Large Veto      Large bias



Olivier Mattelaer      Glasgow April 10 2014

Boost correction only

Boost correction
with Sudakov
reweighting

No ISR in event
generation

events with ISR:
cut !pT ! " 40 GeV
cut !pT ! " 6 GeV

176 178 180 182 184 186 188
###############
mh

GeV

0.2

0.4

0.6

0.8

1.0

L !Lmax

Initial State Radiation
Study the ISR on Higgs 
production at LHC (14 TeV) 
at parton level (no 
hadronization)

33

g g > h> mu+ mu- vm vm~ page 1/1

Diagrams made by MadGraph5

g

1

g

2

h

mu+

3

mu- 4
z

vm

5

vm~

6

z

 diagram 1 

g

1

g

2

h

mu+

3

vm 5
w+

mu-

4

vm~

6

w-

 diagram 2 

• smaller veto         smaller bias 
but larger statistical 
uncertaintiess
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• Use the ISR to boost the 
momenta        small bias/
error
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Boost correction only

Boost correction
with Sudakov
reweighting
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• Add the Sudakov Factor  
      No significative bias

It has the advantage of not increasing the computing time of the MEM likelihood fit compared
to the situation without ISR.

However, one can try to do better by including Sudakov reweighting for the ISR. The
Sudakov factor corresponds to the probability for no branching to occur between two scales
p2T,E1 < p2T,E0. For ISR it is appropriate to formulate the Sudakov factor in terms of back-
wards evolution from the hard process to the incident proton. In this case it is given by

∆ISR(p
2
T,E0, p

2
T,E1)

= exp

(

−
∫ p2

T,E0

p2
T,E1

d(p2T,E)

p2T,E

αs(p2T,E)

2π

∑

j∈{j→i+X}

∫ zmax(p2T,E)

zmin(p2T,E)

dz
Pj→i(z)

z

fj(xi/z, p2T,E)

fi(xi, p2T,E)

)

(9)

where the sum runs over all possible assignments of partons i, j (quarks or gluon) in the
branching j → i+X . Here Pj→i are the splitting functions, which for massless quarks read

Pqq(z) = Pqg =
4(1 + z2)

3(1− z)
, Pgq(z) =

1

2

[

z2 + (1− z)2
]

, Pgg(z) = 6
[1− z(1 − z)]2

z(1 − z)
. (10)

Furthermore, z is the ratio between the pre-branching invariant mass squared of the parton-
parton interaction and the post-branching invariant mass squared.

To account for the proper weight of the ISR, one needs the probability of having a
splitting j → i +X at some kinematic configuration (p2T,E, z), which is given by taking the
derivative of the Sudakov factor:

Pj(p
2
T,E, z) = −

d2

d(p2T,E)dz
∆ISR(p

2
T,E0, p

2
T,E) (11)

=
αs(p2T,E)

2πp2T,E

Pj→i(z)

z

fj(xi/z, p2T,E)

fi(xi, p2T,E)
∆ISR(p

2
T,E0, p

2
T,E) (12)

The branching probability for any kind of parton is then given by
∑

j Pj(p2T,E, z).
Evidently it is not possible to reconstruct the entire sequence of ISR branchings in the

correct order from the event data. For most events, however, one microscopic branching
process carries most pT of all ISR from one leg, so that a reasonable approximation can be
obtained by adding up all ISR momenta stemming from one leg and calculating the Sudakov
factor for one single branching with the summed momentum p2T,E = p2T,ISR.

Since the ISR tends to be emitted at low angles, we approximate the ratio z by the
longitudinal momentum components,

z ≈
pin,z

pin,z + prad,z
, (13)

where pin is the momentum of the incoming parton of the hard collision process and prad is
the momentum of the ISR associated with this leg, see Fig. 1.

Fig. 2 shows numerical results for the MEM likelihood fit for the example of top quark pair
production with di-leptonic decays, eq. (5). For reference, the solid curve shows the idealized

6
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Figure 5: Reconstruction of the Higgs boson mass from a matrix element likelihood fit
to 1000 hadron-level di-lepton events at the LHC with

√
s = 14 TeV. A Higgs mass of

mh = 180 GeV has been used for the event generation. The different curve correspond to
the following setups: idealized situation without ISR in the event generation (solid curve);
ISR included in the simulation but no correction (short dashed); purely kinematical boost
correction (dash-dotted); boost correction with ISR transfer functions (long dashed). The
two long-dashed curves correspond to ISR transfer functions tuned to tt̄ and h → WW
Monte-Carlo events, respectively. The likelihood reflects statistical errors only.

use a two-component transfer function, employing a double-Gaussian if the measured ISR
pvisT is non-zero, and a single Gaussian in log-space for zero pvisT :

WISR(pT, p
vis
T ) =

{

1√
2π(a2+a3a5)

[

e−(pT−pvis
T

−a1)2/(2a22) + a3 e−(pT−pvis
T

−a4)2/(2a25)
]

, for pvisT > p0T,
1√

π b2 pT
e−(log(pT)−b1)2/(2b22) for pvisT < p0T,

with ai = bi0 + bi1
√
pT + bi2pT. (14)

The boundary p0T between the two regions should be chosen near the sensitivity limit of the
detector (typically a few GeV), but we have checked that the results are not appreciably
affected by varying p0T between 5 and 15 GeV.

The free parameters bi, bij in (14) are tuned to Monte Carlo simulated data, and it
has been checked that the transfer function provides a good approximation to the Monte
Carlo data both for small (a few GeV) and large (∼ 100 GeV) values of pT. This tune
effectively accounts for Sudakov factors, as well as detector acceptance effects. When using
ISR transfer functions one needs to integrate over the partonic pT of each leg, so that the total
integration dimension is increased by two. Nevertheless, when using an adaptive algorithm
like Vegas [13], the integration time grows only by a factor of less than 10.

The increase in the number of degrees of freedom also leads to an increase of the width
of the curve—however, the expected reduction in systematic effects and stability of the
likelihood result due to the better control of QCD radiation using this method should by far
make up for this.

Fig. 5 demonstrates the effect of the boost correction without and with ISR transfer
functions for the Higgs production process (6). The plot shows that the ISR transfer functions

11
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0.632 pb (14TeV)

36

Challenging background 

tt + (b)jets 

Combinatorial

Can the MEM improve the sensitivity?
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at least four tagged b-jets
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PT > 20 , |⌘| < 2.4

PT > 30 , |⌘| < 2.5�R = 0.5
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Transfer function: 

perfect resolution on charged leptons 

perfect resolution for jets angle 

double gaussian with energy dependencies 
for jets energy 

Matrix-element 

With ISR boost correction 

tth for signal 

ttbb for background

39

P(pvis|�) = 1
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�
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power for di-leptonic 
channel 

less background 
combinatorics

Higher probability to 
select the “wrong” jets 
for semi-leptonic 
channel.
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95% c.l. 40fb�1

3� 120fb�1

5� 420fb�1

rescale the cross section by a factor μ such that 
S+B is excluded at 95% C.L
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Matrix Element Re-Weighting: path to precise 
measurement

LO order method 

MadWeight allows efficient evaluations  for 
ANY BSM model and ANY topologies

Allows precise Mass/Spin measurements

Use the full theoretical information

A lot of experimental information

Radiation is a bottleneck

Need new way to deal with them (FSR)

MEM is able to handle successfully 
complicated process like tth
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MadWeight

the phase-space is split into blocks, each of them 
is associated to a specific local change of 
variables  

12 blocks, i.e. 12 analytic changes of variables 
have been defined in our code.  

MadWeight finds automatically 

the optimal partition of the PS into blocks  

computes the weights using the 
corresponding PS parametrisation 
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DMEM:        in fully leptonic channel

Examples of studies / investigations 

mtt̄

mass determination : smuon pair 
production 
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ISR effects: pp > H > W+ W- 

DMEM:        in fully leptonic channel
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DMEM Validation
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partonic level reconstructed level
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DMEM
What if the sample is not a SM one? For example if a 
heavy Z exists (600 GeV).

52

Only Use SM matrix Element!!!



Examples of studies / investigations 

mtt̄

mass determination : smuon pair 
production 

!

ISR effects: pp > H > W+ W- 

DMEM:        in fully leptonic channel

Discriminating Hypothesis 
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TT  + Higgs
Discriminate t t~ Higgs from background
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TT  + Higgs
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TT  + Higgs
Discriminate t t~ Higgs from background
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TT  + Higgs
Discriminate t t~ Higgs from background

54

define discriminant:

g g > t t~ h WEIGHTED=4 page 1/2

Diagrams made by MadGraph5

g

1

g

2

g

t

3

h

5

t

t~

4

 diagram 1 QCD=2, QED=1

g

1

g

2

g

t~

4

h

5

t~

t

3

 diagram 2 QCD=2, QED=1

g

1

t

3

t~

g
2

t~
4

t~

h 5

 diagram 3 QCD=2, QED=1

g

1

t

3

t~

t~

4

h

5

t~

g

2

 diagram 4 QCD=2, QED=1

g

1

t~

4

t

g
2

t

3

t

h 5

 diagram 5 QCD=2, QED=1

g

1

t~

4

t

t

3

h

5

t

g

2

 diagram 6 QCD=2, QED=1

s s~ > t t~ b b~ WEIGHTED=4 page 1/2

Diagrams made by MadGraph5

s

1

s~

2

g

t

3

t~

4
g

b

5

b~

b~
6

 diagram 1 QCD=4, QED=0

s

1

s~

2

g

t

3

t~

4
g

b~

6

b

b

5

 diagram 2 QCD=4, QED=0

s

1

s~

2

g

t

3

t~ 4
g

b

5

b~

6

g

 diagram 3 QCD=4, QED=0

s

1

s~

2

g

b

5

b~

6

g

t

3

t~ t~

4

 diagram 4 QCD=4, QED=0

s

1

s~

2

g

b

5

b~

6

g

t~

4

t t

3

 diagram 5 QCD=4, QED=0

t

3

t~ 4
g

b
5

b~

6

g

s

1

s

s~

2

 diagram 6 QCD=4, QED=0

Fully leptonic decay

Prelim
inary



Olivier Mattelaer      Glasgow April 10 2014

d = PS
PS+PBG

TT  + Higgs
Discriminate t t~ Higgs from background
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