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Introduction

The Higgs boson, the last piece of the puzzle of the Standard Model (SM) of par-
ticle physics was finally discovered at the Large Hadron Collider. The discovery
involved decades of theoretical and experimental work, from the initial proposals
in the 1960s to the discovery in 2012. The process included the development
and construction of advanced particle accelerators (Large Electron—Positron
Collider (LEP), Tevatron, and the Large Hadron Collider(LHC)), the gathering
and analysis of massive amounts of data, and the collaboration of scientists
from around the world.

The Higgs boson was found at a mass of 125 GeV which turned out to be a
remarkable choice of nature. According to the SM, its vacuum sits very close to
the border of stable and metastable, meaning that the Higgs field is not in its
absolute lowest-energy state but instead in a long-lived with a lifetime much
longer than the age of the Universe. This has some interesting implications
because if the vacuum of the Higgs potential were absolutely stable, it would
have significant consequences for the evolution of the Universe. Understanding
the metastable nature of the vacuum and the potential consequences of a stable
Higgs potential is crucial for gaining insights into the fundamental properties
of particles, the stability of the Universe, and the presence of physics Beyond
the Standard Model (BSM).

The particle spectrum of the standard model appears to be complete after
the discovery of the Higgs bosons. However, issues ranging from the existence
of dark matter to the pattern of the neutrino mass, the SM’s inability to
explain the matter-antimatter asymmetry in the Universe, nor the ability to
include the gravitational interaction within the model, continue to suggest
physics beyond the SM. Therefore, following the Higgs boson discovery, present
measurements at the LHC are focused on testing the Higgs boson’s couplings
to other elementary particles, precision measurements of the Higgs boson’s
properties, and initial investigation of the Higgs boson’s self-interaction and
shape of the Higgs potential.

The goal is to uncover information about these remaining unsolved problems by
probing the SM to the furthest extent and making highly accurate measurements.
By doing so, we may be able to discover some ways in which the model begins
to break down and thereby find a more complete theory. Many scenarios of
physics beyond the standard model were proposed to answer these questions
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and to better understand the behavior of nature at high energies, in the hope
of finding hints of what may lie ahead of the SM.

Precision measurement is not necessarily the only way to search for new physics.
Direct searches for exotic particles or rare decays are also possible methods.
Since there are no requirements for the Higgs sector to be minimal, many
of the proposed theories come with various extensions of the SM; through
supersymmetry, such as the Minimal Supersymmetric Standard Model (MSSM)
and Next-to-Minimal Supersymmetric Standard Model (NMSSM), and entirely
novel framework like extra dimension or grand unified theory which uses a single
theoretical structure to describe the strong, weak, and electromagnetic forces.
The Two-Higgs-doublet (2HDM) model is one of the most natural choices for
an extended scalar sector and is present in most BSM theories. The addition
of the second Higgs doublet leads to a richer phenomenology as there are five
physical scalar states after Electroweak Symmetry Breaking (EWSB).

This manuscript summarizes my contribution to the physics community in
finding hints of physics beyond the SM. The technical and physical analysis
contributions described in this thesis were made using data collected with the
Compact Muon Solenoid (CMS) detector. The manuscript is divided as follows;

First, it’s inevitable to understand the BSM theory before looking into the
physics that transcends it. Therefore, Chap. 1 is intended to give insight into
the Standard Model, what the theory cannot explain, and why we need to go
beyond it. It also opens the way to Chap. 2 in which I explain one of the
simplest extensions of the standard model, the 2HDM, posing the mathematical
consequence of adding another doublet to the images of the SM. I explain the
allowed regions of the 2HDM parameter space at the start of the LHC full run
2 that remain accessible by direct searches in some possible decay channels.
Chap. 3 gives a brief description of the LHC focusing mainly on the main
features of the CMS detector and its main components. It also summarizes my
personal contributions to b-tagging measurement studies and CMS tracking
detector performance results in the Cluster Parameter Estimator (CPE) software
development. Chap. 4 is a brief overview of the method of data analysis and the
statistical tools needed to anticipate a search for new physics. Chap. 5 reports
the search for a 2HDM neutral Higgs boson, through H/A— ZA/ZH — (" 0" bb
process, describing each step of this analysis from the event selection procedure
and the background modeling to the last step of likelihood fit and statistical
test.

Finally, the outlook aims to reflect on what can be improved and what has been
difficult to achieve, these are my personal insights that could be continued if
ever this analysis were to be repeated with future data.



The Standard Model

The complete Standard Model (SM) took a long time to build. Physicist J.J.
Thomson discovered the electron in 1897, and sixty-eight years of discoveries (
highlighted in Fig. 1.1) had elapsed before the first prediction of the Higgs boson
in 1964 [1,2], which took no more than two years before being integrated into the
SM with the Glashow, Weinberg and Salam unification of the electromagnetic
and weak forces [3]. At long last, the 2012 discovery of the Higgs boson at the
Large Hadron Collider (LHC) [4,5] was the culmination of almost fifty years of
searching for the final piece of the puzzle.

ATLAS
Key particle discoveries
1900 1910 1920 1930 1940 1950
1895 1905 1915 1925 1935 1545 1955
| | | | | | | | f | | | |
[ | I | T | T | T | I | |
1897 1919 1923 1932 1937
electron proton photon ;s::rrzrr\‘ muon ntiprot
1962
nnnnnnnnnnn 1083
1976 W&Z bosons
1960 1970 “" 1980 1990 2000

1969 1974 1979

Quarks (uds) ~charm quark | gluon top quark 2012
electron neutrino tau neu trino

o717 Higgs boson
bottom quark 88

Figure 1.1. | The timeline of important discoveries that led to the Standard Model [6].

1.1. Forces and carrier particles

The Universe exists because the fundamental particles interact. These interac-
tions include attractive and repulsive forces, decay, and annihilation.

The SM explains three of the four fundamental forces that govern the universe:
electromagnetism, the strong force, and the weak force. We call the particles
that carry the interaction force “carrier particles”. Electromagnetism is carried
by photons v and involves the interaction of both electric and magnetic fields.
The strong force, which is carried by gluons, g, binds together atomic nuclei to
make them stable. The weak force, carried by W and Z bosons, causes nuclear
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reactions that have powered our sun and other stars for billions of years. The
fourth fundamental force is gravity, which is not adequately explained by the
SM. Some physicists expect that the gravitational force may also be associated
with a boson particle, often called the “graviton”. This hypothetical quanta of
gravity is extremely difficult to observe because, at the subatomic level, the
gravitational force is several orders of magnitude weaker than the other three
elementary forces.

The relative strength of the four types of interaction between two protons in
the nucleus is “roughly” listed in Tab. 1.1;

Table 1.1. | Relative strengths for two protons in a nucleus, and their field particles.

Type Magnitude | Field particle
strong 1 gluons, g
electromagnetic 1072 photons, ~
weak 1077 w*, z
gravity 107% -

VVi7 Z, v and g gauge bosons carry energy and forces throughout the Universe.
Fermions obey the Pauli exclusion principle and can in turn be classified into
two categories: quarks and leptons. Quarks are sensitive to strong interactions
while leptons are not. While the boson’s force carriers and the fermions are
fundamental in that they cannot be broken down into anything else, there are
other composite particles called hadrons that are classified as either fermions
or bosons depending on their composition. Hadrons are either mesons which
are made up of a quark-antiquark pair or baryons made up of three quark
combinations. Mesons are bosons, while baryons are fermions.

The SM is often summarized in a table, similar to the periodic table of elements
as illustrated in Fig. 1.2, where it is used to briefly describe particle properties,
such as mass, charge, and spin.

e Electric charge: The up quark has a charge of +2/3 and the down quark
has a charge of —1/3. The sum of the charges of quarks that make up
a nuclear particle determines their electrical charge, but they only form
composite particles with integer electric charge. Protons contain two up
quarks and one down quark. So that its electric charge is +1. Neutrons
contain one up quark and two down quarks, which sums to a charge of 0,
making neutrons electrically neutral. All particles other than quarks have
integer multiples of the electron’s charge.

e Color charge: Is a property in the theory of Quantum Chromodynamics
(QCD), which describes the strong force. It is specific only to gluons and
quarks, so all other particles are color-neutral. This color charge is not
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Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
| 1l 1l
mass | =2.2 MeV/c* =1.28 GeVi/c: =173.1 GeV/c* 0 =124.97 GeV/c*
charge | % % % 0 0
son % QU » Q& v 1 9 . H
up charm top gluon higgs
-4 =/ L —

=4.7 MeV/c? =96 MeV/c? =4.18 GeV/c? 0

% % % 0

% d % S % b 1 y

down strange bottom photon
=4 =4 =4

=0.511 MeV/c* =105.66 MeV/c* =1.7768 GeVi/c* =91.19 GeV/c*

-1 -1 -1 0

» & » (W » 1 ;

electron muon tau Z boson

<1.0 eVfc? <0.17 MeV/c? <18.2 MeVic* =80.39 GeV/c*

0 0 0 +1

% Ve % Vu % V’E 1 W

elech:on muon taL! W boson
neutrino neutrino neutrino

Figure 1.2. | The building blocks of matter are six quarks, six leptons, four force
carriers, and the Higgs boson which gives mass to all elementary particles, including
the W and Z bosons and the fermions (quarks and leptons) [7].

related to the colors we perceive visually but is a concept used to describe
the behavior of quarks under the strong force. There are three types (or
“flavors”) of color charge for quarks, often labeled as red, green, and blue.
Antiquarks carry the corresponding “anticolors” — antired, antigreen, and
antiblue.

A quark carries one of three color charges, antiquarks carry three types of
anticolor and a gluon can be thought of as carrying both color and anticolor.
This gives a gluon, eight possible combinations of color, and anticolor L

e Flavor: Flavor distinguishes quarks (and leptons) from one another.

e Spin: Spin is a bizarre but important physical quantity. Large objects
like planets or marbles may have angular momentum and a magnetic field
because they spin. Since particles also appear to have their own angular mo-
mentum and tiny magnetic moments, physicists called this particle property
spin. This is a misleading term since particles are not actually “spinning”.

'The reason there are 9 color-anticolor combinations but only 8 gluons is because in a
QCD theory when gluons interact with quarks, they carry both a color and an anticolor charge.
Gluons are themselves color-charged. As a result, one of the color-anticolor combinations
corresponds to a “colorless” state — a gluon that is a combination of color and an anticolor
such that they cancel out, making it effectively color-neutral. This color singlet state is not
an active particle and does not participate in strong force interactions.
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Spin is quantized to units of 0, 1/2, 1, 3/2 (times Planck’s Constant, )
and so on. Bosons have an integer value (0, 1, 2 ...) spin quantum numbers
while fermions have odd half-integer spin (1/2, 3/2, 5/2...).

The alternative representation to the blocks in Fig. 1.2 is the Lagrangian.
Despite the intricacy of appearances, the Lagrangian is one of the easiest, most
beautiful, and most compact ways of presenting the theory.

1.2. Foundations of the standard model
1.2.1. Quantum field theory

In particle physics, we study particle interaction at the lowest possible scales
where Heisenberg quantum mechanics uncertainties impose higher energies so
that most particles involved in a particular scattering event will be moving
relativistically. Quantum field theory (QFT) is a theoretical framework based
on special relativity and quantum mechanics where it is possible to make
predictions about particles scattering cross-sections and decay rates at such
short distances. QFT relies on perturbation theory to study such a complicated
quantum system thus starting with a mathematical solution to what we know
in a simple system and adding an additional disturbance to the system. If
those disturbances are weak enough compared to the various physical quantities
associated with the perturbed system (e.g. its energy levels and eigenstates) they
can be then expressed in terms of “corrections” to those of the simple system.
The Hamiltonians for example to which we know the exact solutions of the
hydrogen atom, the quantum harmonic oscillator, etc. can be used to describe
a wide range of complicated quantum systems using perturbation theory.

The standard model is a quantum field theory meaning that its fundamental
particles are quantum fields that are defined at all points in space-time for
example an electron is an excitation in the electron field etc. These fields are

e the fermion fields, v, which account for “matter particles”;

e the electroweak boson fields W', W™, Z, and v;

e the gluon field, G,; and

e the Higgs field, ¢

As a mathematical consequence, they are operator-valued, they act upon a
quantum state (ket vector) in Dirac notation.

1.2.2. Renormalisation

In the standard model, when described in quantum field theory, the occurrence of
ultraviolet divergence becomes inevitable. Those that arise from the higher-order
perturbative calculation that involves summing over all possible intermediate
states. In the language of Feynman diagrams, this is represented by a loop
and the Feynam rules require integration over all possible momenta of particles
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inside the loop which often results in divergence. In modern particle physics,
we don’t actually interpret this divergence as a genuine infinity but we assume
that some new physics enters at some sufficiently high A cutoff. Higher-order
perturbative corrections are in most cases increased logarithmically. To solve
this issue a rescaling is needed to absorb this cutoff dependence. Quantum field
theories for which this is possible are called “renormalizable theories” and the
criteria for a theory to be renormalizable are:

e The interaction terms must not have a dimension greater than four. Recalling
that the dimensions of bosonic fields (both scalar and vector) are 1 whereas
the dimension of spin=1,/2 fermionic fields is 3,/2.

e All propagators must vanish as the momentum of the propagation particle
becomes infinite.

Until the 1970’s the only renormalizable quantum field theory was quantum
electrodynamics (QED) -that is the relativistic quantum field theory of electro-
dynamics. The QED Lagrangian can be written as:

Lqorp = ey YA, (1.1)

1 represents the electron and positron fields (collectively referred to as fermions),
1) is the Dirac adjoint of the fermion fields, v are the Dirac gamma matrices,
A, is the electromagnetic vector potential (a component of the photon field),
and e is the elementary electric charge. The QED Lagrangian density Lqogp,
has dimension four as required, and for which photon and fermion propagators
both vanish as the momentum p tends to infinity. Also, the coupling (i.e. the
charge) is small enough that a perturbative expansion in the fine structure can
be handled. The interaction term between a charged fermion and a photon is
- e’ - 1 12
“T 4 T 137.06... (1.2)

1.2.3. Gauge theories

A gauge theory is a theory that is invariant under a set of local transformations.
Quantum electrodynamics is an Abelian gauge theory with the symmetry group
U(1) and has one gauge field, the electromagnetic four-potential, with the pho-
ton being the gauge boson. Gauge theories require vector bosons to be massless
known also as gauge bosons, this applies to electromagnetic interactions but
not to the weak interactions that involve the exchange of a massive particle. If
we still wish to extend the ideas of describing interactions in a gauge theory
the symmetry somehow must be broken. Introducing a mass term to the gauge
bosons would render the theory non-renormalizable. Another elegant way of do-
ing this is known as “spontaneous symmetry breaking” in which the Lagrangian
maintains its symmetry under a set of local gauge transformations, whereas
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the ground state (vacuum) is not. When a spontaneous symmetry breaking is
applied in a gauge theory a mass manifests itself for the w* and 2° gauge
bosons.

1.2.3.1. Spontaneous symmetry breaking

The Lagrangian of a spontaneously broken symmetry of a scalar field theory
with a mass term and quartic self-interaction can be written as.

where the potential V(¢) is given by

V() = 1’6"+ No" 9|, (1.4.)

and the Lagrangian is maintained invariant under global U(1) transformations.
 — e“o. (15.)

If ;f is positive, this potential has a minimum at ¢ =0 (vacuum), whereas other
values of ¢ represent the creation and annihilation operators that populate
higher energy states. Suppose now that we reverse the sign of p2 so that the
potential becomes

V(p) = —12o b+ No ¢ (16.)

The potential has no longer a minimum at ¢ =0 but a maximum and the
minimum occurs at

p=—=c¢€ — (1.7.)

with an infinite number of vacuum states where € can takes any value from
0 to 2m. The symmetry breaking occurs in the choice made for the value 6
which represents the true vacuum. If we choose # =0 to be this vacuum, U(1)
invariance is broken and in quantum field theory, we say that the field ¢ has a
non-zero vacuum expectation value

o) = —. (1.8.)
=

This also means that there are “excitations” with zero energy that can take us
from this vacuum to one of the other states that are degenerate in energy. Only
massless particles can have zero energy and to prove so we expand ¢ around its
vacuum expectation value as
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1 I

¢:(+H+iq§). (1.9.)
V2 \VA

The fields H and ¢ have zero vacuum expectation values which are expanded

in terms of creations and annihilation operators of the particles that populate

excited states. If we insert Eq. 1.9 into Eq .1.6 we find

A 4
VZ/.LQH2—|-/.L\/X(H3+¢2H)+*(H4+¢42H27T2)+i

. o (1.10.)

Now in Eq. 1.10 there is a mass term for the field H, but no mass term for
the field ¢. Thus ¢ is a field for a massless particle called a “Goldstone boson”.
Fig. 1.3 is an illustration of the Sombrero potential V' (¢) with a spontaneous
symmetry breaking or what we often call the “Mexican hat” in polar coordinates.

Figure 1.3. | A potential with spontaneous symmetry breaking [§].

1.2.3.2. The Brout-Englert-Higgs mechanism

In Goldstone’s theorem, the choice of vacuum is equivalent to choosing a gauge
which is necessary to be able to quantize the theory.

A massless vector boson has only two degrees of freedom (the two directions
of polarisation of a photon), whereas a massive vector (spin 1) particle has
three possible values for the helicity of the particle. In a spontaneous symmetry-
breaking gauge theory, the Goldstone Gauge provides the third degree of freedom
to the gauge bosons. This means that the gauge bosons become massive. To
see how this works we return to U(1) gauge theory but now we promote the
symmetry to a local symmetry and we must introduce a gauge boson A,,. The
partial derivative of the field ¢ is replaced by a covariant derivative.
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9,6 — D,¢ = (9, +ieA,) . (1.11.)

If we include the kinetic term —%F,,, F*” for the gauge bosons, the Lagrangian
density becomes

1FWF“” + D, ¢"D"p -V (¢). (1.12)

EZ_Z

Now see what happens if we insert Eq. 1.9 into the term D,¢"D"¢

1 1 1
GO HO" H +20,00" ¢+ 5621/2ANA“+
. (1.13))
evA"d,¢—eA" (0, H— HO,¢)+ §e2AMA“(H2 +6%).

The gauge boson has acquired a mass term M4 =ev, where v=p/ VA despite
the Lagrangian is invariant under local U(1) transformations.

The term evA"9,¢ in Eq. 1.13 which can be written as —M 4¢0,, A" indicate
that the Goldstone boson, ¢, couples to the longitudinal component of the gauge
boson with strength M 4.

So if we separate the gauge-boson field, 4,,, into its transverse and longitudinal
components

A=A+ Al (1.14.)

where 9" Ag =0. The longitudinal part of the gauge bosons can be thought of
as an oscillation between the Goldstone boson with a mixing term given by
— M 40" Aﬁ so that the physical particle is described by a superposition of
these fields. Let’s consider two special cases.

1. The unitary gauge:

The first case is when the physical field for the longitudinal component is not
simply Aﬁ but is actually a superposition that can be written as

1
h

When the Lagrangian is written in terms of the physical gauge boson, the
Goldstone field ¢ drops out. The equation of motion with the new redefined
physical gauge boson field in Eq. 1.15 becomes

g™ (o+M3) + 09"| A2 =0, (1.16)

leading to a propagator of a massive spin-one particle
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. pupy> 1
=i Gup — . (1.17.)
( ML) (0P + M)

Now the only other remaining particle is the scalar, H, with mass my =+/2u that
interacts with the gauge boson and also has cubic and quartic self-interactions.
It is the Higgs boson particle. The interaction terms involving the Higgs boson
are
e’ 2 A4 3
Li(H) = S AAH? + eMyA AH — JTH — myV2AH. (1.18.)

In Feynman’s rules, these terms lead to the vertices shown in Fig. 1.4.
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Figure 1.4. | Higgs self-interactions vertices in Feynam rules [9].

2. Feynman gauge:

The second case consists of; instead of fixing the gauge by constraining the
gauge field a priori, one can add a gauge-breaking term to the “physical” (gauge
invariant) Lagrangian:

5 (0.A+ Moy (1.19)
The equation of motion for the free gauge boson becomes
—¢"(0+ M3)A, =0, (1.20.)
so that the gauge boson propagator simplifies to

. Guv
— . 1.21.
W + 1) 2t
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For such a choice of gauge fixing. The Goldstone boson is still present and has
acquired a mass, My, it interacts with the gauge boson, with the Higgs scalar,
and itself.

The question now is if the problem of renormalization has been solved. Recall
that if we want the theory to be renormalizable, all UV divergences need to
be absorbed into the field’s masses and coupling. Thus all propagators have to
decrease like 1/p” as the momentum tends to infinity.

While the generation of a mass for the gauge bosons by spontaneous symmetry
breaking solved the renormalization for massive spin-1 particles. Looking at the
propagator in Eq. 1.17 for the gauge boson in unitary gauge we see that this
criterion is not valid. Nevertheless, physical quantities, such as energy, mass, etc.,
do not depend on the gauge, i.e., they are gauge invariant. Therefore there is
large freedom in gauge choice to do our calculations. If we look at the propagator
in Eq. 1.21 such choice renders the theory renormalizable even if it does not
appear in the unitary gauge. It is only when the gauge boson acquires masses
through the Brout-Englert-Higgs mechanism that we do have a renormalizable
quantum field theory.

The difficulty the gauge fixing brings is that to preserve unitarity ghost fields
manifest themselves as they interact not only with the gauge boson but with the
Higgs scalar and Goldston boson. Thus resulting in more particles and many
more interactions. The ghost fields do not correspond to any real particles in
external states: they appear as virtual particles in Feynman diagrams. The
Faddeev—Popov ghosts violate the spin—statistics relation, which is another
reason why they are often regarded as “non-physical” particles.

1.2.3.3. Non-Abelian gauge theory

Recall that in a quantized gauge theory, gauge bosons are quanta of the gauge
fields. Consequently, there are as many gauge bosons as there are generators of
the gauge field. In quantum electrodynamics, the gauge group is U(1) and there
is only one gauge boson, the photon. In quantum chromodynamics, the gauge
group is SU(3) which has eight generators, corresponding to the eight gluons.
The electroweak W= and Z bosons are described in SU (2) gauge theory.

Let’s see how can we extend the gauge fixing in a SU (2) gauge theory. If we
consider a complex doublet of a scalar field, ¢’, i = 1, 2. The Lagrangian density
is written as

1 a apuv
L= Fi,F" + D" - V(9), (1.22)

where

D,¢ = 0,0+ igW,T"¢, (1.23.)
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and Wlf is AZ the gauge boson noted earlier in a different notation, and the
potential

V() = —i’6ld" + A(olo"). (1.24.)

Now this potential has a minimum at ¢;r = —% ,u2 /A. We can choose the vacuum

expectation value to be real in the T3 = f%

(9) = % (S) (1.25.)

where v = 1/v/X in which the vacuum is also invariant under any SU(2) transfor-
mations. So that there is no unbroken subgroup and we expect all three gauge
bosons and Goldstone bosons to acquire a mass.

If we expand ¢’ about its vacuum expectation value, often also noted as “vev”,

_ 1 [ d1—igy
o= ﬁ<v+H+i¢0>’ (1.26.)

where ¢,, a =0...2 are the three Goldstone bosons and H is the Higgs scalar.
All of these fields have zero vev. With this expansion of ¢', the potential in
Eq. 1.24 returns a mass term for the Higgs field, with value my = v/2u.

In the unitary gauge, the covoriant derivative D, ¢ can be written as

1 0 g WP V2W, 0
D= — aﬂ(H> i | , ( H) L)
V2 vaw,t o —wl ) vt

We have introduced T/Vl;|r = (VV/} —HVVi) /+/2 and the explicit form for the gener-
ators of SU(2) in the 2 x 2 matrices. The term \DH¢|2 then becomes

1 1 1
(Dl =50, HO H o4 2% (W W0 SWW )

1o o v 1 0.0 15 frir—p o Lo 005,50
Zg H (W# W F +§W#W M)+§g 'UH(WP‘ W F +§WﬂW H).
It can be seen that all the quadratic terms and the three gauge bosons have
acquired mass

My = %. (1.28.)
The SM is also a non-abelian gauge theory with the symmetry group
SU(3)exSU(2);, xU(1)y and has a total of twelve gauge bosons; the photon,
three weak bosons, and nine gluons. C' refers to color charge, L to left-handed
fermions and Y to the weak-hypercharge. Each term of the Lagrangian is also

invariant under this group of symmetry. Electromagnetic, weak, and strong
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interactions are all related to local symmetries and described by Abelian and
non-Abelian gauge theories.

The electroweak sector of the Standard Model (SM) consists of the gauge
symmetry group SU(2)L x U(1)Y, which combines the weak isospin (SU(2)L)
and weak hypercharge (U(1)Y) symmetries. The SU(2); gauge symmetry
corresponds to the weak nuclear force and has three gauge bosons associated
with it. These are the W, W™, and Z bosons. The U(1)y gauge symmetry
corresponds to the hypercharge and also has a gauge boson associated with it.
This gauge boson is the photon (). Therefore, the electroweak sector of the
SM has a total of four gauge bosons: W1, W™, Z, and 7. In addition to the
electroweak sector, the strong nuclear force is described by the SU(3)- gauge
symmetry, corresponding to the color charge of quarks and gluons in quantum
chromodynamics (QCD).

The masses of all particles are generated by two mechanisms: confinement
and spontaneous symmetry breaking. Spelling out the details reveals a rich
theory that accounts for strong and electroweak interactions, confinement and
spontaneous symmetry breaking, hadronic and leptonic flavor physics, etc. The
SM Lagrangian can be written as:

1 . o~
£ = =7 Fu F" 4+ +yuDyo+ Do D6 —V(9) + 9,V dun + huc, (1.29)

where pv indices represent the four space-time dimensions.

The term —1F,, F"" of Eq. 1.29 is the Gauge Lagrangian (Lgauge) Which
describes how bosons (strong, electromagnetism and weak force carriers) interact
with each other.
1 Qv 1 Qv 1 a apy
'CGauge == _EF F = —*B B - ZWMVW

uv 4 m

1
- ZGZVGWK (1.30.)

The term itpy" D, of Eq. 1.29 includes how fermions interact with forces
described in detail in the Leermion-

‘CFcrmion = i@’yuD;ﬂ/} = Z Zﬁ’YuD#q + Z i@L’yuD;ﬂ/}L + Z i@R’y“Dwav
quarks Py, g
(1.31.)

where ¢ is the Higgs field.
Liiiggs = D¢ D6 = V(9), (1.32.)

The first term of Ly;ges represents how the force particles interact with the
Higgs field while the second part gives us the Higgs self-interactions.

Lyvrawa = VLY O0p = —LYiplp — Q/Yaddp — Q1 DU, (1.33.)
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where L(R) represents Left(Right)-handed particles and Y is the Yukawa cou-
pling of each particle to the Higgs field. Remember that the stronger the Yukawa
coupling is, the heavier the particle interaction with the Higgs field will be.
The first part of Ly, rewa represents the interactions of the leptons to the Higgs
field while the second and third terms represent respectively up and down type
quarks interaction to the Higgs field.

Finally, h.c, with h the Planck’s constant, and ¢ the speed of light in vacuum. It
represents the Hermitian conjugate (i.e. the same interactions described above
but with anti-matter) and is used as a normalization factor to ensure that
the Lagrangian has the correct units of energy and can correctly describe the
interactions and dynamics of particles in the quantum field theory framework.
The sum of all these terms defines the Standard Model Lagrangian:

L= ‘CGaugc + ‘chrmion + ‘CHiggs + ‘CYukawa + h.c (1 34)

1.3. Testing the Standard Model

The SM has proven incredibly successful at describing a wide variety of phe-
nomena that we observe in our experiments. The most famous example is the
agreement of the Standard Model (SM) theory prediction and the experimen-
tal measurements of the electron magnetic dipole moment to within about 1
part per 100 billion [10]. Experiments have verified the Standard Model pre-
dictions to incredible precision, and all the particles predicted by this theory
have been found. To date, all measurements agree reasonably well with SM
across nine orders of magnitude as shown in the summary plot of the standard
model cross-section predictions and corresponding measurements by the CMS
collaboration [11] in Fig. 1.5.

One of the most critical tests to the SM comes down to finding the Higgs
bosons, the challenge that a search had to be envisaged not only over a large
range of masses but also many possible decay modes: into pairs of photons ~,
Z bosons, W bosons, 7 leptons, and b quarks. The predicted cross sections and
the branching ratios into the various decay modes of the SM Higgs boson as a
function of mass are illustrated in Fig. 1.6.

The search for the unknown Higgs mass mj was one of the objectives of the
Large Electron—Positron (LEP) experiment, which established the lower limit:

my > 114.4 GeV (1.35.)

The consistency of electroweak precision measurements with the predictions
of the SM pointed to the presence of a Higgs boson with a mass around the
electroweak scale, which was in the range of a few hundred GeV, hinting that the
discovery of the Higgs boson might be accessible to experimental searches with
the higher energies that the Large Hadron Collider (LHC) would provide. The
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ATLAS and the CMS experiments embark on the search after LEP experimental
runs and indeed “Lo and behold -there it was” - detected within just two years
of beginning LHC operations. The result from the CMS experiment is shown
in Fig 1.7. A clear peak at the diphoton invariant mass of approximately 125
GeV in mass is seen.
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Figure 1.7. | The diphoton invariant mass distribution. Each event is weighted by
the S/(S+ B) value. The lines represent the fitted background and the expected
signal contribution (my =125 GeV), and the colored bands represent the +1 and 42
standard deviation uncertainties in the background estimate [14]. A similar result was
obtained by the ATLAS experiment [15].

The expected significance of the SM Higgs boson signal, when the five decay
modes (v, ZZ, WW , bb, 77) were combined, was 5.6 ¢ for an integrated lumi-
nosity of about 5 to 6 fb~! for cach experiment. vy and ZZ achieve the highest
sensitivity because of the excellent mass resolution (1-2 GeV). Combining all
data taken at /s = 7, 8, and 13 TeV, the observed (expected) significance is
found to be 6.4 (5.4) standard deviations.

The W and Z° bosons are a key building block of the Standard Model, precision
measurements of their masses are a perfect test of the SM. The importance
of these precision calculations and measurements chock the physic community
with the latest 2022 CDF II W¥ mass results come up revealing a mass of
80.433£0.094 GeV [16]. This does not match previous measurements, including
those made by CDF II in 2012 (80.387+0.02 GeV) and by ATLAS at CERN in
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2023 (80.370£0.019 GeV). The deviation from the standard model prediction
of the latest measurements is illustrated in Fig. 1.8.

Overview of m,, Measurements
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Figure 1.8. | Comparison of the measured value of the W boson mass from different
experiments. The vertical bands show the Standard Model prediction, and the hori-
zontal bands and lines show the statistical and total uncertainties of the results [17].

If this ever turns out to be true, this higher mass would be our gateway to new
physics but before this extraordinary claim, extraordinary evidence is still yet
to be provided.

1.4. Beautiful but flawed

Despite the great predictive power of the SM, it does not answer some crucial
questions, which is why, as physicists, we know our job is far from done. It
contains at least 19 arbitrary parameters and does not explain the particle
quantum numbers, such as the electric charge @), weak isospin I, hypercharge Y,
and color. The need for new physics is not recent. A few examples are presented
here, but this selection is by no means exhaustive.

1.4.1. The anomalous magnetic dipole moment

The magnetic moment g also called the magnetic dipole moment, is a measure
of the strength of a magnetic source. At the tree level, Dirac equations predict
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g =2, the observation shows that this value differs from the observation. For
charged leptons (I = u,e,7) the difference is the anomalous magnetic moment,
a; =(g;—2)/2, in which the precision measurements of this quantity provide a
stringent test of the SM and strong evidence for new physics if were to exist.

This anomaly in quantum electrodynamics (QED) is the result of a contribution
of quantum effects that can be expressed by loops diagrams in Feynman nota-
tions, where it might be a BSM virtual particles or forces providing additional
contributions to the Dirac prediction at the tree-level.

The most recent results of this quantity were published in April 2021 [18] by
the Muon g-2 experiment where a, = 0.00116592040(54) which exceeds the
Standard Model prediction by 4.2 standard deviations. The measurement is
precise to 140 parts per billion.

1.4.2. Baryon asymmetry

What’s the origin of the matter in the Universe? One of the greatest challenges
in physics is to figure out what happened to the antimatter, or why we see
an asymmetry between matter and antimatter. According to the SM, the Big
Bang should have created equal amounts of matter and antimatter in the early
Universe. However, it appears that an unknown mechanism may have interfered
causing this symmetry to break. This became an issue over 90 years ago when
Paul Dirac realized that his relativistic version of the Schréodinger wave equation
for electrons predicted the existence of anti-electrons (i.e. positrons).

In 1967, Andrei Sakharov proposed three conditions for the successful generation
of matter-antimatter asymmetry [19]: I) baryon number violation, IT) C and
CP violation and, III) a deviation from thermal equilibrium. Baryon number
violations are predicted to exist in unified theories but have never been observed.
C and CP violation as described within the SM is insufficient to generate the
amount of matter seen in the Universe today. Finally, interactions are out of
thermal equilibrium, meaning that the rate of a reaction that generates baryon-
asymmetry must be less than the rate of expansion of the Universe. In this
situation, the particles and their corresponding antiparticles do not achieve
thermal equilibrium due to rapid expansion decreasing the occurrence of pair
annihilation.

1.4.3. Dark energy and dark matter

Observations of the structure of galaxies, the rotation of stars and neutral
hydrogen gas in spiral galaxies, the motions of clusters of galaxies, and so on...
can not be described in terms of Newton’s universal law of gravitation and also
the visible ordinary matter within the galactic systems.

An additional gravitational pull provided by a non-relativistic form of invisible
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matter, which doesn’t bind to ordinary matter, has no electric charge or strong
interactions was necessary to account for the rapid movements of the galaxies
within the cluster and also to hold the cluster together.

“Dark matter” emerged to clarify the formation of structures within the Universe
and their persistence today. Despite its abundance (the Universe’s energy budget;
27% dark matter, 68% dark energy, and 5% ordinary matter), until today we
are only able to infer the existence of dark matter from the gravitational effect
it seems to have on visible matter. We are far more certain to know what dark
matter is not than we are what it is. It is predicted to probably be less than
about 1 TeV in mass [20], which does not interact with the electromagnetic
field, meaning it does not absorb, reflect, or emit electromagnetic radiation and
therefore makes it difficult to detect.

This is a cosmological puzzle that needs new physics beyond the Standard
Model (BSM) and there are few dark matter possibilities that are viable. One
common view is that dark matter is not baryonic at all, but that it is made
up of other, more exotic particles like axions or WIMPS (Weakly Interacting
Massive Particles) and many other possible scenarios that are supported in
BSM physics.

Dark energy on the other hand is a mysterious form of energy that permeates
space and is responsible for the accelerated expansion of the Universe. It was
first inferred from observations of distant supernovae in the late 1990s, and
since then, various cosmological observations have provided strong evidence for
its existence.

1.4.4. Neutrinos

Neutrino is one of the building blocks of matter that is most difficult to detect.
It is a lepton fermion (i.e. it does not participate in strong interactions) and has
zero charges (i.e. it undergoes no electromagnetic interaction) but it interacts via
the weak force. There are three types, or “flavors”, of neutrinos that are created
as a result of beta decay of atomic nuclei or hadrons, nuclear reactions such as
those in the sun or nuclear reactors, during supernova, etc. Weak interactions
create neutrinos in one of three leptonic flavors: electron neutrinos (v, ), muon
neutrinos (v, ), and tau neutrinos (v ); each type also has an antimatter partner,
an antineutrino which also has no electric charge and half-integer spin.

In the SM neutrinos were assumed to have zero mass based on the concept
of “chirality” or “handedness”. However, the discoveries at Super-Kamiokande,
Sudbury Neutrino Observatory (SNO), and KamLAND, along with many oth-
ers have collectively demonstrated that neutrinos undergo flavor oscillations,
implying that neutrinos have mass and that the three different flavors (electron,
muon, and tau neutrinos) are actually mixtures of three different mass eigen-
states. This is because neutrinos of different masses propagate through space at
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different speeds due to their differing momenta. As neutrinos travel, the different
mass eigenstates (neutrinos with definite masses) composing a neutrino of a
particular flavor evolve, leading to a change in the flavor composition observed
at a distant location. This discovery opened a door to new physics. The question
is -Is that all the SM missed, or is there more we don’t know about neutrinos?

The origin of neutrino mass remains a mystery because, in the SM, the mass of an
elementary fermion arises from the coupling of Yukawa to the non-zero vacuum
expectation value of the Higgs field. Neutrinos are left-handed, so they are unable
to interact with the Higgs field and therefore acquire no mass contrary to what
observation tells us, if this were required to happen a left-handed neutrino must
turn right-handed which does not exist. Ettore Majorana in 1937 proposed that
neutrinos are their own antineutrino (also called Majorana fermions), which
contrasts with a Dirac fermion which states that fermions are not their own
antiparticles. If true, it would explain where neutrinos get their mass from. An
observation of neutrinoless double beta decay, which has yet to be seen, would
have profound implications for our understanding of neutrinos and particle
physics. The decay would involve two neutrons in a nucleus simultaneously
transform into two protons without emitting any neutrinos in the final state.
This process violates lepton number conservation and would provide evidence
for neutrinos being Majorana particles, which are their own antiparticles.
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The extended scalar sector in
physics beyond the standard
model

Until today, nature has provided us only hints of the existence of hidden physics
that can’t be described within the standard model (SM) theory, but to make
such an extraordinary claim that physics beyond the standard model does exist,
extraordinary evidence must be given. Except for the neutrino mass problem,
there is no experimental result accepted so far that contradicts the SM at the 5
o level (considered the threshold of discovery in high-energy physics).

Now that we know that neutrinos have mass, we still have to understand why
their mass is so small compared with other particle masses, and for that, we
need a new theory Beyond the Standard Model (BSM) to make neutrinos
massive. Many BSM physics scenarios have been proposed to explain not only
the neutrino mass but all the phenomena that the SM has missed or could not
be included in the theory, a few examples have been discussed in Chap. 1. While
there are various BSM proposals and theories that don’t necessarily involve
direct extensions of the SM, such as certain theories related to extra dimensions,
and alternative theories of gravity. Many of the emerging BSM scenarios include
extensions of the SM via supersymmetry, such as the Minimal Supersymmetric
Standard Model (MSSM) and Next-to-Minimal Supersymmetric Standard Model
(NMSSM). The goal is to reproduce what has been found and include what has
not been found, with the ultimate goal of finding a Theory of Everything (TOF)
that fully explains and connects all aspects of the Universe.

While the 2HDM and MSSM introduce additional particles and interactions
beyond the Standard Model, they do not directly solve the neutrino problem on
their own, they can be part of larger frameworks or extensions that incorporate
mechanisms to explain neutrino masses and mixings. For example, the MSSM
can be extended to include right-handed neutrinos and a seesaw mechanism,
where the smallness of neutrino masses is explained by heavy Majorana neutri-
nos. This extension, called the “supersymmetric seesaw mechanism”, which can

account for tiny neutrino masses while maintaining the broader framework of
the MSSM.

This chapter will focus on the two-Higgs-doublet model (2HDM) which is con-
sidered one of the natural choices for physics beyond the standard model.
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2.1. The Two Higgs-doublet model

The two-Higgs-Doublet Model is the simplest extension of the SM which contains
two complex doublets of scalar SU(2), fields, ¢; and ¢,:

+

with 4 =1,2. The spontaneous electroweak symmetry breaking via the Higgs
mechanism is described by the most general SU(2); x U(1)y invariant la-
grangian for the 2HDM that can be written as

Lonpm = L4 + Lyukawa + Lsm, (2.2)

L describes the SU(2);, x U(1)y standard model interactions of gauge bosons
and fermions, Ly, ;40 describes the Yukawa interactions of fermions with Higgs
scalars as discussed in Chap.1, while the Higgs scalar Lagrangian £, is given by

Ly=> (Dud)" (D"¢;) = V(1. b), (2.3)

i=1,2

V(#1,02) is the 2HDM scalar potential, D, is the exact covariant derivative
that appears in the Higgs potential of the standard model lagrangian, which
can be written as

. Y
D, =09, —igW,T, — zg’ng (2.4)

where T, and Y are the generators of the weak-isospin and weak-hypercharge
transformations.

The most general gauge invariant and renormalizable potential V' (¢;,¢,) for the
2HDM is defined in the 8-dimensional space of the Higgs field and is a hermitian
combination of the electroweak-invariant combinations of (¢j,¢j), 1,7 =1,2.

Vi(6,60) =m0l 61+ miadhy — [miasion +he] + 2 (6101

5 2a(8h62 + 236 61) (0562 + M (6] 62) (6161)

300162+ Ma(0]0) + A (0100)] (8160) +he. (25
The A are dimensionless coupling constants, A\;_y4, m?l, mSQ are real numbers,
whereas the remaining parameters A;_, and m§2 can be complex. The non-
zero imaginary parts of the complex parameters that cannot be removed by a
rephasing transformation are the ones that give rise to explicit CP-violation
in the Higgs sector, which is obviously one of the reasons for introducing an
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extended Higgs sector with two Higgs doublets in the first place [21]. The 2HDM
scalar potential, V', in Eq. 2.5 can violate CP either explicitly, via the complex
phase ¢ in the soft Z5 breaking term <(¢J{¢2)2+h.0), or spontaneously due
to a relative phase between the vev of the two doublets. In this way, with
these additional sources of CP violation, the 2HDM model provides a natural
explanation for the baryon asymmetry originating in the early Universe. If we
want to avoid tree-level Higgs-mediated FCNCs, we can impose a softly broken
discrete Z,5 symmetry, ¢; — +¢; and ¢ — —p4 on the quartic terms of Eq. 2.5,
which implies that A\; = A; =0, whereas m?z =0 is allowed.

In models of electroweak interactions with spontaneously broken gauge invari-
ance, renormalizability limits the Higgs potential to the degree of four, terms
of order greater than four have to be excluded because they are not renormaliz-
able, therefore, the maximum power of the combination qi),jd)j is 2. The 2HDM
potential with all quadratic and quartic terms contains 14 free parameters and
in contrast with the standard model, the potential is not unique, each set of
parameters will lead to different mass eigenstates, interactions, Feynman rules,
etc.

The two Higgs doublets are constructed analogously to the doublet in the SM,
each has four degrees of freedom, and both acquire vacuum expectation values
(vev) which spontaneously breaks the electroweak symmetry and give mass to
the fermions, the W bosons and the Z boson. The excitations around the
degenerate minima of the potential are illustrated in Fig. 2.1. The bottom of
the “Mexican hat” corresponds to a massless Goldstone state. Gauge freedom
allows us to choose vev as the vacuum expectation value of the real part of
¢ with all choices of vacuum states being degenerate as well as physically
equivalent. The existence of a large number of scalar degrees of freedom makes
the vacuum landscape of a 2HDM more intriguing compared to the SM. This
serves as a summary for a reader specifically intrigued by the 2HDM. However,
a more elaborate explanation has been provided in Chap. 1 (refer to Sec. 1.2
for additional details). Also, the inclusion of loop diagrams in the potential
modifies its shape allowing for three different scenarios:

e The vacuum is stable if there is only one minimum, or if there is another
minimum higher than the electroweak minimum.

e If the additional minimum is lower or at the same level, quantum tunneling
could make the vacuum decay. If the lifetime of the vacuum is larger than
the age of our universe, the vacuum is metastable.

o If the lifetime of the vacuum is smaller than the age of the universe or if
the vacuum is not bounded from below, it is unstable.

The 2HDM is governed by the choice of the Higgs potential parameters and
also by the choice of the Yukawa couplings of the two scalar doublets to the
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Figure 2.1. | The Higgs potential in the 2HDM. Choosing any of the points at
the bottom of the potential spontaneously breaks the rotational U(1) symmetry (a).
Quantum corrections can change the shape of the potential (b) [22].

three generations of quarks and leptons. Since the potential given by Eq. 2.5 is
U(2) invariant, values specified for the parameters m?j,)\i can only have definite

(physical) meaning when a particular basis is specified for the scalar fields.

Let’s try to express ¢; and ¢, in terms of vacuum expectation values, so a
generic basis respecting the gauge symmetry U(1) g, can be written as

U1:<¢1>:U( 0 >7 U2:<¢2>:U(i§0. >, (2.6.)
V2 \cos 3 V2 \e"sin g

where v = (\/ﬁ)_l/2 ~ 246 GeV and the parameter [ is related to the ratio
of the vev of the two doublets. By convention 0 < 8 <7/2 is chosen. A non-zero
phase ( results in a vacuum which breaks CP spontaneously. Note that the value
of tanf3 =< ¢y > / < ¢ >=wvy/v; at this point only determines one particular
choice of basis. Since the 2HDM potential is invariant under a change of this
basis, tan3 can not be a physical parameter of the model in general. Within the
set of CP-conserving bases defined above, there exists a special choice called the
Higgs basis, in which only one of the two doublets is assigned a non-zero vewv.

By requiring that v; and vy minimize the potential of Eq. 2.5, we find two

relations between the parameters that must be satisfied:

3 2 2 2 2
m2. — — A7 +2miavy — A0 103 — A5v1 05
=

2U1

2 2 2 2 3
2 2mi9v; — A3V Uy — AgUT Vs — AgU] Vg — Ag¥)

2.7.
205 (2.7)
It has been reported in [23] that if we can confine ourselves to the situation
where the vacuum breaks neither electric charge nor CP, the above conditions
can lead to several solutions and at most two non-degenerate minima. In other
words, apart from the EW minimum in which the universe currently resides (
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v% —H}% =246 GeV), there exists another minimum somewhere around. Hence,
opening for the possibility that the 2HDM might offer parameter points for
which a neighbouring vacuum could actually be deeper than the one which
corresponds to the observed W and Z boson masses. The EW minimum then
loses its status as the global minimum and has been termed the panic vacuum
in [23]. For the non-EW minimum to happen, the tunnelling from the non-EW
minimum to EW one must be lower than the age of the universe.

When the symmetry is broken, the eight degrees of freedom from the SU(2)
doublets ¢; and ¢, are usually re-expressed in states with definite physical
properties. The spectrum then contains three Goldstone modes: G* and G°,
which we say are “absorbed” to give mass to the gauge bosons W* and Z ,
reducing the number of physical Higgs states to five. Three of these states
are neutral, of which two (h and H, with m;, <mp ), are CP-even, and one
pseudo-scalar denoted A is CP-odd. The remaining two are a pair of charged
Higgs bosons (HY).

Let’s see when introducing the mixing angle a to diagonalize the mass matrix
for the CP-even states, how the doublets can be expressed

1 ( V2(GT cosp— H sinf) )

1= E vcosﬁ—hsina—l—Hcosa—l—i(GOcosB—Asinﬁ)

1 < V2(Gtsin+ H " cosB) )

= 2.8.
& vsinfB + heosa+ Hsina+i(G sin S+ Acos3) (28)

V2

For any choice of Higgs potential and basis, we can deduce the Higgs masses
from the potential in Eq. 2.5.

2 2
2 mi9 v
= 2
my Snfcosd D (2X5+ Agcot B+ Astanf),
2 2 v’
mHi :mA+?()\57>\4) (29)

Since the CP-even states mix, their mass matrix M is given by

S —Sz3C
M=mi| i 7l + 0?82 (2.10.)
—58Cs g

52— )\10?3+2)\63503+)\5s% ()\3+)\4)sﬁcﬂ+>\ﬁc%+)\7s% 211)
()‘3+)‘4)860,@+>‘60%+>‘75% A25%+2>\75ﬂ65+)\56[23

After performing a rotation of a to diagonalize M, we obtain the masses of the
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CP-even states
m2
" = R(a)M>RT (a), (2.12.)

0 mp

with m%[ > mi and explicity the eigenvalues are the masses given by

1
wha = [Mh o+ M £\ (ME - MBPHaMBP] o)

The gauge invariance requires that all coupling of the Higgs bosons to gauge
bosons are determined in terms of the invariants sz_, =sin(8 —«) and
Cg—q =c08(B—a), with —7/2<B—a<m/2.

2.2. The Yukawa sector in the 2HDM

The Yukawa sector in the 2HDM is expressed in the physical Higgs mass
eigenstates (h, H, A, H * ). The mass eigenstates for the down- and up-type
quarks are written as vectors in flavor space, denoted D and U respectively,
and similarly for the leptons L and neutrinos v.

1 — 1 —
—Ly ukawa ZED (K:Dsﬂ,a —|—pDcﬂ,Q) Dh+—D (&Dcﬁ,a — stﬁ,a> DH

V2

ﬂ(ﬁDsﬁ_a +pUcﬁ_a) Uh+ %U <1<Ucﬁ_a — pUsﬁ_a) UH

1 — 1 —
+ —QL (/{Lsﬁ_a —|-ch5_@) Lh+ \ﬁL (HLCB_a —pLsﬂ_a> LH

i — b i— i
+—D DA——U UA+—=L LA
\/§ V5P \/ﬁ V5P \/§ V50

+ [U (VCKM pP P — pUVCKMPL) DH" +up*PoLHT + h.c} .
(2.14.)

+

Sl

The diagonal 3 x 3 matrices k" are given by &' =vom” /v, where M T are
the corresponding mass matrices for the fermions (F = D, U, L), and as usual
Prp=(1 +75)/2. The generality of this Yukawa Lagrangian is present through
the freedom to choose the components of each pF arbitrarily, as required by CP
conservation, which has six independent components.

CP conservation prerequisite pF to have six components, furthermore, if we want
to avoid flavor-changing neutral currents (FCNC) ' at tree-level we constrain

LFCNC refers to processes where a neutral particle (such as a Higgs boson) changes
the flavor of a quark without changing its charge. In the SM, FCNC processes are highly
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the allowed size of the off-diagonal elements in pF which involves fine-tuning of
the individual elements in pF. But how?

One can invoke Glashow and Weinberg’s theorem, stating that the tree-level
FCNC is absent from any theory where a given fermion does not pair with
more than one Higgs doublet. If we impose an appropriate Z, symmetry to
distinguish ¢; from ¢,. By assigning equally defined quantum numbers Z, to
the right-hand fermions, unwanted couplings can be avoided. When all fermions
of a given type (up-quarks, down-quarks, and leptons) have a common quantum
number Z,, the combinatorial possibilities for Yukawa couplings are enumerated
in 2HDM language as types I, II, X, Y, III and FCNC-free ! The full list of
2HDM models is introduced in Table. 2.1.

Table 2.1. | Couplings of ®, and ®; doublets to charged leptons and up-/down-type
quarks which introduce different 2HDM models which may or nor lead to natural
flavor conservation. By convention, ®, is the doublet to which up-type quarks couple.

Type up-type quarks down-type quarks leptons
I: Fermiophobic P, P, P,
IT: MSSM-like D, D, D,
X: Lepton-specific D, D, D,
Y: Flipped P, P, P,
ITI: FCNC at tree level ®,,0, ®,,P, D,,P,
FCNC-free P,,9, D, P, D, P,

If the symmetry Z, must be explicit in the Yukawa sector, a dependency is
introduced on the basis chosen for the Higgs sector. In this way, tan/ is promoted
to a physical parameter thanks to its appearance in the Yukawa couplings. In
Tab. 2.2 T list the relations between pF and ' for physically distinct types
of Yukawa couplings realized with Z5 symmetry. The individual components
of pF and FJF, are introduced the interactions of the neutral scalars, namely,
h, H, and A, with Standard Model fermions, which are normalized relative to
their Standard Model counterparts. These interactions are further detailed in
Tab. 2.3.

2.3. Decay widths

At the tree level, the Higgs bosons (H, =h, Hy=H, Hy=A, H, = Hi) may
decay into pairs of fermions, pairs of gauge bosons, one gauge boson and another

suppressed and occur only at loop levels.
1By finding a set of matrices that can undergo simultaneous diagonalization [24].
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Table 2.2. | Relations between Yukawa coupling matrices pF and x*, in the four
different types of 2HDM Yukawa sectors where all fermions of a given type (F = U,
D, L) share the same Z2 quantum number.

Type
I 11 I1I v
pD xP cot 8 f/thanﬂ antanB xP cotf8
pU kY cot 3 kY cotf8 kY cot 8 kY cotf
pL /-@Lcotﬁ —ﬁLtanB /@Lcotﬁ —ﬁLtanB

Higgs boson, or into pairs of lighter Higgs bosons. The decays H; — vy and
H; — gg(i=1...3) are induced at the one-loop level. The most relevant decay
widths for the research reported in Chap. 5 are introduced.

—
2.3.1. .E[Z — ff :
The coupling of the Higgs boson H;(i=1...4) to a pair of fermions for the scalar

is denoted Cg and Cp for the scalar and pseudoscalar part respectively. The

coupling of h — dd are Cg = %(nDsﬁ_a +pDcB_a) and Cp =0. It is only for

the charged Higgs where both Cg and C'p are non-zero at the same time. In
general, the decay width of the Higgs bosons to fermions is given by

D(H; - £7) = (1 0y 4 20)] B+ 1 (1 - 20)”] ()

x AY2(1,22,22), (2.15.)
where z; =my/my. , xQ:m?//mHi and,
M1, z,y) = (1 — 2 —y)° — day. (2.16.)

In Eq. 2.15, we refer to N, as the number of “color” degrees of freedom in a
given fermion which is IV, =3 for quarks and N.=1 for leptons.

2.3.2. Hz — ‘/v_lq-.7 .

In the case where the Higgs H;(i=1...4) decay to another Higgs H,;(j=1...4)
and one massive gauge boson V =( W, W™, or W7). The width in this case

2 2
|“my,

| Hivy m2 my2 2 M
i : H; Hj 1/2 my, H;

['(H, - VH,) = - o, NP1, e 5 (247.)
167" mpy, my  my my, My

While the above Eq. 2.17 describes the decay for an on-shell decay of the gauge



Table 2.3. | Tree-level couplings of 2HDM neutral scalars h, H, and A normalized
to their SM Yuakaw couplings, £ = y/ySM, where the shorthand notation ¢, = cos(z)
and s, =sin(z) is used.

2HDM Type 1 II 111 v
up-type quarks o3 o ®2 ®2
Ehun Ca/5p Ca/58 Ca/5p Ca/5p
Erun 54/53 54/58 54/53 54/53
EAun tanﬂ_l tang ™" tanﬁ_1 tang "
down-type quarks o3 o3 o3 01
Ehun Ca/Sg  —SalCs  CulSp —54/Cp
Ertun 54/53 Ca/5p 54/53 Ca/Cs
& Auu ftan[Tl tang ftan[Tl tanf
lepton oD o) (o3 ®2
Enil Ca/5p —54/cs  —84/cs Ca/5p
Emu S0/53 Ca/Cp Ca/Cp Sa/53
Eau —~tanf~'  tanf  tanf  —tanf '
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boson if we consider off-shell decay, Eq.2.17 becomes

dr . _ 1—a)(1—2) — k
A P
dﬁcldx2 (1 — Xy — T — kH + kV) + kV’yV
(2.18.)

);

2 2 2 2 2 2
where kH zmHj/mHi, kV zmv/mHi, and Yv :Fv/mHl
The normalization factor is

9G

Kyvy = WlCHiVHjﬁm%/é{h (2.19)
where iy =1 and 47 is given by
7 10 40
6IZ = E — 6 Sin2 9W + ﬁ Sin4 9W (220)

2.4. Constraints

This section will focus on the experimental and theoretical constraints on the
2HDM parameters that are considered in the analysis presented in Chap. 5.

2.4.1. Positivity of the potential

For the vacuum configuration to be stable, the Higgs potential of Eq. 2.5 must
be positive in all field space (¢;, ¢») directions. This condition implies that

AL >0, > 0,03 > —y/ A A (2.21)

These conditions ensure that the quartic couplings for each individual Higgs
doublet are positive, preventing unbounded growth of the potential. When
Ag = A7 =0 are required in addition to impose Z5 soft symmetry breaking,

A3+ As — | As] > Ao, (2.22.)

becomes a requirement together with those in Eq. 2.21 to guarantee that the
quartic couplings involving both Higgs doublets are bounded from below'. If
this condition is not met, the potential may have regions with negative energy,
indicating instability.

Likewise, to ensure that the mass matrix for the Higgs bosons is positive definite,
meaning that the masses are real and positive

Mg — A3 >0, (2.23.)

'In the context of the Two Higgs Doublet Model (2HDM), the statement that the energy is
bounded from below refers to the requirement that the scalar potential has a global minimum
and does not lead to unbounded negative values as the fields go to infinity.

If the energy is not bounded from below, it means that the potential can become infinitely
negative for certain field configurations. This would imply an instability in the theory, as the
energy can decrease without limit, leading to an unphysical situation.
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2.4.2. Extrema of the Higgs potential

The ground states are described by the constant fields which minimize the
potential. Thus, to find the excitation spectrum of the system, we need the
extrema of the potential to be satisfied under these conditions

(a) —0, (6) —0.  (224)
001/ 4,=<4,>,0,=<r> 002 ) 6, ~<ty>.63=<dr>

where ¢, ¢o define the vaccum expectation values < ¢; >=vy, < ¢y >=vy.
These conditions guarantee that the extremum is a minimum for all directions
in the plane (¢, ¢), except in the direction of the Goldstone modes and this
can be achieved in different possible scenarios; I) v; #0 and v, =0, IT) v; =0 and
vy #0, and IIT) v; #0 and vy #0. These cases allow for electroweak symmetry
breaking since the first occurs only if the minimum of the potential occurs
for non-zero expectation values of the scalar fields. In I(II), the potential has
two global minima in the direction ¢ (¢s), one for ¢; =v1/v2 (dy =v5/V?2)
and one for ¢ = —v;/V2 (¢y = —v,/+/2) and it is up to us to decide which
of the minima would break the symmetry and thus develop the theory in the
vicinity of this minimum of the potential. Scenario III) would occur when the
potential acquires four minima, the first two in the direction ¢; corresponding
to ¢, = vl/\/§ and ¢; = —vl/\/i. And the second two in the direction ¢,
corresponding to ¢y =vy/v/2 and ¢y = —v,/V/2.

Note that the scalar potential in the 2HDM which is responsible for the elec-
troweak symmetry breaking contains several parameters which determine the
behaviour of the vacuum. Vacuum instability can occur if the quartic couplings
between the Higgs fields take on certain values, causing the potential to develop
instability, leading to a lower energy vacuum state. Vacuum instability is char-
acterized by the appearance of a deeper minimum in the scalar potential, which
may have lower energy than the electroweak vacuum. If the universe were to
tunnel into this low-energy vacuum state, it would cause a catastrophic change
in the fundamental properties of particles and interactions. If the stability con-
ditions are violated, it implies that the vacuum is either unstable or metastable
which depends on the specific type of 2HDM considered as well as the chosen
values of the model parameters.

2.4.3. Perturbativity and tree-level unitarity

Tree-level unitarity ensures that particle scattering amplitudes remain finite and
do not violate tree-level unitarity (leading order) in which this involves the self-
interactions of the Higgs bosons and the scattering amplitudes of longitudinal
vector bosons (W and Z) with Higgs bosons. By examining these amplitudes, one
can deduce upper bounds on the masses of the Higgs bosons in the 2HDM and
the values of certain Higgs quartic coupling combinations (A;). These bounds
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help identify regions of the parameter space where the theory remains consistent.
It is worth noting that tree-level unitarity provides a necessary condition for
the consistency of the theory, but it does not guarantee the absence of unitarity
violations at higher orders or the absence of other theoretical issues. One should
also consider other constraints, such as vacuum stability and experimental
measurements, to fully analyze the 2HDM and its phenomenology.

2.4.4. Electroweak precision

As a consequence of the additional scalars introduced in the theory, the gauge
bosons receive extra contributions, also called “oblique” corrections. The dif-
ficulty is that some combinations of gauge boson masses and their couplings,
whose experimental values are known to agree with the SM prediction to great
accuracy start to deviate and the challenge for the 2HDM theory is to predict
a deviation that remains within the precision of the experimental measurement.
The best example is provided by the p parameter,

2

m
p=—5—s, (2.25.)
m7y cos 6,

where my, and my are the SM W and Z boson masses respectively and Oy is
the Weinberg weak mixing angle.

In the 2HDMSs p=1 at the tree-level same as in the SM. At the loop level, there
are extra contributions concerning the SM that can explicitly be written as

1 .
A p2HDM ZW(FHi,A+Sln2(ﬁ_a)(FHi’h_FA’h)

+cos2(6—a)(FHi’H—FA7H)

+3sin2(ﬁ—a)(Fz,H—Fz7h—Fw,H—FW,h>)a

with
2 2 22 2
my +my, MMy, my,
F,,= 5 - —3 sin | — | . (2.26.)
My, — My my,

The condition p— pgpr >~ 1 is only satisfied when there is a mass degeneracy
between the charged and the neutral 2HDMs scalars, which is related to the
limit in which custodial symmetry is recovered [25]. The p parameter is only
an example of many observables that receive oblique corrections in the 2HDMs
extended scalar sector. In a more general extension of the SM preserving the
SU(2);, xU(1)y gauge structure, the oblique corrections often are parametrized
by the Peskin-Takeuchi parameters S, T and U [26] and some higher-order
extensions of them [27]. The constraints on S and T for a fixed value of U = 0
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are shown in Fig. 2.2.
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Figure 2.2. | Constraints at 95% CL in the oblique parameters S and T, with the U
parameter fixed to zero. Individual constraints are shown from the Tevatron measure-
ments of the effective leptonic electroweak mixing angle (sin®6. ¢f) (yellow), LHC Z
partial and total widths (green) and W mass and width (red) [28].

2.4.5. The anomalous magnetic moment of the muon

The extended Higgs sector of the 2HDM contributes to the anomalous magnetic
moment of the muon, a, = (g, —2)/2. Since the experimentally measured value
for a, shows a deviation of ~4.20 from the SM value [18] which makes the
2HDM with multi-lepton signatures an interesting model to test at the LHC.
In general, at the tree level, the extra scalars that appear after the electroweak
(EW) symmetry breaking in the 2HDM can have flavor-dependent couplings
to quarks and leptons. But if the flavor-violating couplings involving p and T,
the sizable contribution to da,, in the 2HDM can be generated via the 1-loop
diagram mediated by the extra neutral Higgs bosons H and A which can be
written as follow as given in [29]

2HDM  SM
oa,=a —a

Iz w 3

_ mumrpe Pe m?_

2
prorp (In2H -3 p24 3
2 m2 2
T
2
167 my m
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2

m

WT T 2
m,um'rpe Pe AH—A ma 5
~ — 3 n 2 9

2
8m my ;

where the mass difference between H and A is denoted as Ay_4=myg—my,
p? are the Yukawa couplings and aiHDM is the prediction of the magnetic
moment of the muon in the 2HDM. If we want to see such deviation at the
LHC the pr couplings need to be O(0.1—1), but if the other couplings are also
sizable and other various flavor processes severely constrain the scalar masses
as discussed in [29] this search can be extremely challenging. In [30] it where
shown interesting signatures, where a visible rate for 2HDM heavy Higgs pair
production is possible to pursue at the LHC to explain the deviation in a,,.
Fig. 2.3 shows the required value of Yukawa coupling products pt” x po# in
the (m4,Ap_ 4)-plane also showed the constraint on the neutral heavy Higgs
masses (H,A) in which 10 GeV < Apy_,4 < 100 GeV and m4 <680 GeV to

allow for da, =2.8 x 1072,

200 300 400 500 600 700
my[GeV]

Figure 2.3. | The required value of p£” x p;* to obtain da, = 2.8 x 1077, The grey-
shaded region corresponds to A5 > 1. The green shaded region is excluded by the
7 — pvv process mediated by the charged Higgs where m , + =mpy is assumed. The
yellow-shaded region corresponds to |p5” x pi”| > 1. The blue circle and the red star

are two theoretically motivated landmarks for LHC search [30].
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2.4.6. Higgs boson coupling measurements and flavor
physics
Recall that a second Higgs doublet modifies the coupling strengths of the lightest
neutral Higgs boson h to SM particles compared to those of the SM Higgs boson.
Nevertheless, the size of the modification still depends on the 2HDM scenario
and the model-free parameters in particular the angles o and 3. Constraints on h
are derived from the joint ATLAS and CMS Higgs boson coupling analysis [31] in
which measurements sensitive to five Higgs boson production modes (ggF, V BF,
WH, ZH, ttH) and five decay modes (yy, WW, ZZ, 77, bb) were combined.

The constraints from the Higgs boson signal strength measurements on the four
2HDM scenarios are shown at 68% and 95% CL allowed regions in the tang
versus cos(8 — «) plane in Fig. 2.4.
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Figure 2.4. | The allowed parameter regions (68 and 95% CL) for the four 2HDM
scenarios using the ATLAS and CMS combined Higgs coupling strength measurements.
Shown are scans of tan 8 versus cos(8 — a): Type-I (top left), Type-II (top right), lepton
specific (bottom left) and flipped (bottom right) 2HDMs. The figure insets show a
zoom of the region with tanfg <1 [28].

It can be seen that in all 2HDM scenarios except for Type-1 a and 3 parameters
are highly constrained. The allowed parameter regions are concentrated in two
bands corresponding to solutions with 8+« =m7/2. For 8 —a=m/2, the Yukawa
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structure of the SM is reproduced also called the alignment limit.While for the
case 8 —«a =m/2, the neutral light Higgs bosons will differ from the SM-like
Yukawa couplings by a sign flip which is still allowed by the combined coupling
strengths measurements.

Some of the constraints on the 2HDM parameters arise from flavor physics
which can impose stringent indirect limits on the parameter scan of the physics
model far beyond the mass scales reachable in direct searches. The combined
flavor constraints are shown in Fig. 2.5 for the four 2HDM Yukawa types.

THDM Type | - Flavour constraints THDM Type Il - Flavour constraints

tan B

200 400 600 800 1000 200 400 600 800 1000
M, (GeV) M, (GeV)
THDM Type llI- Flavour constraints THDM Type IV- Flavour constraints

tan B

200 400 600 800 1000 200 400 600 800 1000
M, (GeV) M, (GeV)

Figure 2.5. | The obtained constraints from flavor physics on the 2HDM Yukawa
types as a function of (M, +,tanfB) and parameters and independent of the remaining
2HDM parameters. The color coding corresponds to exclusion at 95% CL. The green

region is consistent with all constraints [32].

2.5. The 2HDM landscape at the start of LHC run 2

While the constraints discussed earlier indirectly provide an important exclusion
in the parameter space, direct searches are still crucial to cover the full picture
of the 2HDM. At the alignment limit, we have seen that the light scalar, h,
resembles the standard model Higgs boson, making this limit inaccessible with
only coupling measurements. A variety of searches for 2HDM neutral scalars
have been foreseen during the LHC program and in the following I summarize
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the most recent ones that have helped to constrain extended Higgs sectors,
focusing mainly on the neutral scalars, H/A that are searched for in Chap. 5.

Most of the existing direct searches for BSM Higgs bosons focus on their con-
ventional decays into a pair of quarks, leptons, or gauge bosons.

1. Exotic Decays in BSM Sector:

o If the two neutral BSM Higgs states A and H have a sufficient mass
splitting, |m4 —mpg| > my, the exotic decay channel A/H — ZH/Z A
opens up. For H and A masses heavier than two top quarks the decay
to tt is dominant in the 2HDM 1, at least for moderate values of tang.
Unfortunately, a possible signal strongly interferes with the tree-level
background process gg — tt. Both ATLAS and CMS have performed
searches listed in Tab. 2.4.

Table 2.4. | 2HDM neutral scalars involving Z bosons.

Channel ATLAS CMS
A/H —ZH/ZA—11bb | [33] (13TeV) [34] (13TeV)
A/H—ZH/ZA—llrT — [35] (8TeV)

e Searches for 2HDM neutral scalars with no intermediate light scalar are
shown Tab. 2.5.

Table 2.5. | Conventional 2HDM channels.

Channel ATLAS CMS
A/H = pp | [36] [37]
AJH b0 | [38] [39]
A/H =77 | [40] [41,42]
A/H —~y | [43-45] [46], [47]
AJH = | 48]
H—277 [49)] [50]
HoWw | [51] [52]

2. Exotic Decays of the SM-like Higgs:
e If the 2HDM neutral scalars, H/A, are sufficiently light, m 4,5 <my,/2,
exotic decays of the light SM-like Higgs, h, such as h— AA/H H open up.
In the alignment limit cos(8 — «) =0, the decay h— AA is unsuppressed,
while the decay h — HH vanishes. Tab. 2.6 lists the current LHC
searches considered for such channels, focusing on masses of m 4 >4
GeV.

! Given that each 2HDM type is characterized by different coupling structures between the
Higgs doublets and fermions. The exact behavior of H and A decays can vary between these
types due to the differences in their interactions. In some cases, there might be additional
decay channels that become important, especially at larger values of tang.
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Table 2.6. | h — AA searches.

Channel ATLAS CMS
h— AA— bbbbbb | [53] -

h— AA— bbbrr - [54]
h—s AA—bbbup | [55]  [56]
h— AA— 717177 - [57]
h— AA— TN [58] [59]
h— AA = pupp [60] [61]

3. Exotic Decays into the SM Higgs:

o If we considered scenarios far from the alignment limit, the heavy CP-odd
Higgs can decay into the SM-like Higgs via A — Zh and the heavy CP-
even Higgs can decay into a pair of SM-like Higgses, H — hh. Searchers
for such channels from both CMS and ATLAS at 8 and 13 TeV are
listed in Tab. 2.7.

Table 2.7. | Searches involve SM-like Higgs bosons.

Channel ATLAS CMS
8TeV 13TeV 8TeV 13TeV
A— Zh—1lbb | [62] [63] [64] [65]
A= Zh—=llrT | [62] - [66] [67]
H— hh [68] [69] [70] [71]

Under the alignment limit, the decay branching fractions of H/A— AZ/HZ/H e
are unsuppressed and the clean identification of the leptons from the Z decays
makes searches such as A/H — ZH/Z A — 11bb and 77bb very promising. The
constraints in the m, vs mpyg plane of the 2HDM parameter space and for
cos(f —a) =0 is shown in Fig. 2.6. In the gap region along m4 ~myg such
exotic decay modes are kinematically inaccessible. At low tanS values both
type-1 and type-II constraints are very similar. At large tan3 the type-11 2HDM
has an enhanced reach due to the tanf enlargement of the bottom (and 7)
Yukawa couplings. At tanf =30 (green) the A/H — ZH/Z A search channel
constrains the kinematically allowed region up to Higgs masses of m 4,z ~ 800
GeV, with the exception of very small daughter particle masses below 125 GeV.
Unlike 2HDM type-II, type-I constraints for intermediate values of tan/ are
weakened due to the suppression of Yukawa couplings & App/Hpp ™ tanﬂfl, while
it vanishes for larger values. Assuming an intermediate value of tan/=1.5 and
cos(ff—a) =0 Fig. 2.6 (bottom) shows the regions excluded by several Higgs
searches, to note that constraints from the A— Zh and H — V'V, hh channels in
such scenario vanish in the alignment limit, while search results from A/H — bb,
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wi, and tt are too weak to set any constraint. For both 2HDM types I and II,
the combination of all channels result in the exclusion of the majority of the
mass region in which the light Higgs masses happens always to be below the
di-top mass, mA, mH <2 xm,.

For Higgs masses above 2 X m,, where A/H — ¢t decay channel opens up,
processes such as A/H — ZH/Z A — ttZ become more interesting to probe.
While at very low masses, m 4, my <my, /2, decay channels of the SM-like Higgs
h— AA, HH can be produced given that this region is still unconstrained from
both direct searches and indirect Higgs width precision measurements.

For non-degenerate masses of H and A, permitting the exotic decay channel
of AJH— ZH/ZA, Fig. 2.7 illustrates the constraints of the 2HDM parameter
tan/ as a function of m 4 for this decay channel in type-I (left) and type-II (right)
2HDM. Assuming my =200 GeV, the top panel of Fig. 2.7 demonstrate that
the region close to the alignment limit €[0.,0.2] type-I 2HDM can be excluded
for m 4 > 290 GeV and for tanf up to 10 and the reach in tanf reduces the
farther this decay channel is probed away from the alignment limit. Smaller
my <110 GeV tanf <2 can be excluded as well for type-I 2HDM. On the other
hand, in type-II the reach extends to large tanf values allowed because of the
enhancement of the bbA/H production cross section and branching fraction. It
can be seen that by choosing such parameters for type-II 2HDM, almost the
entire range of tanf can be constrained by the A/H — ZH/ZA channel. The
lower panel of Fig. 2.7 illustrates the global constraints from a variety of direct
search channels of H/A. While for m 4 < 300 GeV, the strongest conventional
search constraints are related to the decay of the pseudoscalar A, at large
my > 300 GeV constraints mainly come from direct searches for H, whose mass
is fixed to my =200 GeV in this case and therefore, there is no dependence on
my for the 77, vy and 4t exclusion limits in the large m 4 region.

The requirements and implications regarding the mass gap between A and H,
as well as the charged Higgs mass (Hi), are often subject to experimental and
theoretical constraints. These constraints can come from precision measurements
of electroweak observables, flavor physics, and direct searches for these new
particles. The specific mass gap usually also depends on the model parameters,
such as the values of the Higgs potential parameters and the mixing angles
between the different Higgs bosons.

In the 2HDM framework, many paths can be taken to search for non-SM
Higgs bosons. As can be seen earlier, there are cases where existing constraints
based on direct searches and SM Higgs precision measurements result in strong
constraints of their phase space. By studying the constraints of type II 2HDM
parameter spaces, there is still a window for an exotic decay of A/H — ZH/Z A,
which is the most promising channel given the large branching fraction as well as
as the clean experimental signal of £*¢~bb. This decay channel is the cornerstone
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Figure 2.6. | Constraints of type-I (left) and type-II (right) 2HDM in the alignment
limit cos(8—a)=0 given in m 4 vs my mass plane. Top: Parameter space excluded
at 95% C.L. by the A/H — ZH/Z A search for tanf = 1.5 (blue), 7 (red) and 30
(green). Bottom: Assuming tan/ = 1.5, the constraints from LHC searches are shown
for A/JH — ZH/ZA (blue), A/H — 77 (dotted orange), A/H — ~v(dashed brown),
h— AA/HH (dotted cyan) and t{Z production (green) as well as LEP searches
(purple) and the Higgs width precision measurement I', (grey). Constraints from
A— Zh and H— V'V, hh channels vanish [72].

of this work and will be presented in Chap. 5.

2.6. From theory to experiment: event modeling and
generation

If we want to test the prediction of any BSM theory or any SM process, the use
of precisely simulated events as they might be produced in nature and observed
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couplings strength p; (grey hatched region) and the Higgs width measurement Iy,

(grey) [72].

by a perfect detector is a key ingredient in any physical data analysis. Therefore,
we need (I) higher orders in perturbation theory; (IT) and smart algorithms
to estimate higher-order perturbative quantum chromodynamics (QCD). CMS
relies on Monte Carlo event generators such as PYTHIA and MC@NLQ to produce
simulated events that mimic collider-level scattering events with high accuracy.
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Event generation starts with the hard-scattering cross section for a given process
at a given order in perturbation theory. The production of an N-particle final
state in hadron-hadron collisions can be written as follows:

oN = Z/dx1d$2fa($1aﬂQ)fb(x27ﬂ2)a'7\/l?a (2.27.)
a,b
where the hadronic cross section factorizes into universal parton distribution
functions (pdf) of the two protons, f, and f;, and the partonic cross section
&‘}\? for a specific partonic initial state (ab). The pdf fa(xl,,uz) is the suitably-
regularised hadronic matrix element for the inclusive distribution to find a
parton a with energy fraction z; in the beam hadron renormalized at scale z*.

These incoming protons define the partonic substructure in terms of flavor com-
position and momentum sharing. The hard scattering process of the two initial
hadrons, shown as a red blob in Fig. 2.8 takes place at very large momentum-
transfer scales for which the strong coupling constant «, is small. An event
is characterized by the color flow and momentum-transfer scale that outgoing
observables in the hard process bring. Obviously, it is desirable to include as
many orders as possible to make this event simulation as close as possible to
data. But, in practice due to the limitations of computing power, all fixed-order
calculations are limited to some low power of the coupling constant «.

The complexity of a hadron-collision process is illustrated in Fig. 2.8.

The computation of the partonic cross-section in Eq. 2.27 requires a phase space
integration over the differential cross-section thus,

N

dq;
~ab ~ab q;
oN = do :/ | I o
N /cuts cuts l (27T)32Ei

i=1

N
4 b 2
6 (p1+p2 — E %)‘M;lpz—nﬂ )
' (2.28.)

where dc}}l\? is the weight associated to a given kinematic configuration p;ps — ¢
for the process under study. The challenge of this step comes down to the multi-
dimensional phase integral and the parton-level matrix element |/\/l;'§lfp2_,q~|2
that has to be computed fully differentially. While for 2 — 2 and 2 — 3
processes, various techniques assist the computation of the matrix element
at leading order, as can be seen in Tab. 2.8, in more complicated processes
where it becomes necessary to calculate higher-order tree-level matrix elements
with many additional partons in the final states, the automated evaluation of
Feynman diagrams becomes prohibitively time-consuming, because of the rapid
increase in the number of diagrams.

A full event simulation of hadron interactions, like proton-proton collisions
within the LHC requires several but there are various “levels” at which we can
try to compare our theory prediction to data:
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Figure 2.8. | A representation by Monte-Carlo generators of hadron-hadron scattering
event. The triple green arrows represent the incoming hadrons. The red blob illustrates
the hard interaction. The outgoing red lines are the decays of resonances produced in
the collision, as well as the final-state-radiation (FSR) simulated by the parton shower.
The initial-state partons and the initial-state-radiation (ISR) are shown as blue lines.
Light green ellipses represent the hadronization process, from where hadrons (dark
green circles) emerge and (possibly) decay. Finally, multiple partonic interactions
(MPI) and Underling Events (UE) are shown in pink and light blue [73].

e Particle/Parton level: Define our truth extended fiducial phase space1
based on the kinematics of MC particles at particle level - that is referred
to the level in which stable particles are produced as a result of a collision.

e Particle/hadron level: Hadron level follows the parton level with an
additional step consisting of hadronization.

e Detector/reconstruction level: At this stage, the theory results differ
from particle level in including an additional detector simulation, that takes

! The fiducial definition is a phase space at particle level that is designed to correspond
reasonably closely to what is experimentally accessible by the detector and reconstruc-
tion/identification algorithms.
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Table 2.8.

squared matrix elements when calculated explicitly. s = (p; +p2)2, t=(ps— p1)2 and

Diagrams for 2 — 2 QCD parton scatterings and the expression for the

u=(ps —p2)2 are Mandelstam variables [74].
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finite resolution effects into account, and possibly also detailed aspects of
particular detectors.

Unfortunately, the generation of parton-level events is inadequate for many
applications in experimental high-energy physics and so we need to take a step
closer to more accurate calculations. At the scale where «, strong interaction
couplings become important and where perturbative methods can no longer
be applied, the parton shower takes place. Parton shower event generators
such as HERWIG, PYTHIA, and SHERPA, perform calculations of cross sections
according to an approximation to the standard model or its possible extensions.
In a nutshell, these algorithms allow us to simulate the final states of high-energy
collisions in full detail down to the level of individual stable particles. Bear in
mind that the parton shower grows with decreasing measure of the hardness
of interactions and a scattering process appears differently depending on the
hardness scale at which one examines it. At the hardest scale, there are just a few
partons (typically quarks and gluons) while at the softer scale (low-energy), the
partons tend to split, making more partons in what we call a “parton shower”.

The goal of these computer programs is to simulate a large number of collision
events, each consisting of a list of final-state particles, such that the probability
of producing an event with a given list is very close to the probability of an
actual event being produced in nature. The first step of the simulation starts
with a hard subprocess in which its constituents interact at a high momentum
scale to produce a few outgoing fundamental objects, those are SM quarks,
leptons and/or gauge or Higgs bosons, or the hypothetical new particle that
we are looking for in some new BSM theory. The partons (quarks and gluons)
involved, as well as any new particles with color, radiate virtual gluons, which
can themselves emit further QCD radiation in the form of gluons or produce
quark-antiquark pairs, leading to the formation of parton showers. It is of
interest to know what is an evolution variable in the showering algorithm. If
we consider a splitting process i — j +k the process cannot be achieved if all
partons are on their mass shells. The dominant contribution will come from
a configuration in which evolution variables are understood as virtual masses-
squared ( the virtualities, q2) are strongly ordered, with the parton nearest
to the hard subprocess farthest from its mass shell and the virtualities falling
sharply as the shower evolves away from it. The shower is resumed when the
virtualities have fallen to the hadronization scale, q2 = gz 1GeV?, where Q is
the momentum transfer scale of the hard subprocess. Additionally, the parton
shower not only takes into account the collinear-enhanced real parton emissions
at each order in perturbation theory but also the quantum loop effects of the
same order; such effects are included in the probability of not splitting during
evolution from scale qf to qg, which is given by the Sudakov form factor
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The z integration bounds specify the range of z within which the split can be
resolved. An emission outside this range is too soft or at too low an angle to be
detected. An example case study is a process qg— Z. If we want to simulate the
production of Z, then the quark and antiquark at the end of their shower must
have exactly the right 4-momenta to combine to form a Z boson mass system. If
we decided at the initial low scale to choose their momenta at the beginning of
the shower, this would not be ideal because the efficiency of Monte Carlo would
be very low. Another way is to use a backward evolution. The way it works
is to decide subject to the kinematic constraint z;z45 =s where S and s are
the energies of the center of mass of the collider and the sub-squared process,
the longitudinal momentum fractions x; and x5 of the incoming partons from
the hard subprocess need to be chosen first. The incoming partons are then
evolved backward, gaining energy with each emission, down to the small scale
appropriate for the incoming hadron constituents.

We also often use the term initial-state-shower or radiation, which we refer to as
the shower that grows on the incoming parton of the hard subprocess, of which
there are two at a hadron collider. In such a scenario, the constituent parton
from each of the incoming hadrons starts at a high energy and low virtuality
and evolves to higher space-like virtuality by emitting partons and losing energy.
The showering of these partons terminates when they collide to initiate the
hard subprocess, which sets the scale that limits the endpoint virtualities of
the showers. On the other hand, an end-state shower or radiation means an
outgoing part of the hard sub-process in which the evolution of the shower is
very similar to the above; note that the primary parton, in this case, starts at
high energy and a large time-like virtuality scale Q® set by the subprocess, it
continues to lose energy and virtuality until that all of its descendant partons
have fallen to scale Qg at which splitting is complete.

At this stage, our theoretical description of a scattering event is starting to
look a lot closer to those occurring in a collider but not exactly, there are
additional interactions beyond the main collision under study that we often
refer to as the Underlying Event (UE), which can be thought of as the remnants
of scattering interaction that is distinct from the hard scattering process, PS,
and hadronization. Contents of UE include initial and final state radiation,
beam-beam remnants, multiple parton interactions, and pile-up noise.



The LHC and the CMS experiment
at CERN

The absence of evidence of the missing piece of the standard model, the Higgs
boson, from both the Tevatron proton-antiproton collider and the Large electron-
positron (LEP) collider implied that if it were to exist, its mass should be at
higher energies than that provided by each of these experiments. After eleven
years of forefront research, LEP was scheduled to close at the end of September
2000 opening the way to the Large Hadron Collider (LHC). Drawing hints to
new physics LEP experimental run was only extended by one month. Note
that the highest energy achieved by LEP was 1/s=209 GeV at a center of mass
energy and that was only accomplished in the last months of the experiment.
For an electron-positron pair that annihilated to make a Z and Higgs bosons,
the highest energy Higgs boson which could be produced this way would have
a mass of 118 GeV since the Z bosons mass is 91 GeV. Some of the energy is
always lost as kinetic terms, so in practice, the limit reached was a little lower,
around ~ 114 GeV.

As a matter of fact, to date LEP is the most powerful lepton accelerator ever built
and still holds the highest-energy lepton accelerator record. LEP experiment
could have extended its reach further by running much longer and accumulating
statistics. Perhaps the experiment would have achieved 116 GeV, but not 125
GeV which would have to run for quite a long time to detect the Higgs boson
that was discovered later by the LHC [75-77].

It is important to point out that leptons are relatively light, their collisions are
clean but cannot reach the same energy that can be achieved with heavier par-
ticles. On the other hand, hadrons are subatomic composite particles composed
of quarks and anti-quarks held together by the strong force, as was discussed
in Sec. 1.1 of Chap. 1, and are relatively heavy; protons, for example, have a
mass almost 2000 times greater than electrons. Because of their higher mass,
they can be accelerated to much higher energies ! which is the key to directly

! This is primarily due to the energy gained by a particle when accelerated which is
proportional to its charge and the acceleration voltage. Since hadrons have higher masses and
are charged, they can gain much more energy compared to lighter leptons when accelerated
through the same voltage. In addition, charged particles when accelerated emit synchrotron
radiation. The energy loss due to synchrotron radiation increases with the fourth power of the
particle’s charge and inversely with the third power of its mass. Since leptons have smaller
masses and charges compared to hadrons, they lose more energy to synchrotron radiation
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observing new particles or interactions. This is what the LHC is built for, it
is able to attain an energy never reached before which can potentially reveal
unexpected results that no one has ever thought of!

3.1. The LHC accelerator

The LHC re-used the LEP tunnel. It consists of a 27-kilometer ring of supercon-
ducting magnets with a number of accelerating structures to boost the energy
of the proton along the way. The proton journey at the LHC descends from a
complex succession of machines that accelerate particles to increasingly higher
energies. The LINAC4 (Linear accelerator 4) became the source of proton beams
for the CERN accelerator in 2020. It accelerates negative hydrogen ions (that is,
a hydrogen atom that has captured an extra electron), to 160 MeV to prepare
them to enter the Proton Synchrotron Booster (PSB). During injection from
LINAC4 into the PSB, the ions are stripped of their two electrons, leaving only
protons. These are further accelerated to 2 GeV before the injection into the
Proton Synchrotron (PS) that pushes the beam up to 26 GeV. Protons are
then sent to the Super Proton Synchrotron (SPS), where they are accelerated
further up to 450 GeV.

Finally, in ultrahigh vacuum, the protons make their way to the two beam pipes
of the LHC where they travel at close to the speed of light before they are made
to collide. The beams travel in opposite directions and in separate beam pipes,
guided around the accelerator ring by a strong magnetic field maintained by
superconducting electromagnets. The magnets operate at a temperature of 1.9
K (-271.25°C), colder than the 2.7 K (-270.45°C) of outer space. Since we want
to avoid collisions with gas molecules, the beam vacuum pressure is about 1077
Pa in the beam pipe at cryogenic temperature (~ 5 K) and lower than 107? Pa
close to interaction points where collisions take place. It takes 4 minutes and
20 seconds to fill each LHC ring and 20 minutes for the protons to reach their
maximum energy of 6.8 TeV. After circulating for many hours inside the LHC
beam pipes 1, the two beams are brought into collision inside four detectors —
ALICE, ATLAS, CMS and LHCb as shown in Fig. 3.2 — where the total energy
at the collision point is equal to 13.6 TeV.

3.1.1. LHC timelines and data taking period

The LHC first went operational for an initial test on 10 September 2008. Its
first run was achieved between 2010 and 2013 at an energy of up to 4 TeV
per beam which has been very successful and culminated in the discovery of
the Higgs boson. Then the LHC was shut down on 13 February 2013 for its
first 2-year upgrade called Long Shutdown 1 (L.S1), which was to affect many

when accelerated, which limits how much energy they can attain.
1 To achieve stability of the beam for an optimal collision with more chances of interactions.



Luminosity and pileup 59

The CERN accelerator complex
Complexe des accélérateurs du CERN

2010 (27 km)

TT42

T|2 AWAKE
2“‘6
HiRadMat
TT66
l.\ MEDICIS
AD 2010 ]
ISOLDE
P
e REX/HIE- i EastArea
Mo ISOLDE H

i S
4 H

PS
frrmmemmmmmeenees ’

LEIR et

.
{4 |
» H™ (hydrogen anions) ) ions D RIBs (Radioactive lon Beams) b n ons) P P lantiprotons) B e (electrons) P p (muons)
LHC - Large Hadron Collider // SPS - Super Proton Synchrotron // PS - Proton Synchrotron // AD - Antiproton Decelerator // CLEAR - CERN Linear

Electron Accelerator for Research // AWAKE - Advanced WAKefield Experiment // ISOLDE - Isotope Separator OnLine // REX/HIE-ISOLDE - Radioactive
EXperiment/High Intensity and Energy ISOLDE // MEDICIS // LEIR - Low Energy lon Ring // LINAC - LINear ACcelerator //
n_TOF - Neutrons Time Of Flight // HiRadMat - High-Radiation to Materials // Neutrino Platform

Figure 3.1. | The proton journey [78].

aspects of the LHC: enabling collisions at 14 TeV, improving its detectors and
pre-accelerators (the PS and the SPS).

The second operational period of the LHC took place between 2015 and 2018
and started with lower energy than initially planned, 6.5 TeV per beam for a
total collision energy of 13 TeV. Data accumulated during run 2 was used to
search for an extended scalar sector reported in Chap. 5.

The Long Shutdown 2 (LS2) started on December 10, 2018, for a significant
upgrade in preparation for the High Luminosity Large Hadron Collider (HL-
LHC) project which will increase the luminosity by a factor of 10. The LS2
ended in 2022 allowing LHC’s third operational run to begin with an energy of
6.8 TeV per beam and is expected to continue until 2026.

3.1.2. Luminosity and pileup

The luminosity (L) is one of the most important parameters of an accelerator.
It measures the number of collisions produced in a detector per cm? and per
second. The higher the luminosity is, the larger the number of collisions that
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Figure 3.2. | Sector layout of the Large Hadron Collider. Blue stars mark the four
interaction points in the experimental halls where the counter-rotating beams cross
each other [79].

occur. L can be written semi-qualitatively ! as follow:

N? fN?
L = = I
(tSe)  (4mo?)’ (6.1)

with f the bunch crossing frequency, N number of protons per bunch, ¢ time
between bunches, S, section effective of collision that depends on the cross-
section of the bunch, and o the transversal size of the bunch at the interaction
point. Considering different number of protons per bunch crossing, and x and y
components for o separately, the luminosity can be written such that
N N.
- SNy (3.2)
(4ro,0,)

Moreover, L is often expressed in terms of € (emittance) and 8 (amplitude
function) as follows:

'This formula provides a simplified approximation of the luminosity and the actual
luminosity calculation but it can be more complex due to various factors like the shape of
the colliding bunches, the focusing of the beams, and other beam dynamics effects.
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_ NN,
(4¢p)
The emittance € is defined as the smallest opening you can squeeze the beam

through as illustrated in Fig.3.3. Keeping the emittance low will result in higher
luminosity. The amplitude function, 3, is determined by the accelerator magnet

(3.3)

configuration and powering, when expressed in terms of o(cross-sectional size
of the bunch) and the transverse emittance, the amplitude function 8 becomes

ﬁ:L‘Z
.

Interaction
Pairt

Relative bearn sizes around IP1 (Atlas) in collision

Figure 3.3. | Beam envelopes in the interaction region around point 1 ATLAS showing
how the beam sizes are reduced on each side of the interaction point following the
squeeze [80].

Thus, to achieve a high luminosity, all one has to do is make high population
bunches (V) of low emittance (€) to collide at high frequency at locations where
the beam optics provide as low values of the amplitude functions (3) as possible.
For any collider experiment reducing these parameters depends on the capability
of the hardware to make a near-focus at the interaction point. An increase in
the luminosity often requires a redesign of the machine optics in the interaction
point and a replacement of the final-focusing quadrupole magnets. All these
actions are essentially performed during long shutdowns (LS).

In experimental particle physics, we often use integrated luminosity which is the
integral of the delivered luminosity over time. It is a measurement of the collected
data size, and it is an important value that characterizes the performance of an
accelerator. It has the units of [L] 2. Fig. 3.4 represents the delivered luminosity
versus time for 2010-2012, 2015-2018, and 2022 proton-proton collisions data.

The accelerator was designed to envisage instantaneous luminosity of
L ominal = 10**em 257!, But the LHC exceeded all expectations, and that lu-
minosity goal was not only reached but surpassed. The machine is now able to
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Figure 3.4. | Cumulative luminosity delivered by the LHC to CMS during stable pp-
collision beams shown for different data-taking years [81].

deliver luminosities up to twice this nominal value. Since the rate of collisions
is proportional to the luminosity while the frequency of beam crossings (f) is
constant, the number of collisions per beam crossing will vary with luminosity,
we refer to this quantity as “pile-up”. While physics analyses gain in sensitivity
when integrated luminosity is increased, an increased pile-up leads to more diffi-
cult experimental conditions that can decrease the reconstruction performance.
The pile-up distribution recorded by the CMS experiment is shown in Fig. 3.5.

3.2. The CMS experiment

The CMS detector operates at the LHC at CERN, located in a cavern 100 m
underground at Cessy in France, just across the border from Geneva. Its size is
15 meters high and 21 meters long and for all the detector material it contains,
the detector is impressively compact. Muons are expected to be produced in the
decay of a number of potential new particles and therefore the CMS detector is
designed to detect them very accurately.

The solenoid magnet, giving CMS its name, is shaped from a cylindrical coil of
superconducting fibers. The circulation of current through these coils generates
a magnetic field of 3.8 TThis field is confined within the detector volume by a
steel “yoke”, constituting the bulk of the detector’s mass. The magnet and its
return yoke collectively weigh 12,500 tonnes, making it the heaviest component
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Figure 3.5. | Distribution of the average number of interactions per crossing (pile-up)
for pp collisions for 2015-2018 and full run 2. The overall mean values and the minimum
bias cross-section at 13 TeV are also shown. These plots use only data that passed the
“golden” certification (i.e. all CMS sub-detectors were flagged to be ok for any kind
of usage in physics analysis), and the “LHC standard” values for the minimum bias
cross sections [82].

of CMS.

Knowing the effects caused by different types of particles as they pass through
different materials, the detector is built and designed to tell us which particles
were produced in a particular collision, their energy, and their momentum.
Therefore, before moving on to the detailed apparatus of the CMS detector,
we will first describe the basic approach to measure the outcome of particle
collisions. More detailed descriptions will be given in Sec. 3.3.

The knowledge of particle properties such as energy, momentum, interactions,
mass, lifetime, decay channels, charge, and magnetic field interactions guides the
design choices and construction of both ATLAS and CMS, detectors enabling
accurate particle detection, identification, and reconstruction. The inner regions
of the detector measure the momentum of charged particles by measuring the
tracks that the particles leave behind in various sub-detectors. The outer regions
of the detector are designed to measure the energy deposit of particles released
as they stop in different layers of the detector. The application of a strong
magnetic field bends the trajectory of charged particles, which in addition
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serves two purposes; positively and negatively charged particles under the same
magnetic field, bend in opposite directions. Also, high-momentum particles bend
less compared with low-momentum ones, therefore by knowing the radius of
curvature of a certain track we can deduce the particle momentum.

The electrons, positrons, photons, jets, and muons, each of these particles make
a different journey throughout the CMS detector and their unique interactions
with the sub-detectors material make it possible to tell these particles apart.
A photon, because it is electrically neutral will not leave any imprint in the
tracker *. Instead, it will be stopped in the electromagnetic calorimeter (ECAL).
On the other hand, electrons or positrons are stopped in the ECAL, leaving a
track behind in the tracking system. Hadrons punch through further and are
generally stopped by the hadron calorimeter (HCAL) where jets are confined and
only the highest-energy hadrons and muons pass through the superconducting
solenoid into the outer regions of the CMS barrel. Quarks and gluons will initiate
a jet that leaves a bunch of tracks close together in the tracker, before depositing
most of their energy in the hadronic calorimeter. Muons will make their way
through the whole detector up to the muon chambers.

It is also possible to deduce tau lepton signatures as they decay promptly to
lighter leptons, neutrinos, and/or hadrons. They leave characteristic patterns
that one may search for specifically in the detector. Neutrinos, meanwhile, are
weakly interacting and escape the CMS detector completely unseen. Never-
theless, we are able to infer their presence from an imbalance of energy in
the reconstructed event called “missing transverse energy”. Fig. 3.6 is a good
illustration of the journey of different particles through the CMS sub-detectors.
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Figure 3.6. | A summary of the particle detection process in CMS [83].

1except if it undergoes a photon conversion within the tracker material
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3.2.1. CMS coordinate system

Before going into the details of the CMS experiment, let us describe its coordinate
system that we will often refer to in this thesis. In a right-handed Cartesian
system, the z—axis of the CMS coordinate system is always aligned with the
beam and directed anti-clockwise, the y—axis is in the upward direction, and
the x—axis points towards the center of the LHC. The plane formed by the x
and y directions is referred to as the transverse plane as shown in Fig. 3.7

“y

LHCb

N
7, ALICE ATLAS

Figure 3.7. | CMS coordinate system definition [84].

In the spherical coordinate system which is most commonly used, a point is
defined through its distance to the center of the experiment, its azimuthal angle,
¢, in the transverse plane with respect to the x-axis, and its angle, 6, in the
z—1y plane with respect to the z-axis.

We use the pseudorapidity term, n= —ln(g), as a spatial coordinate to describe
the angle of a particle relative to the beam axis. An angle of zero lies along
the beam axis and so particles with high pseudorapidity values (|n| > 2.5) are
usually lost as they are out of detector acceptance.

3.2.2. Tracking system

The tracking system is one of the most ambitious parts of the CMS detector,
which required the development of production methods and quality control
procedures that were new to the field of particle physics detectors for a few
different reasons. Since the tracker is located closest to the interaction point,
it also receives the highest dose of radiation damage. Although located in
an experimentally difficult region characterized by high-track multiplicity and
heavy irradiation, the tracker needed to be reliable for accurate high-resolution
trajectory reconstruction. The construction materials were therefore carefully
chosen to resist radiation. This part of the detector is also built with fine
segmentation accompanied by high power density of the readout electronics
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while keeping the amount of material to a minimum, in order to limit multiple
scattering, bremsstrahlung, photon conversion, and nuclear interactions.

These considerations led to a design entirely based on silicon detector technology
due to several reasons:

e Precision: Silicon detectors offer high spatial resolution, meaning they can
pinpoint the exact location where a charged particle passed through the
material. This precision is crucial for accurately reconstructing the paths of
particles.

e Speed: Silicon detectors can quickly convert the energy deposited by a
particle into an electrical signal, allowing for rapid data acquisition.

e Minimal Noise: Silicon detectors exhibit low electronic noise levels, which
helps in detecting even faint signals from particles.

e Durability: Silicon is a robust and durable material that can withstand the
harsh conditions of particle collisions and the high radiation environment
of a particle accelerator.

e Modularity: Silicon detectors can be arranged in layers or modules, allow-
ing for efficient tracking of particle trajectories.

The pixels, at the very core of the detector and the silicon microstrip detectors
that surround it which are divided into four parts; the inner barrel (TIB), the
inner disks (TID), the outer barrel (TOB), and outer end-caps (TEC). The
layout of the tracker substructures is sketched in Fig. 3.8.

N N N \N\N\NVv>Vrr7r /s /7SS
44 12 1.0 08 06 -04 -02 00 02 04 06 08 10 12 14
1.6 S 16
110 ! !
AN -
100 - ™18 | | ‘ : : | | | 18
90 ' TOB '
80 | a0 . - 207
70 F ! 1
= el S22 H H 227
E - . _
S 5ol T4 ' 24
a0 | 26 ! 26~
2.8 H 28
30 F ~a30 ! 3.0~
20 D i P E T -
tor Pxest i==11
0 - * -
-300 -200 -100 0 100 200 300

z (cm)

Figure 3.8. | A view of a tracker slice in the r —z plane. Pixel modules are shown
in red, single-sided strip modules are depicted as black thin lines, and strip stereo
modules are shown in blue thick lines [85].

All parts are built out of a series of distinct modules, which registers the passage
of a charged particle through its medium. Measuring a series of hits along the
track of a moving particle, we can reconstruct the direction and curvature of the
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track and extrapolate a point of origin (i.e. vertex) by finding several trajectories
starting from a single point. Importantly, thanks to the high granularity of the
modules near the beam pipe, it is also possible to deduce whether particles
were genuinely produced at the interaction point (indicating a very prompt
decay of some parent particle), or whether particles traveled a short distance
before decaying. The trajectories of charged particles are bent in a direction
perpendicular to the magnetic field. The direction of bending depends on the
charge of the particle, while the amount of bending is a function of particle
momentum - this is a central feature of particle identification in modern particle
physics detectors.

As particles travel through the tracker modules, electron-hole pairs are created
in the detector’s bulk material (the details are discussed in Sec. 3.2.2.2) drifting
along the field lines resulting in a signal on the corresponding strips. The
signals are stored in chip memory for several microseconds and then processed
before being sent to a laser to be converted into infrared pulses. These are then
transmitted over a 100m fiber optic cable for analysis. The tracker uses 40,000
such fiber optic links providing a low-power, lightweight way of transporting
the signal.

3.2.2.1. The CMS tracker

The tracker allows for rapid and precise measurements with temporal and spatial
resolutions that fulfill the challenges posed by the high luminosity LHC collisions.
It is designed to reconstruct high-pt muons, isolated electrons, and hadrons
with high momentum resolution and efficiency greater than 98% in the range
[n] <2.5. The transverse momentum resolution of a single muon as a function
of the parameters of the tracking detector can be written;

Ohit 720
0.3BL*> \| Npiyy +4°

o(pr) = (3:4.)

where B is the magnetic field strength, L represents the radial extension of the
tracker, oy,;; is the spatial resolution of a single sensor and N},;; corresponds to
the number of measured hits for a given track. From Eq 3.4 we can conclude that
a larger tracker diameter, stronger magnetic field, or finer granularity results
in a better track-momentum resolution. Nevertheless, the formula does not
account for the amounts of material that can be placed. In order to optimize
the tracking and vertexing resolution, material interactions must be kept to
a minimum since large amounts of material lead usually to significant energy
losses, multiple scattering of electrons, and photon conversions. The material
budget of the CMS tracking detector in a unit of radiation length ! X, varies

'mean distance traveled by an electron before its energy is reduced by a factor
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from 0.4X, in the very central region to 1.8 X, at the pseudorapidity regions
that cross both the barrel and the endcap detectors, as shown in Fig. 3.9
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Figure 3.9. | Material budget in unit of radiation lengths (X/X,, right) of and
hadronic interaction length (X/\g, left) as a function of the pseudorapidity 7. The
largest values for radiation length and hadronic interaction length lie outside the
tracking acceptance at around || = 3.5 and amount to 1.9 X/X, and 0.36 X/,
respectively [86].

3.2.2.2. Tracker layout

The CMS tracker has a length of 5.8 m and a diameter of 2.5 m and consists of
25 684 silicon sensors, which measure the hits from the tracks crossing through
them. Two types of sensors are used in the CMS tracker:

e Pixel sensors: consist of a two-dimensional (2D) array of pixel cells pro-
viding 2D hit-position measurements on the surface of the sensor.
e Microstrip sensors: consist of a set of parallel or quasi-parallel strips

providing only 1D hit-position measurements (in a single direction).

A general layout of the tracker with all the subdetectors is shown in Fig. 3.10.

B The pixel detector

The CMS pixel detector consists of two subdetectors; the barrel pixel detector
(BPIX) and the forward pixel detector (FPIX). It is optimized to have four-hit
coverage over the pseudorapidity range || < 2.5, accurate pattern recognition
and track reconstruction, and added redundancy to cope with hit losses. A
schematic view of the pixel-detector sensor layout is shown in Fig. 3.11

The original BPIX is 57 cm long and consists of 3 layers of pixel sensors located
at mean radii of 4.4, 7.3, and 10.2 cm. Within the same layer, the modules

é(characterizes depth of electromagnetic showers)



Tracking system 69
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Figure 3.10. | Schematic view of the CMS tracker detector [87].

located at the same ¢ have a common orientation of their sensitive layer, while
the following rows of modules in ¢ have an opposite orientation. Thus, a drift
direction of charge carriers alternates in adjacent ladders of BPIX modules
along global ¢.

The original FPIX extends from 6 to 15 cm in radius and consists of 2 layers
located at | z |=+£34.5 cm and | z |= £46.5 cm. The FPIX disk sensors are
arranged in blades, which are angled at 20° in a turbine-like geometry to induce
charge sharing of particles entering the detector at an average angle of 20° from
normal incidence. Tilting of FPIX sensors causes Lorentz drift of charge carriers,
which further improves charge sharing between neighboring pixels, leading to
a nominal impact position resolution of about 15 pm. This arrangement of 3
barrel layers and 2 forward disks on each z-side guarantees 3 track hits in the
pixel tracker over almost the entire pseudorapidity range.

The original pixel was designed for a maximum instantaneous luminosity of
1x10**cm 25! and a maximum average pileup (number of inelastic interactions
per bunch crossing) of 25 in LHC operation with 25 ns bunch spacing. With the
upgrade of the LHC accelerators during the first long shutdown LS1 in 2013-2014,
these parameters have been exceeded compared to the design values. Therefore
the original pixel detector has been replaced by a new system, referred to as the
CMS Phase-1 pixel detector in order to improve the performance toward higher
rate capability, radiation tolerance, and more robust tracking. The installation
of the CMS Phase-1 pixel detector took place during the extended year-end
technical stop of the LHC in 2016/2017. The CMS Phase-1 pixel detector
consists of four concentric barrel layers (L1-L4) at radii of 29, 68, 109, and
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Figure 3.11. | Layout of the pixel tracker the lower half shows the original pixel
detector, and the upper half represents the newly-installed detector. The barrel part
(BPIX) is colored blue while the forward disks (FPIX) are marked with magenta color.
The sensors in BPIX are aligned along the global z—axis, while in FPIX sensors are
tilted at 20° from the plane perpendicular to the z—axis [88].

160 mm, and three disks (D1-D3) on each end at distances of 291, 396, and
516 mm from the center of the detector. The upgraded system is able to cope
with significantly higher data rates because of the new readout chip design and
the increased bandwidth of the digital data transmission via optical links. The
CMS Phase-1 pixel detector has been successfully taking data since 2017 and,
together with the other CMS subsystems, has delivered high-quality physics
data corresponding to an integrated luminosity of more than 138 bt

B The silicon strip tracker

The strip tracker surrounds the pixel detector and consists of microstrip sensors
that, unlike the pixel provide 1D measurements in a single direction. The sensors
are arranged into 4 distinct subdetectors: TIB, TOB, TID, and TEC. Their
descriptions were mentioned in Sec. 3.2.2.

The silicon sensors in the strip detector are arranged in cylindrical layers along
r in the TIB and TOB, while in the TID and TEC layers, the sensors are
arranged in separate disks along z. The TIB and TOB modules located near the
z—axis have alternate orientations. Unlike FPIX, whose disks are segmented
only along ¢, microstrip endcaps cover a much larger area and therefore have
additional segmentation along r into rings. The sensor has different geometries
and thicknesses and sensors in the strip tracker are significantly larger than
those of the pixel because all regions have to be efficiently equipped.

Since the hit position in microstrip sensors is only measured in one direction
perpendicular to the strips, the hit position along the strip is unknown. Therefore,
the inner and outer barrel strip modules extend along the global z-axis and
provide an accurate measurement of the angle ¢ of the hit as well as its radius,
these modules are referred to as r¢ modules. Four layers of the barrel and
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three rings of the endcaps (shown in blue in Fig. 3.10) are populated by “stereo
modules”, mounted back to back and inclined around the normal by a stereo
angle of 100 mrad. A schematic overview of the sensor geometries used in the
strip tracker is shown in Fig. 3.12.
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Figure 3.12. | Geometries of the microstrip sensors used in the CMS tracker. TIB
and TOB sensors exist in two types, with the same surface but with different pitches.
The inner TID and TEC ring sensors come in two different versions [89].

B Operation of silicon modules

I couldn’t finish this section without saying a few words about the physics behind
the silicon technology used in the CMS tracker. The sensors are composed of
an n-type doped wafer on which the p-type doped pixels/strips are applied,
forming a pn junction. Near the boundary between p-type and n-type materials,
weakly bound electrons from the donors diffuse into the p-type material and
can combine with the holes of the acceptors, while the holes diffuse from the
p-type towards the n-type. Therefore, a certain region is depleted of free charge
carriers and an electric field builds up between the p-type and n-type material.
This electric field is amplified by a bias voltage of the same polarity as the
initial potential. The voltage required (V) to deplete the entire silicon sensor
of thickness d is given by:

ed?

Viept = Yegren | Negr |, (3.5.)

where | Nog | is the effective doping concentration, eg; and €, represent the
dielectric constant of silicon and vacuum respectively, and e is the electron
charge. When a charged particle enters the depleted region, it causes ionization
which produces electron-hole pairs. Under the applied bias voltage, the charge
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carriers drift through the sensor material leading to a small measurable electrical
current pulse which is detected by the corresponding readout chip. The principle
of operation of a silicon microstrip sensor is illustrated in Fig. 3.13.
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Figure 3.13. | Principle of operation of an AC p-in-n coupled silicon microstrip sensor.
The electron-hole pairs, resulting from the ionization of the crossed-charged particle,
move towards the electrodes on the planes of the sensor guided by the electric field.
The segmentation in the pn junctions allows the charges to be collected on small
individual strips, where they capacitively couple to the Al readout strips. These are
then connected to the readout electronics, where the intrinsic signal is brought into
shape and amplified [90].

3.2.2.3. Hit and track reconstruction

An essential step in track reconstruction involves effectively identifying hits,
which indicate the locations in the tracker sensors traversed by charged particles.
The intricate process of reconstructing trajectories for charged particles within
the CMS tracker is magnified by the substantial particle density. I have con-
tributed to a small part of the software development of this particular phase, thus
dedicating this section to elaborate on my contributions. The reconstruction is
based on two consecutive steps:

1. Local reconstruction:

Localized hits are constructed using the digitized detector readout of the raw
signal from the silicon sensors.

B Cluster Parameter Estimator (CPE)

The local reconstruction phase is also a two-stage process involving clustering
and hit conversion. During the clustering step, signals from neighboring channels,
those fulfilling certain threshold criteria (specific to signal-to-noise ratio for the
individual channels as well as for the whole cluster, etc.) are grouped into clusters.
Following the hit conversion step, the clusters are translated into hypothetical
hit measurements using a cluster parameter estimator (CPE). To each hit, a
position and a corresponding uncertainty are assigned in the local coordinate
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frame of the silicon module. The calculated hit coordinates with uncertainties,
as well as the charge and the profile of the clusters, form the final output of
the local reconstruction. This step is one of the main subjects of the software
development contribution to this thesis.

Lorentz angle effect

Not all silicon sensors in the tracker happened their electric field to be aligned
to the magnetic field from the solenoid. A combination of the two non-parallel
fields induces a Lorentz force on the charge carriers drifting towards the readout
channels and the trajectory of the drifting charge carrier is deflected by a
certain Lorentz angle, 0 4, which affects the charge sharing between multiple
channels as illustrated in Fig. 3.14. In the reconstruction step, this effect must
be corrected and is one of the main corrections involved in the development of
CPE measurements.

B field

E field

Figure 3.14. | Illustration of a drift of charge carriers in a silicon sensor under the
Lorentz force. Assuming the sensor is a barrel strip module with the electric field in
the sensor perpendicular to the magnetic field. The black dots mark the strips, and the
magenta bars above represent the induced signal on the channel. The charge carrier
drift direction is deflected from normal by a Lorentz angle 6, 4. A minimal dispersion
occurs for small 0 4 (left) while larger angles cause a maximum distribution of the
read-out signal across multiple strips [89].

Backplane corrections

Although the CMS detector was primarily designed to measure particles orig-
inating from proton-proton collisions, it can detect any particles traversing
it. For example, high-energetic cosmic muons can penetrate the ground and
reach the CMS detector. While such particles are treated as background during
hadron collisions and are rejected, they are measured and recorded for align-
ment purposes when there is no beam in the accelerator. Two different signal
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readout schemes are applied to the tracker modules in order to optimize their
performance under different conditions:

> peak mode: is mainly used in cosmic data taking and it is a long readout
time that allows measuring the full signal shape from the module.

> deconvolution mode: is a short readout time limited by the bunch crossing
rate. Only the turn-on curve of the signal is measured at three points, with
a re-shaping of the analogue pulse shape to one that peaks at 25 ns.

Peak readout aims to capture the full signal shape for accurate energy measure-
ment, while short readout modes might prioritize reducing data size by only
recording a subset of information. The choice of readout mode can influence the
accuracy of track and hit reconstruction. During hadron collisions, the tracker is
more suitable to operate in a deconvolution mode given the 25 ns between two
bunch crossings. Given that not all charge carriers reach the channels during
the short readout time, the effective depletion area in the silicon sensor becomes
thinner, leading to a drastic change in the cluster shape, as shown in Fig. 3.15.

deconvolution (deco)
peak

B field

E field

No charge collected
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Figure 3.15. | Tlustration of the backplane effect in a silicon sensor. In the peak
readout mode, all charge from the sensor backplane is collected. The deconvolution
short readout mode is a reduction of the cluster size from one side result, which
depends on the track incident angle [89)].

This effect leads to a shift of the measured hit position depending on the track
incident angle, and module location. While the effect on the thin modules
used in TIB accounts for only a few microns, the thick modules used in the
outermost four layers of the TOB can show a significant difference of about 20 pum.
Fig. 3.16 shows an ideal case of a charged particle traversing the silicon sensor
where all charges drift to the strip plane of the sensor. The cluster barycentre
is extrapolated to the mid-plane of the sensor as the true reconstructed hit
position.
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Figure 3.16. | Illustration of an ideal case where all charges drift to the sensor plane
are readout, resulting in a perfect match between the reconstructed and measured hit
position [91].

In the deconvolution mode, which represents a more realistic scenario, the
readout duration is shorter, causing not all of the charge to be captured. Con-
sequently, the derived hit position from the cluster’s barycentre is incorrect.
However, alignment steps are capable of compensating for this effect by shifting
the module in the w direction. This correction ensures that the reconstructed
hit aligns once again with the track’s trajectory, as illustrated in Fig.3.17. This
correction constitutes an important part that had to be taken into account in
the development of the CPE software, discussed in Sec.3.2.2.3 of this thesis.

2. Global reconstruction:

This phase includes a search for possible combinations of hits that make up
continuous tracks corresponding to potential trajectories from charged particles
that are bent by the magnetic field. When a track candidate is found, track
fitting, ambiguity resolution, and smoothing are followed. Global reconstruction
uses the output of the local reconstruction, as well as important information
about the modules and it is based on three successive steps: the seed finding, the
pattern recognition, and the final fit, more details on the full tracking procedure
can be found in [92].

3.2.3. Calorimeters

The CMS calorimeter consists of two distinct subdetectors: electromagnetic
calorimeter (ECAL) and hadronic calorimeter (HCAL). In general, calorimeters
are characterized by the radiation length (ECAL) and nuclear interaction length
(HCAL) of their active material. ECALSs tend to be 15-30 radiation lengths deep
while HCALs are 5-8 nuclear interaction lengths deep. The ECAL covers the
pseudorapidity region |n| <3 of the energy deposit of electromagnetic interacting
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Figure 3.17. | Illustration of the effective collected charge in deconvolution mode
which results in a bias of the reconstructed hit position extrapolated from the clusters
barycentre [91].

particles such as leptons and photons. Hadrons on the other hand produce
hadronic showers via the strong nuclear force that are broader and deeper
compared to electromagnetic ones. Their energy depositions are detected in
the HCAL which has a larger volume that surrounds the ECAL. The HCAL
covers the same pseudorapidity region, while an additional forward calorimeter
(HF) extends it to || <5. In order to provide a reliable measurement of missing
transverse energy.

3.2.3.1. Electromagnetic calorimeters

The electromagnetic calorimeter (ECAL), is composed of a barrel (EB) covering
the pseudorapidity region below || = 1.479 and two endcaps (EE) reaching
up to |n| = 3. Lead-tungstate (PbWO,) was chosen as the sensitive material
for this detector due to its high density (8.28 g em™ '), short radiation length
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(0.89 cm) and small Moliére radius' (2.2 ¢cm), making it ideal for a compact
and high-granularity detector.

A pre-shower detector (ES), based on a lead absorber and silicon strip sensors,
placed in front of the endcaps at 1.65 < |n| < 2.6, improves the photon-7°
separation. The total thickness of the ES is ~ 3 radiation lengths.

Quasi-projective Barrel
crystals in a \ — == Preshower
supermodule = = -

Supercrystals

Modules

Supermodules

Figure 3.18. | Sketch of the electromagnetic calorimeter [11].

Crystals are projective and positioned slightly off-pointing (~3°) relative to the
interaction point to avoid gaps aligned with particle trajectories. The calorimeter
has no longitudinal segmentation, and the measurement of the photon angle
relies on the primary vertex reconstruction from the silicon tracker. The crystal
length in EB is 230 mm (220 mm in EE) corresponding to ~26 (25) radiation
lengths. The transverse size of the crystals at the front face is 2.2 x 2.2 cm?
in EB (2.86 x 2.86 cm® in EE). The total crystal volume is 11 m® and the
weight is 92 tons. The barrel calorimeter is organized into 36 supermodules
each containing 1,700 crystals while the endcaps consist of two dees, with 3,662
crystals each.

The energy resolution of the ECAL can be parametrized as

(%) = (%)2 + (%)2 +c?, (3.6)

where S is a stochastic term, N noise, C' is a constant term, and F is the energy
in GeV. The values of these terms are obtained from fitted resolution function
curve f(%). The stochastic term, S, is of the order of 2.8% which includes the
contributions of the shower confinement, the number of photoelectrons, and

!radius of a cylinder that on average contains 90% of the electromagnetic shower’s energy
deposition (characterizes the width of the shower)
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the fluctuations of the gain process. The noise term, N, at 40 MeV becomes
non-negligible in the order of 12% which corresponds to a single-channel noise
giving 120 MeV in a 3 x 3 crystal matrix. The constant term, C, ( less than
0.3%) dominates the energy resolution for high-energy electron and photon
showers and depends on the non-uniformity of longitudinal light collection,
energy leakage behind the calorimeter, uniformity, and the stability of the single-
channel response.

3.2.3.2. Hadronic calorimeters

The hadronic calorimeter (HCAL) is an essential part of the CMS detector
for the measurement of hadronic jets and missing transverse energy p%ﬁss. The
HCAL consists of four subdetectors: barrel (HB), endcap (HE), outer (HO)
and forward (HF) calorimeters. The schematic view of the arrangement of the
HCAL subdetector is shown in Fig. 3.19.

Figure 3.19. | Longitudinal view of the CMS detector showing the HCAL subdetec-
tors [11].

The HB is located between radii of 1775 and 2876.5 mm and covers |n| < 1.39.
The HB is divided into two half-barrels in the direction along the beam (z), each
assembled from 18 wedges. Each wedge contains absorber plates made of brass
(an alloy with 70% copper and 30% zinc) and subtends 20° in ¢ and extends to
4330 mm from the CMS detector mid-plane. The HB has about 40,000 scintillator
tiles. In order to limit the number of individual physical elements, the tiles at
the same ¢ and depth are grouped into a single scintillator unit, referred to as a
megatile. In 2019, the HB detector moved to phase 1 upgrade to enable higher
gain and better photon detection efficiency by replacing the hybrid photodiode
transducers (HPD) with silicon photomultiplier devices (SiPM). SiPMs provide
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powerful electrical signals that reduce the effect of electrical noise and enable
signal splitting for TDC (time-to-digital converter) measurements, reflecting an
improvement in calorimeter calibration and monitoring capability.

The HE calorimeter is also made of brass absorber plates with sampling layers of
plastic scintillator. The HPDs in HE was replaced by SiPMs during the 201617
extended year-end technical stop. The innermost surface of HE is located 4006.5
mm from the interaction point and covers 1.3 <|n| < 3.0. Each endcap has an
18-fold symmetry in ¢ and has 34.5 mm thick sector plates each covering 20° in
¢. The sector layers are separated by 9 mm thick brass spacers to allow space
for the scintillator inserts. Each scintillator insert covers 10° in ¢. The top edge
of the front part of the endcap module has a slope of 53° corresponding to the
gap angle between the HB and HE calorimeters.

For the HB and HE calorimeters, clear fibres carry the light to hybrid photo-
diodes (HPDs), and each HPD signal is digitized in 25 ns time intervals by a
charge integrator and encoder (QIE). For the HO calorimeter, light is carried
to silicon photomultipliers (SiPMs) and the SiPM signals are digitized by the
QIEs.

The HO calorimeter covers |n| < 3 and consists of one or two layers of scintillator
outside the magnet coil. The entire assembly is divided into 5 rings, each having
12 sectors in ¢. Six trays of scintillators are assembled on a honeycomb structure,
which is then mounted in each of these sectors. The central ring0 has two layers
of 10 mm thick scintillator on either side of a stainless steel block at radial
distances of 3850 and 4097 mm, respectively. All other rings have a single layer
at a radial distance of 4097 mm. The 1 — ¢ segmentation of the HO calorimeter
matches closely that of the HB calorimeter.

The front faces of the HF calorimeters are located 11150 mm away from the
interaction point on either side of the CMS detector and cover 2.85 < || < 5.19.
The detectors covering positive and negative i ranges are referred to as HF+
and HF-. The inner and outer radii of the HF calorimeter are 125 and 1570
mm, respectively. Each HF module is composed of 18 wedges made of steel
with quartz fibers embedded along its length. The detection technique utilizes
the emission of Cherenkov light by secondary charged particles going through
the quartz fibers. The light collected from an HF calorimeter quartz fiber is
converted to charge by a photomultiplier tube and digitized by the QIE.

3.2.4. The Muons system

Unlike most particles, muons can travel several meters of material before their
decay. The CMS detector is designed so that these particles are not stopped
by one of the CMS calorimeters but rather tracked to the outer part of the
experiment in the muon chambers, where they are the only particles likely to
produce a clear signal. Although the CMS detector was primarily designed to
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measure muons originating from proton-proton collisions, high-energetic cosmic
muons can penetrate the ground and reach the CMS detector. While such
particles are treated as background during hadron collisions and are rejected,
they are measured and recorded for alignment purposes when there is no beam
in the accelerator.

The muon system is composed of three types of gas ionization chambers which
are located outside of the magnet coil, interleaved with iron “return yoke”1 plates
located outside the solenoid.

e Cathode Strip Chambers (CSCs): are trapezoidal multi-wire propor-

tional chambers with six layers and the gaps are filled with a gas mixture
of Ar(40%), CO5(50%) and C'F,(10%). A muon passing through the gap
causes ionization of the gas molecules which results in an avalanche of
electrons around the wires. Positive ions move towards the copper cathode,
further inducing a charge pulse in the strips. Because the strips and the
wires are perpendicular, we get two position coordinates (¢, r) for each
passing particle.
The CSCs makes a fast detector suitable for triggering due to the closely
spaced wires, precise timing, and spatial information. Moreover, as each
CSCs module contains six layers, the muons are precisely identified and
their trajectories are well matched to those reproduced in the tracker. The
CSCs are arranged in a series of concentric rings centered on the beam line.
ME1/1? chambers, of all the CSCs, cover the most forward region (1.6 <
|n| < 2.4) and hence, they are exposed to the highest rate of radiation.

e Muon Drift Tubes (DTs): The cross-sectional size of the drift cell, which
refers to the maximum distance and time taken for drift, was selected to be
21 mm (equivalent to a drift time of 380 ns in a gas mixture comprising 85%
Ar and 15% CQO2). This value is sufficiently small to maintain a minimal
occupancy rate and eliminate the necessity for multi-hit electronics. However,
the size of the cell is adequately large to keep the count of active channels
within reasonable limits. A tube was settled for the fundamental drift unit,
chosen to provide protection against potential damage due to wire breakage.
Furthermore, this choice serves to partially isolate adjacent cells from the
electromagnetic debris associated with the muon itself. While the CSCs are
used in the endcaps, DTs are used for precise trajectory measurements in
the central barrel region. Each DT chamber consists of three “superlayers”,
each comprising four staggered layers of parallel drift cells. The wires in each

! The return yoke is a huge steel structure that provides the return route for the magnetic
flux and also holds the muon detectors in four concentric layers. The magnetic field associated
with the return flux is in the opposite direction to the magnetic field of the main magnet and
hence the tracks of the muons in the outer field are also bent in the opposite direction.

2The CSCs are labeled according to their position within the CMS Muon Endcap, i.e.
ME1/1 refers to the CSCs in the first ring in the first disk.
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layer are oriented so that two of the superlayers measure the muon position
in the bending plane (R— ¢) and one superlayer measures the position in
the longitudinal plane (R— ).

e Resistive Plate Chambers (RPCs): are installed in both the barrel

and the endcaps. They are fast gaseous detectors providing a muon trigger
system parallel to those of the DTs and CSCs. The RPC operated in
avalanche mode with common read-out strips and their modules consist of
two parallel plates 17 a positively-charged anode and a negatively-charged
cathode separated by 2 mm gaps of gas volume filled with a Cy Hy Fy,iC,Hy
and SFg mixture. When a muon passes through the chamber, electrons are
expelled from the atoms of the gas. These electrons in turn collide with
other atoms causing an avalanche of electrons. RPCs combine good spatial
resolution with a temporal resolution of only a nanosecond (one billionth of
a second).
An RPC has the capacity to rapidly determine the timing of an ionizing
event within a significantly shorter duration than the 25 ns interval between
two consecutive LHC bunch crossings (BX). Consequently, an efficient muon
trigger system, utilizing dedicated RPCs, can precisely associate a muon
track with the pertinent BX even in the presence of the anticipated high
rate and background at the LHC. In an environment where rates could
reach 103 Hz/ cm2, an RPC-based trigger must not only assign the BX to
potential tracks but also effectively estimate the transverse momenta with
a high level of efficiency.

A detailed description of these chambers, including gas composition and oper-
ating voltage, can be found in [11].

3.2.5. The Trigger and data acquisition system

The trigger system consists of two levels designed to select events of potential
physics of interest. The Level-1 (L1) trigger receives information from calorime-
ter and muon systems generating an initial selection, within a fixed latency of
4 ps the trigger has to provide an accept signal L1 Accept (L1A) deciding the
fate for the selected event to be reconstructed in the High-Level Trigger (HLT)
and our fate of finding new physics. The maximum output rate of the L1 trigger
is 100 kHz, while HLT selection further reduces this rate to about 1 kHz on
average.

' The parallel plate geometry allows for the creation of a uniform electric field between
the plates. This electric field is crucial for the drift of ionized particles produced when a
high-energy particle passes through the gas within the RPC. A uniform electric field ensures
that the ionized particles experience a consistent acceleration and drift, leading to accurate
position and timing measurements.
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Figure 3.20. | An r — z cross-section of a quadrant of the CMS detector with the
axis parallel to the beam (z) showing the current muon system that includes Resistive
Plate Chambers RPCs, Drift Tubes DTs, Cathode Strip Chambers CSCs, and the
steel flux-return disks (dark areas) [93].

3.2.5.1. Level-1 trigger

The hardware-based Level-1 (L1) trigger checks for each clock cycle of the LHC’s
40 MHz clock if the data contains any physics of interest that is worth being
processed by the HLT. This rapid verification is based only on a subset of
the readout data at a coarse resolution and mainly from muon systems and
calorimeters. The ECAL and the HCAL data are combined and processed in
the Regional Calorimeter Trigger (RCT) and the Global Calorimeter Trigger
(GCT). Data from the three muon detector systems (RPCs, CSCs, and DTs) are
combined in the Global Muon Trigger (GMT). All data are further combined
in the Global Trigger (GT).

While all of these detector data are still available in the readout pipelines level-1
trigger, a decision needs to be taken in about 4 us equivalent to 160 clock
cycles of the LHC’s 40 MHz clock. The Trigger Control System in the GT
checks if all parts of the CMS detector are in a position to accept a trigger by
using feedback from the Trigger Throttling System (TTS), and checks if some
additional conditions are met. In case of a positive verdict, the level-1 trigger
sends a Level 1 Acceptance (L1A) signal via the Trigger Timing and Control
(TTC) system to read all parts of the CMS detector at full resolution. The
architecture of the CMS L1 trigger is illustrated in Fig. 3.21.



The Trigger and data acquisition system 83
Calorimeter Trigger Muon Trigger

ECAL HCAL HCAL CsC DT RPC
e | EE ST HF UHTR e
OSLB ;
MNew SC
& fan-out

| Endcap 1! Overlap !: Barrel
' 1§ i

MNew SC
& fan-out

v vV ¥

L Calo Trigger Layer 1 J

v v

Calo Trigger Layer 2 J

v

o]

Muon Trigger

Global
Trigger

Figure 3.21. | Schematic representation of the CMS Level-1 trigger. Events are
progressively processed through different algorithmic layers to provide a final trigger
decision [94].

3.2.5.2. High-Level trigger and data acquisition

While collisions take place at a frequency rate of 40 MHz and a hundred million
channels are read-out in the experiment, the final distributions included in
published papers usually include only a few observables from a very small set
of significant events. Once LHC full run 2 finished, much larger data sets had
to be processed for physics analyses. Fig. 3.22 is a representation of the HLT
rates used within each CMS physics group which clearly indicates the challenge
of reducing that rate to only a few Hz for offline analysis, to comply with the
performance limitations of the mass storage hardware also ensure that a given
set of analyzes could always reach its ultimate sensitivity with a lot of flexibility.
At the same time, the physics signals of interest must be retained with high
efficiency.

The HLT consists of a farm of computers that runs the full reconstruction
software framework of CMS called CMSSW. Unlike Level-1 trigger the HLT
has privileged access to the full detector readout. It is designed with more than
400 different paths targeting a broad range of physics signatures, to keep events
the most highly energetic, rare or otherwise interesting ones for permanent
storage and offline analysis. It is purely software-based and must achieve the
remaining rate reduction of Level-1 trigger by executing sophisticated offline-
quality algorithms. HLT algorithm sequences are moreover efficiently scheduled:
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Figure 3.22. | HLT rate allocation per physics group [95].

in each sequence (or “path”), algorithms are executed in order of increasing
complexity, and execution of a path is stopped unless evidence for the signal
of interest is found. The average computing time is 300 ms, which is fixed by
the number of cores (up to 30 000 comprising over 30’000 Central Processing
Unit (CPU) cores during the 2018 data-taking) and the input rate. The final
decision is based on the detector’s full information and only accepted events are
sent to the disk for prompt reconstruction. The breakdown of the CPU time
spent in the reconstruction code approximately is; 10% in ECAL calorimeter,
10% in HCAL calorimeter, 35% in tracking and 20% in Particle Flow (PF)
algorithm. The PF algorithm is used in almost all HLT paths in CMS. It uses
the full detector information to describe the overall collision event, identifying
individual particles and grouping them into more complex objects which results
in improvements in the energy resolution of trigger objects and makes online
event reconstruction and selection much closer to that performed in offline
reconstruction and analyses. This is described in detail in Sec. 3.3.1.

A flexible and extremely accurate HLT selection together with the stable op-
eration of the DAQ is vital for the success of the CMS physics program. The
architecture of the CMS HLT combines the power of the offline reconstruction
with the robustness of the online operation of the DAQ. The baseline of the
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DAQ design is sketched in Fig. 3.23.
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Figure 3.23. | The conceptual design of the overall CMS DAQ. The detector front-end
(FE) and back-end (BE) are connected by bidirectional links [96].

Event fragments are read out and stored in “readout buffers” for each event
accepted by the Level-1 trigger. The fragments are subsequently assembled into
complete events by an Event Builder through a complex of switched networks
into “event buffers”. The full event content is then handed to one of the HLT Filter
Units (FU) for processing, and if events are found to be sufficiently interesting
for offline analysis they are forwarded to the storage manager. At the end of
Run 1, the DAQ electronics were at the end of their life cycle, also the estimated
values of high-level pileup interaction that the detector expected to be facing in
Run 2, called the collaboration for a major update to a more powerful DAQ that
leverages advances in computing and networking technology. The Advanced
Mezzanine Card (AMC) and MicroTCA (short for Micro Telecommunications
Computing Architecture, also u—TCA) were selected for the Phase-1 upgrades.
With the CMS Phase-2 upgrade, the number of links from front-end systems and
bandwidth requirements increases further. Aggregating many serial input links
requires large Field Programmable Gate Arrays (FPGAs), which require more
power and board space. simultaneously, a large number of optical connectors
must be accommodated on the front panel. These form the cornerstone of
CMS’s adoption of the Advanced Telecommunications Computing Architecture
(ATCA) for CMS’s Phase-2 upgrade of modular electronics.

3.2.6. CMS distributed computing system

The computing centers available to CMS around the world are distributed and
configured in a tiered architecture that functions as a single coherent system.
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Each of the three-tier levels provides different resources and services; Tier-0
CMS-only site at CERN performs the initial processing of the data coming
from the detector, those are the data accepted in CMS Online Data Acquisition
and Trigger System (TriDAS). It archives the repacked RAW data to tape and
distributes a copy among the next-tier stage resources (Tier-1). It runs prompt
calibration that proceeds to the reconstruction step, then writes the RECO,
Analysis Object Data (AOD), and MiniAOD which will also be distributed to
Tier-1. Tier-1 is a set of seven sites, those are CMS’s collaborating centers (large
national labs, e.g. FNAL, and RAL), which provide substantial CPU power
for re-reconstruction, skimming, calibration, and securing a copy of CMS RAW
data. Tier-2 centers are based in 55 different countries with substantial CPU
resources that provide capacity for user analysis, calibration studies, and Monte
Carlo production. Tier-2 centers rely on Tier-1 for large datasets access and for
secure storage of Monte Carlo production.

Data is stored as ROOT files. The smallest unit in computational space is
the block of files which corresponds to a group of ROOT files that can be
accessed together. CMS has a global data catalog called Dataset Aggregation
System (DAS) which provides a mapping between the “event collection” and
the list of fileblocks corresponding to this abstraction. The locations of these
fileblocks within the CMS grid are available for all users and handled recently
by the Rucio [97] Distributed Data Management System. Rucio is responsible
for transporting data across CMS sites and keeping track of what data exists
on which site.

3.2.7. Data quality monitoring

The high quality of data used for the physics analyses is ensured by the dedicated
Data Quality Monitoring process (DQM). The purpose of the DQM is to evaluate
the detector conditions during the data taking, as well as in the simulated
samples. The DQM process in CMS is split into two different stages, with very
small latency during the data-taking (online) and after prompt reconstruction
of the events (offline).

e Online DQM: Each detector subsystem is monitored in real-time during
the data-taking period, to discard events with low quality of the measured
physics objects. The online DQM system receives event data through a
storage manager event server and fills histograms at an event rate of 10-15
Hz. In addition, a small number of histograms is filled in the HLT filter
units, which process events at up to 100 kHz. These histograms, including
alarm states based on quality test results, are made available to a central
DQM graphical user interface server (GUI) for visualization in real-time
and are stored in a ROOT file periodically during the run. At the end of the
run, the final archived results are uploaded to a large disk pool. Eventually,
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Figure 3.24. | A simplified schematic view of the online and offline DQM workflow [98].

the files are merged and backed up to tape.

e Offline DQM: During the prompt reconstruction performed at Tier-0,
the reconstruction and calibration are certified in the recorded data for a
selection of events that can be used in physical analyses, it provides the
final quality flags used to perform the data certification. During release
validation, which is a central workflow, it assessed the quality of new re-
construction algorithms and high-level physical object definitions that are
regularly integrated into the CMS Software Release Framework (CMSSW).

Importantly the online and offline DQM GUI web servers provide a common
interface giving the entire worldwide collaboration access to inspection and
analysis of all DQM data.

3.3. Event reconstruction

Until now, we’ve exclusively acquainted ourselves with the raw signatures of
SM particles as they pass through the CMS detector. This section is devoted to
explaining the use of electronic signatures of particle travel through the different
parts of the CMS sub-detectors to reveal their types, charges, mass, momentum,
ete.
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3.3.1. Particle-flow algorithm

The event reconstruction at the CMS experiment is predominantly based on
the Particle-Flow (PF) algorithm [99] which performs a correlation of the
basic elements (i.e. tracks and clusters) obtained from all sub-detector systems,
in order to identify all particles in the event and measure their properties
accurately. Fig. 3.25 is a good illustration of the concept of the PF algorithm.
Here is a possible list of combinations considered in particle identification and
reconstruction.

e inner detector track, electromagnetic calorimeter cluster;
e inner detector track, hadronic calorimeter cluster;
e clectromagnetic calorimeter cluster, hadronic calorimeter cluster;

e inner detector track, muon track;

neutral‘g
hadron }

- 4 photon

CAL charged
hadrons

tracks \\

Figure 3.25. | Schematic view of the Particle-Flow PF concept: a combination of
signals from different sub-detectors to construct objects, and represent individual
particles with defined types [89].

It is important to bear in mind that PF reconstructed particles are not actually
the SM particles but rather a defined collection of detector signatures that
resemble most to those we know in the SM. The selections used to define each
object are carefully counted for fake objects as for example electrons misidentified
as jets, or charged pions as electrons.

3.3.2. Object reconstruction
3.3.2.1. Electrons and photons

From Sec. 3.2 we acquired knowledge about how electrons and photons release
their energy within the electromagnetic calorimeter. However, the reconstruction
of these two objects commonly encounters two primary challenges. First, the
ECAL alone it is impossible to tell electrons from photons. Second, the difficulties
lie in distinguishing prompt from non-prompt objects since bremsstrahlung
causes electrons to emit photons, whilst pair-production causes photons to
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produce electron—positron pairs. Thus, by the time the electron or photon
reaches the ECAL, it may no longer be a single particle, but instead a shower of
multiple electrons and photons. Luckily, photons are electrically neutral and do
not leave tracks, whilst electrons and positrons will produce tracks that point to
their calorimeter deposits. Additionally, recall that the trajectory of an electron
losing momentum by emitting bremsstrahlung photons changes its curvature
in the tracker, this is helpful when we want to tell these particles apart. To
estimate the track parameters, a dedicated tracking algorithm, based on the
Gaussian sum filter (GSF) is used. For these specific types of particles, PF
algorithm is used to combine the clusters from the individual particles into a
single object to recover the energy of the primary electron or photon. Here is
a brief outline of the reconstruction steps. A more detailed description can be
found in [100].

1. The energy reconstruction algorithm starts with the formation of clusters by
grouping together crystals with energies exceeding a predefined threshold
(typically = 80 MeV in EB and ~ 300 MeV in EE), which is generally two
or three times bigger than the electronic noise expected for these crystals.
A seed cluster is then defined as the one containing most of the energy
deposited in any specific region, with a minimum transverse energy (E5°°?)
above 1 GeV.

We define the energy of an object transverse to the beam E5°°) = y/m?+ p=
for an object of mass m and transverse momentum pr.

2. A procedure referred to as “superclustering” (SC) then follows which involves
clustering within a certain geometric area (“window”) around the seed cluster
of ECAL clusters to include photon conversions and bremsstrahlung losses.

3. Trajectory seeds in the pixel detector that are compatible with the SC
position and the trajectory of an electron are used to seed the GSF tracking
step.

4. All tracks selected with pp >2 GeV that are reconstructed from hits in the
tracker using an iterative algorithm known as the Kalman filter (KF) are
to be checked for compatibility with an electron trajectory hypothesis; if
successful, they are also used to seed the previous GSF tracking step.

5. A dedicated algorithm is used to find “generic tracks” that are likely to
originate from photons converting into eTe” pairs.

6. ECAL clusters, SCs, GSF tracks, and generic tracks associated with electrons,
as well as conversion tracks and associated clusters, are all imported into
the PF algorithm that links the elements together into blocks of particles.

7. These blocks are resolved into electron and photon (e and «y) objects, start-
ing from either a GSF track or an SC, respectively. At this point, there
is no differentiation between electron and photon candidates. The final
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list of linked ECAL clusters for each candidate is promoted to a refined
supercluster.

8. Electron or photon objects are built from the refined SCs based on loose
selection requirements. All objects passing the selection with an associated
GSF track are labeled as electrons; without a GSF track, they are labeled
as photons. This collection is known as the unbiased e/~ collection and is
used as a starting point for the vast majority of analyses involving electrons
and photons.

9. To separate electrons and photons from hadrons in the PF framework,
a tighter selection is applied to these e/y objects to decide if they are
accepted as an electron or an isolated photon. If the e/~ object passes both
the electron and the photon selection criteria, its object type is determined
by whether it has a GSF track with a hit in the first layer of the pixel detector.
If it fails the electron and photon selection criteria, its basic elements (ECAL
clusters and generic tracks) are further considered to form neutral hadrons,
charged hadrons, or non-isolated photons in the PF framework.

For physics analysis, we often define several different categories of electron re-
construction; loose, medium, and tight working point. The loose electron
identification might involve basic requirements such as minimum energy and
minimal track quality. It aims to include as many electron-like signatures as
possible without overly rejecting potential candidates. While medium electron
identification criteria are more restrictive than the loose criteria. They might
include additional requirements on the shower shape of the energy deposition
in the electromagnetic calorimeter, the matching between the track and the
calorimeter energy deposits, and the track’s impact parameter. Tight electron
identification involves even stricter requirements. Moving from loose to tight,
the electron definitions are set to be more strict to reduce the fake jet back-
ground for electron identification, at the cost of reducing the overall electron
reconstruction efficiency. This trade-off between purity and efficiency is charac-
teristic of all attempts to reconstruct objects from detector signatures. Fig. 3.26
for example illustrates the electron identification efficiency in data when using
a cut based loose working point.

3.3.2.2. Muons

Muons are, in principle, straightforward to reconstruct, given that only neutrinos
can reach the muon system which leaves no trace behind, unlike muons.

In CMS, we define different muon categories as follows:

1. Standalone muons: These are formed from hits in the drift tubes, cathode
strip chambers, or resistive plate chambers of the muon spectrometer, which
are combined to form track segments.
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Figure 3.26. | Cut-based loose electron identification efficiency in data as a function
of the electron pt shown for 2016, 2017 “Legacy”, and 2018 data-taking periods. The
vertical bars on the markers represent combined statistical and systematic uncertain-
ties [100].

2. Tracker muons: All tracks with pp > 0.5 GeV in the inner detector are
potential candidates for muon tracks. These are extrapolated to the muon
chambers, and if they have at least one match with a track stub 1, the track
becomes a tracker muon track.

3. Global muons: The standalone muon tracks are extrapolated back to the
inner detector and, if a match is found, the two tracks are combined to form
a global muon. The information from both sub-detectors is then used to
obtain the best resolution on the muon track parameters.

! The CMS tracker is built from two types of modules named “2S” (double strip) and “PS”
(pixel-strip) with the ability to discriminate hits from particles with pp >2—3GeV meaning
eliminating about 99% of hits with no relevance for the trigger decision. These double hits
often called “Stubs”, are sent to the back-end system where tracks are reconstructed and then
used in the generation of the Level-1 trigger.
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3.3.2.3. Jets

Jets are spatially grouped collections of long-lived particles that are produced
in the hadronization of quark or gluon, with the following predictable energy
composition:

e ~65% charged hadrons.
e ~25% photons (from neutral pions).

o ~10% neutral hadrons.

As these jets of particles propagate through the CMS detector, they leave
signals in the subsystems such as the tracker, electromagnetic (ECAL), and
hadronic calorimeters (HCAL). These signals are combined to serve as input
for the jet reconstruction algorithms. Within CMS, three different algorithms
are supported; a calorimeter-based approach which uses the ECAL and HCAL
energy deposits in the form of CaloTowers' objects to reconstruct what we
often call calorimeter jets (CaloJets); the “Jet-Plus-Track” approach, which
improves the measurement of CaloJets such as the pp resolution by exploiting
the associated tracks; and finally, the “Particle Flow (PF)” approach, which
attempts to reconstruct individually each particle in the event, prior to the jet
clustering, based on information from all relevant sub-detectors. The significant
improvement resulted in jet energy resolutions, especially at low transverse
momentum (py) gives the “Particle Flow” approach advantages over other types
of algorithms and makes it by far the most used within CMS physics analyses
and for which this section will be devoted.

B Pileup jets

Inevitably, during each bunch crossing of the LHC, several simultaneous “pile-up”
collisions produce particles that will coexist in the list of PF candidates of the
same jet. Since they do not originate from the same primary interaction point (or
vertex), they must be removed during reconstruction. Charged Hadron Subtrac-
tion (CHS) or PileUp Per Particle Identification (PUPPI) are two algorithms

used in addition to the reconstruction step of PF for this purpose.

e Charged hadron subtraction (CHS) jet:
All charged hadron candidates are associated with a track. If the track is not
associated with the primary vertex, that charged hadron can be removed
from the list. CHS is limited to the region of the detector covered by the
inner tracker.

e PileUp Per Particle Identification (PUPPI) jet:
For each particle, a local shape « is defined which probes the collinear versus
soft diffuse structure in the neighborhood of the particle. The former is

LA calorimeter tower consists of one or more HCAL cells and the geometrically corre-
sponding ECAL crystals.
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indicative of particles originating from the hard scattering and the latter
of particles originating from pileup interactions. The distribution of « for
charged pileup is used on an event-by-event basis to calculate a weight (w;)
for each particle. The weights describe the degree to which particles are
pileup-like and are used to rescale their four-momenta, superseding the need
for jet-based corrections. This method is more stable and performant in
high pileup scenarios such as the upcoming HL-LHC era.

The « variable for a given particle i is defined as;

Pr;

a; = log Z ( 7

2
AR (37)
JZi,AR;;<R, v

where i refers to the particle in question, j are other particles, Pr ; is

the transverse momentum of particle j in GeV, and AR;; =/ An?j —&—Aqﬁfj
(where ¢ is the azimuthal angle in radians) is the distance between the
particles ¢ and j in the n— ¢ plane.

For |n;| < 2.5, where tracking information is available, only charged particles
associated with the “leading vertex” (LV) are included as particle j, for
|n;] > 2.5, j are all kinds of reconstructed particles. Charged particles assigned
to PU vertices are used to generate the expected PU distribution in an event.
From this expected distribution a median (@p;;) and root-mean-square
(RMS) (ai8!¥) of the a values are computed. The a; of each neutral particle
is compared with the computed median and RMS of the « distribution of
the charged PU particles using a signed X2 approximation

2 _ (a; — apga\ﬁi 2— aPU|. (3.8)
(apy ")

The weight for each neutral particle is calculated with a cumulative distri-
bution function and multiplied by the four-momentum of the particle:

2
Wi = FXZ’NDF:1(X1'); (3.9)

where F >\, is the cumulative distribution function of the x> distri-

bution with one degree of freedom.

The PF particles are formed into jets using a “clustering algorithm” which
iterates over particle pairs and finds the two closest (i and j) in some distance
measure and determines whether to combine them or not:

AR,
R2

di; = min(k7’, k7") : (3.10.)
where kg is the transverse momentum and AR% =(y; —yj)2 + (o5 —¢j)2 is the
angular distance between the two entities. The choice of the parameter p defines
distinct algorithms, for instance; p = 1 (k), p = 0 (Cambridge/Aachen), p =
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-1 (anti—kq).

The radius parameter R =4/ Ap? +A772 effectively defines the size of the jet
cone. Anti—kq jets with cone R = 0.4 (AK4) are used for jet ID studies, quark-
gluon jet discrimination, pileup jet identification, and in the event selection for
W-tagging and top studies. While anti —k jets with cone R = 0.8 (AKS8) are
used to reconstruct W-jets and high pr top jets which are often the results
of two or more collimated boosted AK4 jets. Other cases for jets with a size
parameter R= 0.5, R= 0.7, and R= 1.5 (the latter is called Cambridge-Aachen
jets and it is often used to reconstruct low pr top jets) are out of the scope of
this thesis. All jet substructure observables are computed using PF candidates
calibrated prior to jet clustering. Nevertheless, the resulting jets require another
small correction to the jet momentum and energy that accounts for tracking
inefficiencies.

For this thesis, the building blocks for the jet reconstruction are particle-flow
candidates, which are clustered into jets using the algorithm of cone radius
R=0.4 and R=0.8. This will be discussed in detail later in section 5.2.

B Noise jet identification

The fractions of the jet energy carried by certain types of PF candidates clustered
into a jet along with its multiplicity are used in order to differentiate genuine
jets from “noise jets” which are instances where detector signals mimic the
characteristics of jets but do not arise from actual particle interactions of
interest. These noise sources can include electronic noise, cosmic rays, detector
defects, or other sources of spurious signals that are mistaken for particles. Both
jet energy fraction and multiplicity variables are sensitive to different sources
of noise from the hadronic (HCAL) and electromagnetic (ECAL) calorimeters.

Within CMS, three PF jet ID working points are defined and their criteria are de-
fined in Tab. 3.1, “loose”, “tight” and “tight lepton veto”. While “loose” and
“tight” working points are designed to remove jets originating from calorimetric
noise, the ‘“tight lepton veto” additionally rejects any potential background
from mis-reconstructed electron or muon candidates, effectively resolving also
the ambiguity between isolated lepton candidates and jets reconstructed from
single lepton candidates.

B Tagging of heavy-flavour jets

Heavy-flavour (HF) jets contain bottom or charm hadron as a result of the frag-
mentation process that carries a large fraction of the initial parton momentum.
Hadrons within HF jets have a sizeable lifetime, with a ¢ of ~ 0.5 mm and
~ 0.3 mm for the bottom and charm, respectively. Most of the HF hadrons
produced in the fragmentation process undergo a decay process far enough from
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Table 3.1. | The PF jet ID criteria [101].

Jet Variables |n| range | Loose ‘ Tight ‘ Tight Lepton Veto
Charged Hadron Fraction | |n|<2.4 >0
Charged Multiplicity In| <2.4 >0
Charged EM Fraction <24 | <099 | <099 | <0.9
Muon Fraction In| <2.4 <0.8
Neutral Hadron Fraction In| <2.7 <099 | <0.9 <0.9
Neutral EM Fraction In| <2.7 <0.99 | <0.9 <0.9
2.7<nl <5 <0.9
Neutral Multiplicity 2.7<nl <5 >2
3.<|nl<5 >10

the primary interaction vertex (PV) to result in displaced tracks. Their decay
products often are clustered in secondary vertices (SV) as shown in Fig. 3.27.
The displacement of tracks with respect to the primary vertex is characterized
by their impact parameter (IP), which is defined as the distance between the
primary vertex and the tracks at their points of closest approach.
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Figure 3.27. | Tllustration of heavy-flavour jet production with a secondary ver-
tice [101].

Machine learning has long been used in the field of jet flavor classification. Within
CMS, the Combined Secondary Vertex (CSV) algorithm developed in Run-I
combines the variables of secondary vertexes in a likelihood-ratio discriminant. In
Run-II, the CSV algorithm was updated to a new version, referred to as CSVv2.
In addition, another version of the CSV algorithm was developed that uses
deep machine learning (DeepCSV). Ultimately, a more sophisticated algorithm,
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DeeplJet, was developed with a new network architecture different from its
predecessors. More details about these taggers can be found in [101].

DeepCSV and DeeplJet [102] are the two algorithms used in the search
(H/A— ZA/ZH) which will be described more in detail in Chap. 5 and therefore
this section will be devoted to them. DeepCSV is a fully connected neural
network, developed with KERAS [103] and consisting of 5 layers with 100 nodes,
each using high-level features of selected tracks and vertices as input. The inputs
are a combination of Inclusive Vertex Finder (IVF) secondary vertices and up
to the first six track variables, with all jet flavor and vertices categories that
are within the tracker accept and pr range from 20 GeV up to 1 TeV. The
Fig. 3.28 shows the DeepCSV probability P(f) distributions for b hadron jets
and at least two for b hadrons jets in ¢t +jets events.

13 TeV, 2016 13 TeV, 2016
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Figure 3.28. | Discriminator distributions of (a) DeepCSV P(b), (b) DeepCSV
P(bb) [101].

The DeepCSV tagger is used also for ¢ tagging. Combining the probabilities
from the five categories, the algorithm defines a DeepCSVCvsB discriminant
that is used to discriminate c jets from b jets;

P(c)+ P(c— E).

T Pludsg) (3.11.)

DeepC SV CvsB =

In the same way, DeepCSVCusL is defined to discriminate c jets from light jets;

P(c) + P(cc)
1— (P(b) + P(bb))
The DeeplJet algorithm, on the other hand, is designed in such a way that its
architecture simultaneously examines all jet components using a large number
of input variables that are classified into four groups: global variables (jet
kinematics, the number of tracks in the jet, etc.), charged and neutral PF
candidates, and variables of the SVs related to the jet.

DeepC SV CusL = (3.12))
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Training is performed using the Adam optimizer [103] with a learning rate of
3x10™* for 65 epochs and categorical cross-entropy loss. The Receiver—Operative
Characteristic (ROC) curves are shown in Fig. 3.29 for two different p ranges
for the same dataset are reported and compared to the performance of the
DeepCSV tagger, such curves indicate the background misidentification effi-
ciency versus the signal efficiency measured in the Monte Carlo simulation.
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Figure 3.29. | Performance of the DeepJet and DeepCSV b-tagging algorithms on
tt events with both top quarks decaying hadronically. The jets are required to have
pr > 30 GeV (a) and pr >90 GeV (b). The performance is shown for both b .vs. ¢
hadron classification (dashed lines), and b .vs. light hadron (solid lines) [102].

the heavy flavor algorithm had different working points, categorized as loose,
medium, and tight, and they are defined by specific cut values within the
discriminator distribution. Each working point is established by assessing the
rate at which a non-b jet is incorrectly identified as a b jet: 10% for loose, 1% for
medium, and 0.1% for tight. The determination of these working points involves
using the b-tagging discriminant on jets that meet the criteria of || < 2.5 and
pr > 30GeV, as drawn from QCD multijet Monte Carlo simulations as shown
in Fig. 3.30 for DeepJet tagger.

B Identification of b jets in boosted topologies

In CMS, we have often used algorithms for heavy flavor tagging in boosted
topologies different from the ones mentioned earlier for resolved AK4 jets. For
boosted jets, heavy flavor tagging can be applied to either the AKS jet or its
sub-jets, as shown by the diagram in Fig. 3.31 (left and middle).

While DeepCSV and CSVv2 taggers can be used as well for boosted jet tagging,
a more performant algorithm was developed for Run-II, DeepDoubleB/C. This
algorithm can be used for the identification of the decay of a boosted object
to a b/c quark pair. It is trained as a binary tagger aiming at rejecting the
QCD background (DeepDoubleBvL and DeepDoubleCvL), exploiting not only
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Figure 3.30. | Comparison of the CMS DeepJet b tagging discriminant distribution
between simulation and 2017 data in dilepton top pair events. The loose, medium,
and tight working points are determined based on distinct thresholds of the btag

discriminant [104].
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Figure 3.31. | schematic representation of the AKS8 jet (left) and subject (middle)
b-tagging approaches, and of the double-b tagger approach (right) [54].
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the presence of two b/c hadrons inside the AKS8 jet but also the correlation
between the directions of their momentum. Boosted HF tagger also uses the
N-subjettiness axes to associate tracks and vertex to the subjets. A key sensitive
variable to the substructure is N-subjettiness, 75, which is a jet shape variable
that is defined as the weighted distance pp between each jet constituent and
its axis nearest subjet (AR):

1
™= pimin(ARy .. ARy 1), (3.13.)
k

where k runs over all jet constituents, dy =", p’%RO is a renormalisation factor
and Ry =0.8 is the jet distance parameter.

A smaller value of the 7, variable is consistent with fewer subjets within the
jet. The estimation of the subjet axes, also called 7 axes can be derived to
estimate the directions of the partons giving rise to the subjets. The advantage
of DeepDoubleBvL tagger is that allows the discrimination of single-parton jets
in multijet events from H — bb. It also permits the identification of boosted
Z — bb jets or any other boosted bb resonance where the kinematics of the decay
products are similar. The performance of the double-b discriminator is shown
in Fig. 3.32.
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Figure 3.32. | The deep double-b tagger performance when discriminating H — bb
signal events of a Kaluza—Klein graviton decaying to two Higgs bosons from background
jets in an inclusive multijet sample containing zero, one, or two b quarks [54].
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Whether the use of subjet b-tagging or double-b tagging is favored in physics
data analysis it strongly depends on the flavor composition, the pt distribution
of the signal jets and the background processes considered. Fig. 3.33 illustrate
the difference in the performance of these two algorithms using a multijet sample,
in g — bb jets, and in single bb jets.
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Figure 3.33. | Three scenarios with different simulated events are used to derive the
efficiency to correctly tag H — bb jets as a function of the misidentification rate in a
multijet sample (upper), in g — bb jets (middle), and in single bb jets (lower). Different
choices of heavy flavor tagging were checked. The CSVv2 algorithm is used on AKS8
jets, their subjets, and AK4 jets matched to AK8 jets. For the subjet b-tagging curves,
both subjets are required to be tagged. The double-b tagger is applied to AK8 jets [54].

B Two-tag counting method

Two-tag counting (2TagCount) is used to derive b tagging scale factors that
would be used to correct for any discrepancies between data and simulated
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events of any analysis. This is a simple but robust cut and count measurement

in a tt dilepton event sample. The leptons pair are required to be opposite in

charge and their invariant mass must be M;; > 12 GeV. If the two same charge

leptons have also the same flavor, the contribution of Z+jet events is reduced by

applying a veto around the Z boson mass, |M;; — My| > 10 GeV, and requiring
miss

pr > 50 GeV.

For events that meet the mentioned criteria, it is necessary to have exactly two
jets. The efficiency of identifying b jets, labeled as €, can be determined by
counting how many events with two b-tagged jets are found within the selected
group of events.
—bjet 2
Nbetagged - N;];)Etagjgced = 6b’n‘ijetsv (314)

where N2b,tagged is the number of events with two b-tagged jets taken from
data,N;t?f;abggd is the number of events with two b-tagged jets when one of
them at least mistagged c or light, and ngpjes is the number of events with

Nnonfbjet

two true b-jets. The unknown terms in Eq. 3.14, 2b—tagged

obtained from simulation.

and ngp ;e can be

Naturally, one would think that this measurement will be very dependent on
Monte-Carlo statistics, so we can reduce the dependency on the production
cross-section of tf, by dividing Eq. 3.14 by the number of events selected, which
becomes as follows:

non—bjet
F2bftagged B FQb—tagged

€ = , (3.15.)

f2bjets

where Fop,_ia00eq 1 the fraction of events with two b-tagged jets, Fo,_tagged 18
the fraction of events with two b-tagged jets of which at least one is a non-b
jet, and fopees s the fraction of events with two true b jets. Depending on
the tagger and working point under study, data and simulated samples passing
the event selection criteria are filled in histograms for different jet pr and 7
ranges similar to Fig. 3.34 (a representation of my own work) which allow the
computation of pp and 7 dependent b-tag efficiency scale factor using Eq. 3.15.

3.3.2.4. Missing Transverse Energy

Particles that do not interact with electromagnetic or strong forces such as
neutrinos are not easy to detect. They come out of the detector unseen, but
due to the laws of conservation of energy and momentum, we can infer their
presence in the detector. The initial momentum of the colliding partons along
the beam axis is not known and because the energy of each hadron is divided
and constantly exchanged between its constituents we cannot determine the
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Figure 3.34. | The 2TagCount histogram which illustrates the distribution of data and
Monte-Carlo simulated events samples between 0 btag, 1 btag, and 2 btag jets passing
DeepJet discriminator loose working point for jet || < 2.5 and 140 GeV < p < 200 GeV
(own work).

total momentum missing. Nevertheless, the initial energy or particles moving
transverse to the detector beam axis are zero, so any sharp pulse in the transverse
direction indicates missing transverse energy, also known as E7*** or MET,
which can be defined as

E?fﬂss == Z(EiSineiCOS¢i§ + Eisinf;singy) = E,.x + E,, (3.16.)

where Z, 3 are the unit vectors in the direction of the x and y axes.
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The majority of the searches involving missing energy are more challenging and
highly dependent on PF to accurately reconstruct all other particles involved
in the collisions, as errors in measuring the energy of any particle may appear

like the missing energy was swept away by another elusive particle that does
not actually exist.
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Data analysis methods and tools

Statistical analysis plays a major role in experimental physics, it is through
statistical concepts that we quantify the correspondence between theoretical
predictions and experimental observations. While the statistical analysis of data
is often the last step in an experimental physics result, thinking through the
requirements of a robust statistical statement is the best way of developing
an analysis strategy. This chapter will introduce some important details about
statistical models, likelihoods and related concepts so that their meaning is clear
when referred to in Chap. 5. The concepts covered in this chapter are based on
the following references [105-107].

4.1. From statistical models to likelihoods

Statistical models are the cornerstone of statistical inference. Therefore, before
delving into the use of likelihood in high-energy physics, we should explore the
concept of “statistical models”.

A statistical model is a mathematical representation of a system or process that
integrates a set of statistical assumptions concerning the data at hand and the
theory model being used. For example, linear regression is a statistical model
that describes the relationship between a dependent variable and one or more
independent variables. Depending on the number of random and non-random
variables, there are three primary types of statistical models:

e Parametric: Those type of model requires some pre-defined parameters
such as mean, variance, or shape to make predictions. They assume a specific
functional form or distribution for the underlying data. Poisson distribution
and linear regressions are examples of parametric models. They are often
used when there is prior knowledge or theoretical understanding of the
data-generating process, as the assumptions can help simplify the analysis
and interpretation. However, these assumptions may not hold in all cases,
and if violated, the model may provide inaccurate results. In such situations,
non-parametric or semi-parametric models can be employed to relax some
of these assumptions.

e Non-parametric: Those such as Decision Trees, Gaussian kernels and
Bayesian Blocks (the latter will be used for signal search reported in Chap. 5)
in which they do not make explicit assumptions about the functional form
or distribution of the data. They are more flexible than parametric models
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and offer more accurate results given their flexibility in capturing nonlinear
patterns, interactions, and other complex structures that may not be cap-
tured by parametric models. They are data-driven models that rely heavily
on the observed data to make inferences or predictions and are often used
when the data does not meet the assumptions of parametric models or when
there is limited prior knowledge about the data-generating process.

e Semi-parametric: Those are the type of statistical model that combines
parametric and non-parametric elements aiming to capture complex relation-
ships in the data while leveraging the advantages of parametric modeling.
Gaussian mixture models are an example of semi-parametric models.

Statistical models provide a rigorous framework for analyzing and interpreting
the data obtained in HEP experiments. If we consider a collection of values x as
the outcome of a measurement, which could represent single or multiple values,
and its components can be discrete or continuous (e.g. it could be the result of
an individual collision event, a set of events, or a collection of multiple datasets
such as tracks of particles in the CMS detectors). Let 6 be the parameters of the
model, it can be the quantities that characterize the response of the detectors
or calibration parameters, etc. Assuming 6 are kept fixed, the observations x
won’t be the same given that each measurement is subject to many sources of
variability that can lead to different observations. Therefore, statistical models
are usually written in the form of p(z|f) and are not deterministic equations
but rather probability density functions (PDFs) for obtaining various z, given
a set of parameters 6.

The Likelihood L(6) (often also denoted as L(z|), representing the likelihood
of observing a set of data x given a specific parameter or set of parameters )
on the other hand, is very often confused with probability when it is not. It is
a measure of how well a statistical model fits a set of observed data and it is a
function that takes as input the model parameters and outputs the probability
of observing the data given those parameters. The likelihood function is used to
estimate the values of the model parameters that best fit the observed data. In
other words, the likelihood is a tool used to assess the fit of a statistical model
to a set of data. We say a good statistical model will have a likelihood function
that assigns high probabilities to the observed data, indicating that the model
is a good fit for the data.

4.2. The maximum likelihood estimation

In statistics, maximum likelihood estimation (MLE) is a method of estimating
the parameters of an assumed probability distribution, given some observed
data. This is achieved by maximizing a likelihood function so that, under the
assumed statistical model, the observed data is most probable. Wherever there is
a parameter space that maximizes the likelihood function, we speak of maximum
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likelihood estimation. In many cases, the likelihood is a function of more than
one parameter, but in the search for new physics our interest is in estimating
just one, this is what we call the parameter of interest or the intensity of the
signal p, where p=1 corresponds to the presence of a signal, while ;=0 to its
absence.

If we consider a simple case of a single channel with one signal, one background
contribution, and no systematic uncertainties, denoting the number of signal
events as S and the number of background events as B. Similarly, we denote the
signal and background “shapes” by fg(x), fg(z). From the probability model,
then we obtain n events in the data where the discriminant variable for event
e has the value z.; thus the complete dataset will be denoted z;...z,,. We can
then write the likelihood function from the product of the Poisson probability
of obtaining n events when S+ B are expected and the probability density of
obtaining x, based on the relative mixture fg(x) and fg(z) for a given value
of u:

xe) + BfB(xe)
uwS+ B

P(ay..znln) = Pois(nls + B) | [ 2225

e=1

@.1)

Because logarithms are strictly increasing functions, maximizing the likelihood
is equivalent to maximizing the log-likelihood. But for practical purposes, it is
more convenient to work with the log-likelihood function in maximum likelihood
estimation, because of desirable mathematical properties that make optimiza-
tion easier and numerical computation more stable, etc. The logarithm of the
likelihood function given Pois(n|v) =v"e—v/n! can be written as

—InL(p) = —nln(pS+ B)+ (InS+ B) +1nn! — ﬁ 15/ (ie;iﬁfla(xe)

e=1

= (uS+B)+lnn! =Y In[uS fs(z.)+ Bfp(z.)]. (4.2)

e=1

Since histograms are almost the universal practice for binning data in particle
physics, we need to think of the binned equivalent of the model given above in
Eq. 4.2. If we denote the signal and background histograms as v;"¢ and V;;kg
respectively, where b is the bin index. The probability density function can be

written as

sig bkg

fslee) = ghm foled) = pa— (43

where b, is the index of the bin containing x, and A, is the width of that same
bins. The probability model becomes a product over Poisson distributions for
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each bin of the histogram as follows

NJVSig+V£kg
P(ny|p) = Pois(ngy | S+ B _—
( b‘l"/) ( t t‘lu ) el [LS+B
= Nomb H Pois(n,|uvs™? + "), (4.4.)

bebins

where 7 is the data histogram and N, is a combinatorial constant factor.

Unfortunately, in practice, the calculation of the MLE is not so simple, and in
most cases, it is evaluated with additional parameters that are not of primary
interest (i.e. u) but must be taken into account during inference. These addi-
tional parameters are referred to as nuisance parameters which may include
imperfections in the modeling of the physical processes employed by the simu-
lation (such as the use of a leading order approximation for the hard scattering
process), limited precision in the description of detector response (e.g. due to
imperfect knowledge of the relevant calibration constants), uncertainty in fun-
damental physics parameters liable to condition the observations (e.g. the mass
of a decaying particle), or simply a consequence of the finiteness of the number
of simulated observations in a given region of feature space.

The challenge with nuisance parameters is that they enlarge the model and can
complicate the estimation process. They are also the main factors limiting the
accuracy and discovery range of high-energy physics analyses, nevertheless, they
allow us to model the uncertainties of not having an exact model for the data.
One common approach to handling nuisance parameters in MLE is to marginal-
ize them out, we simplify the estimation problem by removing the dependence
on parameters that are not of primary interest. This involves integrating the
nuisance parameters from the likelihood function to obtain a marginalized like-
lihood function that depends only on the parameters of primary interest. To
understand this concept, let us consider a scenario where we have a likelihood
function that depends on both the parameters of primary interest, denoted as
1, and the nuisance parameters, denoted as 6. The joint likelihood function is
typically expressed as L(u,6|data), representing the likelihood of the observed
data given the parameters. To marginalize out the nuisance parameters, we
integrate the joint likelihood over all possible values of the nuisance parameters.
Mathematically, this can be represented as:

Lmarginalized(/u’|data) :/L(Na9|data)d9 (45)

The integral is taken with respect to the nuisance parameters 6, and it represents
the sum or integration over all possible values of the nuisance parameters. The
marginalized likelihood, Ly, ginatized (ft/data), is the likelihood function that only
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depends on the parameters of primary interest, u. It is obtained by effectively
“averaging out” the nuisance parameters, accounting for all possible values they
can take. Once the marginalized likelihood is obtained, the estimation of the
parameters of primary interest, u, can be carried out using standard MLE
techniques. Nevertheless, the process of marginalization can be analytically
challenging or computationally intensive, depending on the complexity of the
model and the number of nuisance parameters involved.

In a generalization of the above model, CMS uses HistFactory to build parametrized
probability density functions (PDFs) in the RooFit [108]/RooStats [109] frame-
works based on simple ROOT histograms that are sufficiently flexible to describe
any analyses in the form

N
P(ncaxevap|¢paap77p): H POis(nc|Vc)ch(xe|a) X
e=1

cechannels

G(Lo\AL) x [ folapley), (4.6)
peS+T

where the following convention is used, e € events, b € bins, ¢ € channels, s €
samples, and p e parameters. G(Ly\,Ap) denote the value of the goodness-
of-fit test statistic G for a specific observed dataset, given a particular set
of model parameters A and the null hypothesis L. f,(a,|o,) is a constraint
term describing an auxiliary measurement a, that constrains the nuisance
parameter a,,. S are the parameters associated with systematics that have
external constraints, and I' are the bin-by-bin uncertainties with constraints.
The channel is a region of the data for a given event selection, in which all
channels must have disjoint event selection requirements. Finally, the expected
number of events in a given bin is expressed as follows

Vcb(¢p7 apv rYb) = Acs’}/cbncs (a)acsb(a)v (47)

which implies the following probability density

Veb, .
fc(xe|¢paap37b) = ; with Ve = Z Veps (48)

¢ bebins of channel ¢

where A4 is the luminosity for a given channel and sample, 7,4, is the bin-by-bin
scale factor used for statistical uncertainties’, @, is the product of unconstrained
normalization factors for a given sample within a given channel2, and finally
7., the parameterized normalization uncertainties for a given sample within a

'For samples that do not have any bin-by-bin scale factors 7.4, =1 and the index s can
be omitted.

2These typically include the parameter of interest, e.g. the signal cross-section or branching
ratio.
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given channel.

In summary, the generalized form of Eq. 4.6 taking into account the binning of
a given histogram, channels, and all systematic uncertainties, can be rewritten
as follows

P(ncaxeaap|¢paapa’yp> = H H POiS(ncb|Vcb)G(L0)‘7AL) H fp(ap|ap>‘

cechannels bebins peS+T
4.9)

4.3. Discovery as a statistical test

In particle physics, we frequently quantify the significance of an observed signal
by quoting the p-value of the background-only hypothesis. One method for
defining the p-value for a hypothesized value of p is to construct a test statistic
(g-value) based on the profile likelihood ratio. The parameter of interest is the
overall signal strength factor p, which acts as a scaling to the total rate of
signal events. We often write u=0/0gy, , where ogy, is the standard model
production cross-section. The signal strength is called so that =0 corresponds
to the background-only model and g =1 is the standard model signal. It is
convenient to separate the full list of parameters « into the parameter of interest
p and the nuisance parameters 6: a = (p,0).

For a given data set and values for the global observable, there is an associated
likelihood function L(u,#) derived from the combined model over all the channels
including all the constraint terms as was defined earlier in sec. 4.1. Let’s assume
i and 0 are the values of the parameters that maximize the likelihood function

L(11,0) or equivalently minimize —InL(u,6) and 6(u) is a conditional maximum
likelihood estimate of # that maximizes the likelihood function with p fixed;
this procedure for choosing specific values of the nuisance parameters for a
given value of y, thus the (iataset and the global observables, is often referred

to as “profiling”. Similarly é(,u) is often referred to as “the profiled value of 6”.
A profiled likelihood ratio in the form

AMp) = L“’é(”)), (4.10.)

L(j,0)
allows us to estimate the parameter of interest 1 independently from the nuisance
parameter § which have been eliminated via “profiling”. Despite the fact that
the rate of signal events is non-negative, thus p >0, it is often convenient to
allow 1 <0 (which indicates a deficit of events signal-like with respect to the
background only) as long as the PDF, f.(z.|u,0) >0 everywhere. Permitting
1 <0 complicates the test statistic at the boundary, therefore we define the test
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statistic Ejﬂl to differentiate the hypothesis of a signal being produced at a rate
w from the alternative hypothesis of signal events being produced at a lower

rate:
) _Qm% <0
“2nd(p) A<p
qu = . = q —2lnLusd(m) 0<i<p (4.11.)
0 > p L(j1,0)
0 >

The result of the test statistic is a single real number that represents the outcome
of the experiment, but if one were to repeat the experiment multiple times, the
test statistic would take on different values, so conceptually the test statistic has
a distribution. Since the number of expected events v(u,6) and the distributions
of the discriminant variables f,(x.|u,0) depend explicitly on @ the distribution
of the test statistic will also depend on 6 and each distribution of f,(g,|u,0) for
a given test statistic will have an analogous expression to what is described in
Eq. 4.11.

The p-value p, ¢ associated with a specific observation under a given hypothesis
(11,0) represents the likelihood of obtaining an outcome as extreme or more
extreme than the one observed, assuming the validity of that hypothesis. Con-
sequently, a low p-value is interpreted as evidence contradicting the respective
hypothesis.

o]
R AT @.12)
q,,,0bs
A stumbling block is that we are interested in g but the p-values depend on
both p and 6 and in the frequentist approach the assumption p = uy would
not be rejected unless the p-values of the 6 global parameters are evaluated?.
Fortunately, if we choose the test statistic to be based on the profile likelihood
ratio, Wilks’ theorem says that as the sample size approaches oo, the distribution
of the test statistic —2log()\) asymptotically approaches the chi-squared (x*)
distribution under the null hypothesis Hj, meaning that the distribution of the

1q~# is a test statistic for a one-sided alternative.

2,u0 is often chosen as a reference or null hypothesis, and it serves as a baseline for
comparison against other hypotheses or experimental observations. The goal is to assess
whether the observed data supports or contradicts the assumption that u takes on this specific
value pg.
One can use the supremum p-value for overall 6 to base the decision to accept or reject
the hypothesis at © = pg. The supremum p-value, addresses the issues of increased chance
of obtaining at least one statistically significant result purely by chance when conducting
multiple hypothesis tests, thus controlling the overall type I error rate (the probability of
falsely rejecting a true null hypothesis). It is defined as the maximum p-value obtained from
all the individual hypothesis tests in which it quantifies the strength of the most compelling
evidence against the null hypothesis among all the comparisons made.
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profile likelihood ratio A(p = p4re) become independent of the values of the
nuisance parameters, §. Avoiding any residual dependence of the p-values on the
choice of # we would like to know the specific value of °“? that produces the
supremum p-value overAH. Since larger p-values indicate better agreement of the

data with the model, 6(y) is a good estimate of #°“P. The p-value expression
quantifying the hypothesis of signal strength 1 can be written as follow:

Pu= /~ F(@, |1, 0(p1, 0bs))dq,,. (4.13.)
q

1,0bs

A 95% confidence-level, one-sided frequentist confidence interval (upper limit)
can be obtained by solving for p;Mp =5%. The C'L, upper limit can be defined
as the ratio p/uof p-values

/ DPu

=+ 4.14.
Dy 1= ( )

where py, is the p-value of the test statistic under the background-only hypothesis

(o) A~

by = 1- / f(a,LL'Oa 9(:“ = Ovobs»dap (415)
q,,,0bs

When performing searches, one usually converts the p-value into an equivalent

significance Z, defined such that a Gaussian distributed variable, which is found

Z standard deviations above its mean, has an upper-tail probability equal to

po- This quantity can be defined as follows

Z=¢"1(1-py), (4.16.)

where ¢! is the quantile (inverse of the cumulative distribution) of the standard
Gaussian. In the absence of a signal, one would obtain a p-value of 0.5 for data
in perfect agreement with the expected background. To establish a discovery,
the standard discovery convention is Z =5 (i.e. 50), corresponding to p-value
Py = 2.87.10". The critical a value and the p-value approach to Hypothesis
Testing are illustrated in Fig. 4.1.

Expected sensitivity and bands

In many experimental analyses, expected sensitivity and bands refer to the
anticipated performance and uncertainty estimation and they are used to rep-
resent the range of possible outcomes or measurements due to statistical and
systematic uncertainties. CMS standard limit plot shows a dark green band
corresponding to p+1 ( corresponding to 68% confidence level) defined by

pEl N )
| #uupl0.8000 = 0.0b5))d = 07! (1), (@.17)
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Figure 4.1. | For a right-tailed test, the null hypothesis is rejected if the test statistic
is too large. Thus, the rejection region for such a test consists of one part, which is
right from the center [110].

and a light yellow band corresponding to 1142 ( corresponding to 95% confidence
level) defined by

pnt2 N
| 10,0000 = 0.0bs))d, = 07! (22), (4.18)

An example of such a plot is shown in Fig. 4.2.

4.3.1. Confidence interval

If we want to exclude the presence of a possible signal at a desired confidence level
we often combine the results of several searches, particularly in the scenario
where the sensitivity is limited by the collected luminosity, and not by any
kinematic boundary. In statistics, confidence intervals and confidence limits
are related but distinct concepts. A confidence interval is a range of values
that is constructed based on sample data to estimate unknown parameters and
quantify uncertainties associated with measurements or model predictions, such
as a 95% confidence interval would indicate that if the experiment were repeated
many times, 95% of the resulting intervals would contain the true value of the
parameter. On the other hand, confidence limits refer to the lower and upper
boundaries of the confidence interval.

In the following, I intend to explain how the lower and upper bound is derived
with the so-called C'L; method, why this method is used, and how to interpret
the result.

The test-statistic @ is constructed to increase monotonically for increasingly
signal-like (decreasingly background-like) experiments so that the confidence
in the signal+background hypothesis is given by the probability that the test
statistic is less than or equal to the value observed in the experiment, @ :
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Figure 4.2. | The expected limit of o x B limits for the bb¢ — 77 process is shown
under the background-only hypothesis, with ¢ = (HorA) in the context of the 2HDM.
The median value under this hypothesis, as well as the 68% and 95% intervals of =41
and p+2 o bands respectively [111].

Qobs
CLgty = Py (Q < Qb)) = / dQ, (4.19.)

()

where dig ® is the probability distribution function of the test-statistic for
signal+background hypothesis, thus smaller values of CL,, is in favor of the
background hypothesis, indicate poor compatibility with the signal+background
hypothesis. Similar to Eq. 4.19, the background hypothesis is given by the
probability that the test statistic is less than or equal to the observed @ ,ps-

Qobs P,
CLb = Pb(Q < Qobs) = @dQv (420)
where ‘fl—g’ is the PDF of the test-statistic for the background-only hypothesis,

thus C'L, ~1 is in favor of the signal+background hypothesis and indicates poor
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compatibility with the background hypothesis.

During the process of hypothesis testing, there are two potential kinds of errors
that can occur, often termed Type I and Type II errors. Type I error (denoted
as a and calculated as P(rejectHy|Hy = True)) signifies the probability of in-
correctly rejecting the null hypothesis (H,) when it is, in fact, true. This is
commonly known as a “False Positive”. Conversely, Type II error (denoted as g
and calculated as P(acceptH,|H, =False)) is referred to as a “False Negative”.
It occurs when the null hypothesis is accepted even though the alternative
hypothesis H,; is true. These errors are problematic when striving to find sta-
tistical evidence. They can only be considered reasonable if there is substantial
evidence against the null hypothesis, with a low probability a of occurrence
when the null hypothesis is true, and a significantly higher probability (1— /)
when the alternative hypothesis is true.

We define the power of the statistical test as 1 — 8= P(reject Hy|H,; = True).
Fig. 4.3 show the dependence of power on the true mean of the alternative
hypothesis: the closer it is to the mean of the null hypothesis the less power to
reject Hy when it is false. At its limit, when both means coincide, the power
becomes identical to the « risk.

In a situation where the two distributions (i.e. Hy and H,;,) are very close, the
statistic power is very small and the experiment has no sensitivity to rejecting
s+ b hypothesis because it almost rejects the background only hypothesis as
well. The CL, [107] procedure was introduced to handle type I and type II
errors, preventing excluding or discovering signals that a search is in fact not
sensitive to, due to a downward fluctuation of the background for example. It is
a modified frequentist to obtain conventional bounds on the signal hypothesis
which is defined as follows

CLS = CLs-‘,—b/CLb' (421)

This procedure is so conservative as if the experiment was performed in the
complete absence of background or with absolute certainty of selected events
due to background processes. As a consequence, both the false exclusion rate
becomes much lower, and similarly, the use of (1-CL,)/(1—-CL,,;) instead
of 1 —CL, for discovery causes the false discovery rate to be lower than the
significance level mentioned in Eq. 4.16.

4.3.2. Goodness of fit

The term goodness-of-fit refers to a statistical test determining how well our
data fits a hypothesized distribution. Common statistic tests for goodness of
fit are; Chi-square, Kolmogorov-Smirnov, Anderson-Darling, and Shapiro-Wilk,
among others. The chi-square is one of the most common tests which is also
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Figure 4.3. | Demonstration of how the means of both the null and alternative
hypothesis distributions influence the statistical power (1 — ). The blue curve on the
left represents the mean and standard deviation (SD) of a variable of interest based on
the null hypothesis of no difference (1 =0); the red curve on the right represents the
distribution of a sample mean with SD based on the alternative hypothesis of 3.5 (top)
and 4.5 (bottom) difference in the mean from the null. A greater disparity in means
corresponds to higher statistical power. Conversely, a larger SD, indicating a broader
distribution, leads to increased overlap between the distributions. This overlapping
diminishes statistical power [112].

used in Chap. 5. It determines if an observed categorical dataset follows an
expected theoretical distribution and compares the observed frequencies in
different categories to the expected frequencies specified by the theoretical
distribution

k=1
2 2
X = Z(Oi - E)°/E;,
i
where O; = an observed count for bin 7, F; an expected count for bin i, asserted
by the null hypothesis.

For a chi-square goodness-of-fit test, we need to set a desired alpha level of
significance such as 0.05 ( i.e. 5%) which is the probability of making the wrong
decision when the null hypothesis is true. The use of significance levels during
hypothesis testing helps us determine which hypothesis the data support. If the
p-value is less than the significance level, we can reject the null hypothesis and
conclude that the difference between the true population and the null hypothesis
value is statistically significant. One common limitation of such a test is that
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the sample size should be sufficiently large so that the expected frequencies
in each category are not too small. If the expected frequencies are too small,
the chi-square test may not be valid and alternative methods such as the ones
mentioned above should be considered.

4.4. Machine Learning

Machine learning has become an increasingly crucial part of the High Energy
Physics (HEP) program; the vast amounts of data that HEP experiments collect
can no longer be analyzed without the help of machine learning algorithms
that can efficiently extract meaningful features from high-dimensional data and
identify subtle signals buried in noisy backgrounds. Additionally, because signals
of interest can be very rare and difficult to detect, machine learning algorithms
can be trained to recognize specific signatures of new physical events, allowing
for more efficient signal detection and classification. They can help identify rare
events and reduce false positives, improving the sensitivity of experiments.

The usage of machine learning involves creating a model that is trained on
some training data but can still process additional data to make predictions.
Artificial Neural Networks (ANNs) and Boosted Decision Trees (BDT) are such
types of models. The focus will be on ANN more specifically on Deep Neural
Networks (DNNs) which are a class of ANNs that aim to mimic the information

processing of the brain.

Supervised or unsupervised learning is often used in machine learning which
represents techniques that differ in how the model learns and makes predictions
based on data. Supervised learning involves training a machine learning model
using labeled data, where input data points are paired with their corresponding
desired outputs or labels. The goal is for the model to learn the underlying
mapping or relationship between input data and output labels and it is com-
monly used in tasks such as classification and regression. On the other hand,
unsupervised learning involves training a machine learning model with all prior
knowledge of the data using unlabeled data. There are also other types of learn-
ing paradigms, such as semi-supervised learning and reinforcement learning, but
this section will only focus on DNN supervised learning which is the learning
type used to search for H/A— ZA/H — 707 bb, reported in Chap. 5.

DNNs have more than one hidden layer situated between the input and output
layers. Each layer contains a given number of neurons that apply a specific
functional transformation to the input. There are different types of neural
networks but they always consist of the same components: neurons, synapses,
weights, biases, and functions with similar architecture to the one shown in
Fig. 4.4.

The following terms collectively form the foundational components of a deep
neural network and are essential for understanding the behavior and functionality
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Figure 4.4. | General Neural Network Architecture. The output of a unit () in a
layer (1) is related to the output (o) of the earlier layer with outputs through a set of

weights, a bias, and a non-linear activation function [113].

of the network during training and inference.

Neurons: Also known as nodes or units, in neural networks nodes receive
inputs, perform computations on them, and produce an output. Neurons
are typically organized into layers, such as the input layer, hidden layers,
and output layer.

Synapses: Synapses represent the connections between neurons in a neural
network. They are analogous to the connections between biological neurons.
Synapses transmit signals or information from one neuron to another and
they are represented by weights.

‘Weights: Weights are parameters associated with the synapses in a neural
network that play a crucial role in determining the output of a neuron based
on its inputs. They determine the strength or influence of the connection
between two neurons. Each synapse (connection) is assigned a weight value,
which is adjusted during the learning process.

Biases: Biases are additional parameters in a neural network that are
associated with each neuron. Biases allow the network to introduce an offset
or shift in the activation function, helping in better fitting the data. They
also provide flexibility to the model, allowing it to learn and represent
different patterns and trends in the data.

Activation Functions: Activation functions are mathematical functions
applied to the output of each neuron (or node) based on its weighted
sum of inputs in a layer. They introduce nonlinearity into the calculations
performed by neurons, allowing the network to model complex relationships
between inputs and outputs. It decides whether the input of a neuron in
the network is essential or not in the prediction process.

The choice of the activation function is a critical decision in the design
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of a neural network as it affects the learning ability of the network, its

convergence speed, and its ability to handle different types of data. There

are different types of activation functions that totally depend on the problem
to be solved and the network architecture used. The most common are

— Sigmoid: The Sigmoid function is defined as
f(z)=1/(1+e ") and illustrated in Fig. 4.5 (a). It squashes the input
values between 0 and 1, which makes it useful for binary classification
problems. However, it can suffer from the “vanishing gradient” problem
during backpropagation.

— Tanh (Hyperbolic tangent): The tanh function is defined as
flx)=(e"—e ") /(e"+e *) as illustrated in Fig. 4.5 (b). It squashes the
input values between -1 and 1, providing a stronger non-linearity than
the sigmoid function, but also can suffer from the vanishing gradient
problem.

— ReLU (Rectified Linear Unit): The ReLU function is defined as
f(x) =max(0,z) as illustrated in Fig. 4.5 (c). It sets all negative input
values to zero and keeps the positive values unchanged. ReLLU has
become very popular in deep learning due to its simplicity and ability
to alleviate the vanishing gradient problem.

— Leaky ReLU: The Leaky ReLU function is an extension of the ReLU
function that introduces a small negative slope for negative input values
as illustrated in Fig. 4.5 (d), preventing neurons from completely “dying”

during training.

— Softmax: The softmax function is used in the output layer for multi-
class classification problems. It takes a vector of arbitrary real values
as input and converts them into a probability distribution, where the
sum of the outputs is equal to 1. It is often used in conjunction with
the cross-entropy loss function.

4.4.1. Improving accuracy: The black box problem

Deep neural networks (DNNs) have been always a powerful tool for achieving
accuracy in various tasks, but they are also often referred to as black boxes
because they can be challenging to interpret and understand. The nonlinearity
of a large number of connections between layers makes it difficult and almost
impossible for humans to trace back how the input information is processed and
transformed into output predictions. DNNs operate in high-dimensional spaces
that lack transparency, human-like intuition, and any explicit rule. Nevertheless,
DNNS5 have demonstrated exceptional performance in a wide range of tasks, such
as image recognition, natural language processing, and speech recognition. They
have surpassed human-level performance in many cases and have demonstrated
their ability to learn complex patterns and make accurate predictions. The
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Figure 4.5. | Commonly used activation functions [114]: (a) Sigmoid, (b) Tanh, (c)
ReLU, and (d) LReLU.

empirical evidence of their effectiveness and superior performance builds trust
in their capabilities.

Deep neural networks undergo rigorous validation and testing procedures to
assess their performance and reliability. We can evaluate the performance of a
neural network using various metrics and techniques; confusion matrix, ROC
and AUC curve, cross-validation, loss function, precision, recall, and F1 score,
etc. are such examples. The Receiver Operating Characteristic (ROC) curve and
the Area Under the Curve (AUC) (see Fig. 4.6) are the most commonly used
techniques to get insight into the true positive rate against the false positive
rate at different classification thresholds. It provides a comprehensive view of
the trade-off between sensitivity and specificity. The area under the ROC curve
(AUC) is often used as a single metric to quantify the overall performance of a
classifier.

The confusion matrix in Fig. 4.7 also provides the counts of true positives, true
negatives, false positives, and false negatives. From the confusion matrix, several
metrics can be derived, including precision, recall, and F1 score’.

Cross-validation is another technique used to assess the model’s generalization
performance by splitting the dataset into multiple subsets (folds). The neural
network is trained and evaluated on different combinations of these folds, allowing

! Precision measures the proportion of correctly predicted positive instances out of the total
predicted positives. Recall, also known as sensitivity, calculates the proportion of correctly
predicted positive instances out of the total actual positives. The F1 score is the harmonic
mean of precision and recall, providing a balanced measure of a classifier’s performance.
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ROC

Receiver operating characteristic (ROC) curve. The area under the

curve (AUC) reflects the performance of the classifier (i.e. a classifier with optimal

performance has an area under the curve close to 1) [115].
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Figure 4.7.

Confusion matrix and performance equations [116].

for more robust performance estimation. During training loss function can be
very insightful into the optimization and learning process. Monitoring the
training and validation loss can give an indication of how well the model is

learning and whether it is overfitting or underfitting the data.

While using one of the above techniques is sufficient to provide insight into the
performance of the trained model, it is still useful to consider several of them to
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gain an overall understanding of network performance, but all still depend on
the nature of the problem, available data set, and specific goals of the neural

network application.



Search for ¢7¢ bb signal through
H/A— ZA/ZH process

After the discovery of the Higgs bosons at the Large Hadron Collider (LHC),
many questions were left open. One of the remaining questions is - if the
discovered scalar particle at 125 GeV mass is part of an extended scalar sector.
In the Standard Model (SM), there is only one Higgs doublet, which gives rise to
a single physical Higgs boson. However, many extensions of the SM, such as the
Two Higgs Doublet Model (2HDM), propose the existence of additional scalar
fields. The 2HDM introduces a second Higgs doublet, leading to the presence of
five physical Higgs bosons after Electroweak Symmetry Breaking (EWSB), as
was discussed in Chap. 2: the two CP-even Higgs bosons h and H, the CP-odd
pseudo-scalar A, and the pair of the charged Higgs bosons, H £

The 2HDM allows for regions of the parameter space where the light neutral
scalar, h, has the same properties as the observed Higgs at the LHC with an
equal 125 GeV mass. To confirm or disprove this possibility, an investigation
would involve detailed measurements of the properties and couplings of the
discovered Higgs boson, as well as searches for the other predicted Higgs bosons
in the extended scalar sector.

This work pursues a direct search for the neutral Higgs bosons, H/A, in order to
test such a theory. The lightest scalar Higgs boson, h, in this search, is assumed
to be SM-like with a mass set to the experimentally measured value of 125 GeV.
H/A, are looked for in a signature composed of Z and lighter Higgs bosons,
A/H, where the Z bosons decay into a pair of leptons of opposite charge and of
the same flavor (muons or electrons), ¢*¢~, and the lighter A/H bosons decay
into a pair of resolved bb jets or a two collimated b tagged jets, if it happened
to be reconstructed as a single boosted fat b jet.

Previous searches for H/A— ZA/ZH and A — Zh signatures in the same final
state ( £7¢7bb) have been performed before by both the ATLAS and the CMS
experiments [117-119], and those have been reported in detail in Sec. 2.5 of
Chap. 2.

This chapter reports the analyzed data using full run 2 LHC proton-proton
collision, collected by the CMS experiment at /s= 13 TeV, which corresponds
to an integrated luminosity of 138 fb~'. This analysis focuses on the invariant
mass distributions of the £7¢~bb and bb systems, in both gluon-gluon fusion
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and b-associated production mechanisms, searching for a resonant-like excess
compatible with the H and A masses kinematically allowed in the 2HDM theory.

The free parameters of the model allow several hierarchies and branching frac-
tions, as shown in Fig. 5.1. The 2HDM theory, predicts that the light CP-even,
h can be SM-like, in the phase space where the 2HDM parameter cos(8—a) =0,
known also as the alignment limit. At low tan = 1 the branching fractions of
the heavier neutral Higgs boson H — Z A and A — bb via gluon fusion production
are among the largest.

2HDM-Typell: my =300 GeV, my = 200 GeV, tanB =1.5 2HDM-Typell: my =300 GeV, mu = 200 GeV, cos(B —a)=0.01
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Figure 5.1. | H and A branching fractions as a function of cos(8 —«) (left) and tan/
(right) for the following set of parameters: tan =1.5 (cos(8—a) = 0.01) left (right),
my =300 GeV, and m4 =200 GeV. The plots are personal work and were created
using the 2HDMC-1.8.0 tool [120].

At low tanf the decay channel A/H — Z(— (¢~ )H/A(— bb) only dominates
below 2my,,, as illustrated in Fig. 5.2. The signal is expected to be observed
mainly as a result of the gluon-gluon fusion production.

In type-II 2HDM the most important contribution to the total cross-section
is given by resonant production of the heavy neutral Higgs via gluon-gluon
fusion (ggH) production and b-associated production (bbH). The latter is sub-
dominant at low values of tan/ and becomes the dominant contribution as tan/
increases, this is demonstrated for various benchmarks of (mg, m,) in Fig. 5.3
and further draw the conclusion about the need to take into account this process
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Figure 5.2. | H and A branching fractions as a function of m4 (left) and my (right)
for the following set of parameters: cos(8—a)=0.01, tanf8 =20 (1.5) left (right). The
plots are personal work and were created using the 2HDMC-1.8.0 tool [120].

at a large value of tan3. Henceforth, these parameters set the phase space of
the 2HDM for this search.

5.1. CMS event data for physics analysis
5.1.1. The NanoAOD format

In CMS, the typical data analysis flow usually involves several steps of data
reduction and processing. At the end of LHC full run 2, huge datasets needed
to be processed putting the majority of the physics analysis group under a big
challenge. Thus, data reduction becomes a crucial step to ensure that a given
set of analyses can still achieve their ultimate sensitivity with much flexibility.
Fortunately, NanoAOD brings CMS to a new era, it achieves a compact data
level that is 20 times smaller than its descendant MiniAOD format (was used for
run 1). It consists of a Ntuple-like format reduced to 1-2 kB per event, readable
with Root [122], and contains the per-event information that is needed in most
generic analyses. Despite its small size, it retains all observed particles with a
high level of detail on leptons, photons, jets, etc. It supports jet re-clustering,
re-calibration, re-computation of b-tagging, jet substructure, and more.

In this search, events are processed up to the NanoAOD level using CMSSW
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Figure 5.3. | Cross section in pb multiplied by BR(H — ZA) and BR(A — bb) is
shown for the 2HDM type-II near the alignment limit as a function of tan 3 for different
(mg, m,4) benchmarks, (o) curves show the cross-section of the gg-fusion process, while
(+) curves show the b-associated production. The plots are personal work, created
using the 2HDMC-1.8.0 [120] and SusHi-1.7.0 [121] tools.

software. Events selection and histogram filling are performed using the Bamboo
framework [123], an analysis library based on RDataFrame [124] which was
developed at the Université Catholique de Louvain in early 2019. I began as
Bamboo’s initial and sole user, then took on key responsibilities for its main-
tenance and further development as it evolved. This transition was prompted
by the departure of the primary developer of the framework within the CMS
collaboration. This shift in responsibility constitutes a noteworthy technical
contribution to this thesis.

5.1.2. Collected data and Monte-Carlo simulation

5.1.2.1. Data

The data used in this search were collected during LHC full run 2 of proton-
proton collisions at a center of mass energy /s =13 TeV which corresponds
to an integrated luminosity of 138 fb~'. The full list of data samples used is
summarized in Tab. 5.1.
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Table 5.1. | Data samples were used in the full analysis.

Year ‘ Channel ‘ Dataset ‘ lumi [fb~" |

2016 | pp DoubleMuon/Run2016 BCDEF (pre VFP)-FGH (post VFP)-UL2016_*/NANOAOD | 19.66 preVFP
ep MuonEG/Run2016 BCDEF (pre VFP)-FGH (post VFP)-UL2016_* /NANOAOD 16.97 postVFP
ee DoubleEG/Run2016 BCDEF (pre VFP)-FGH (post VFP)-UL2016_*/NANOAOD

SingleElectron/Run2016 BCDEF (pre VFP)-FGH (post VFP)-UL2016_* /NANOAOD
SingleMuon/Run2016 BCDEF (pre VFP)-FGH (post VFP)-UL2016_* /NANOAOD

2017 | pp DoubleMuon/Run2017BCDEF-UL2017_*/NANOAOD 41.53
ep MuonEG/Run2017BCDEF-UL2017_* /NANOAOD
ee DoubleEG/Run2017BCDEF-UL2017_*/NANOAOD

2018 | pp DoubleMuon/Run2018 A BCD-UL2018_*/NANOAOD 59.74
ep MuonEG/Run2018 ABCD-UL2018_* /NANOAOD
ee EGamma/Run2018 ABCD-UL2018_*/NANOAOD

SingleMuon/Run2018 ABCD-UL2018_*/NANOAOD

5.1.2.2. Signal

There are two main production mechanisms that were considered in this search:
the dominant one is the contribution of gluon-gluon fusion production, where
bottom-quark loop amplitudes interfere with top-quark loop amplitudes as
illustrated in Fig. 5.4 (a); the second-largest is the associated production of b
quarks.

For all mechanisms that feature b quarks at the hard-process level, there are
two ways of performing the computation of b-associated production, which are
usually called four- and five-flavour schemes (abbreviated with 4FS and 5FS
respectively), further displayed in Fig. 5.4 (b) and (c). In 5FS the b quarks are
part of the proton, g — bb splitting with two b quarks that could possibly be
seen in the forward region of the CMS detectors, while in the 4FS the b quark
never appears in the initial state and in this case the Higgs boson responds
to a gluon and recoils against it, with the gluon subsequently undergoing a
division into a pair of bottom quarks !, These two schemes are supposed to
address issues that arise in different kinematic regimes, a detailed comparison
was addressed in [125].

One of the main objectives of this analysis is to attempt to b tagging the
additional b associated quarks that appear in the b-associated process, as will
be further discussed in Sec. 5.4. Given that, the mass of the b quark in the 5FS
has to be regarded equal to zero (my =0) as a technical mean to achieve the
resummation of large logarithms, which results in non-consistent of the b-quarks

!i.e. the Higgs boson, which is being produced in the collision, can react with a gluon
from one of the initial protons. The gluon and the Higgs boson are connected by a virtual
interaction. As a result, the Higgs boson “responds” to the presence of the gluon, leading to
the emission of a b quark pair from the gluon. The recoil refers to the change in momentum
experienced by the Higgs boson due to this interaction.
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c)

Figure 5.4. | Leading order diagrams of the a) gluon fusion and b-associated Higgs
production in the b) four-flavour and c) five-flavour scheme [64].

with the b-tagged objects conversely to the 4FS. The 4FS diagram shown in
Fig. 5.4(b) is, therefore, best suited for this search.

Simulated signal events of a heavy Higgs boson, H, decaying to Z bosons
and a pseudo-scalar, A, were generated at both leading and next-leading order
with MADGRAPH5aMC@NLO version 2.6.5, showered using PYTHIA 8.210 [126], and
produced for both gluon-fusion loop-induced process and b-associated production
in the 4 flavor-scheme.

The central values of the renormalization (ug) and factorization (up) scales
have been taken equal to the reference scale:

H 1 .
bbop: p=—1" =1 > _\mi+pi (i),

H
gg¢:u=7T7 (5.1.)

where ¢ = (H,A) and the sum runs over all final-state particles at the hard-
process level. The internal masses are set to their on-shell values m;= 125 GeV,
m; = 172.5 GeV and my= 4.92 GeV. The top-quark Yukawa is renormalized on-
shell, while for the bottom-quark Yukawa, we adopt the M S scheme, with a four-
loop evolution my(7;,)= 4.18 GeV. The parton distribution function (PDF) set
used along with the CP5 tune is NNPDF31 nnlo_as 0118 mc_ hessian_ pdfas
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next-to-next-to-leading order [127]. The signal samples were generated for H
bosons of masses in the range of 125-1000 GeV and for narrow-width pseudo-
scalars (A) of masses in the range of 30-1000 GeV. In addition, benchmark
points were generated for the twisted scenarios A — ZH and for A — ZH (125)
end up covering a wide range of masses as illustrated in the search map in
Fig. 5.5.

The idea behind selecting these specific points can be attributed to the ini-
tial focus of the analysis on H — ZA, which was intended to be a continu-
ity of the preceding 2016 CMS search [34]. However, there was a subsequent
shift in perspective. Given that by reconstruction an analysis optimized for
H — ZA— 0707 bb could be effectively repurposed for A — ZH — (107 bb as
well. This realization prompted the exploration of the latter channel.

On the other hand, generating extensive masses to cover the complete two-
dimensional mass spectrum comes with considerable computational expenses.
As a result, an alternate strategy was adopted. Instead of spanning the entire
mass plane, the focus was on testing the hypothesis that the mass degeneracy
and the spin-related aspects of H and A permit an extension of the search for
the A— ZH — 0107 bb process. Therefore, a selection of a few mass points for
A — ZH, which were equally applicable in the twisted scenario was simulated
to investigate this hypothesis. Additionally, some of these chosen points were
motivated by the fact that were explored but not excluded by a previous ATLAS
search [33].

Recall that in addition to the mass parameters in the Higgs basis, the other
parameters of the model are the two mixing angles « and 8 which diagonalize
respectively the sector of the Higgs boson CP-even and CP-odd. tanf =wvy/v,

is the ratio of the two Higgs vacuum expectation values, which is also related to

SM vev by 4/ (v% —l—v% ). Also, in order to avoid flavor-changing neutral currents

(FCNC) at the tree-level, a Z, symmetry is imposed. If this symmetry were
allowed to be softly broken in the Higgs potential, an extra 2HDM parameter m,
with a dimension of mass is included in the Higgs potential and the parameters
A7 = 0 are needed to ensure CP conservation at the tree-level. Four types of
the 2HDM can then be realized, depending on how Z, symmetry is implemented
into the fermion sector: types I-IV (also detailed in Sec. 2.2 of Chap. 2).

The simulated signal samples for this analysis are generated for a type-1I 2HDM
near the alignment limit where cos(5 - o) = 0.01, with tan8 = 1.5 (20.) for gluon-

. . . P 1
gluon fusion (b-associated production) process, and the mixing parameter
2 2 tanf
Mmig=,/m
12 Hi 1+tanﬁ2

. The choice of the different tang values is driven by the

! The parameter mo represents the off-diagonal element of the 2 X 2 mass-squared matrix
that governs the mixing between the neutral scalar Higgs bosons (h and H) in the 2HDM.
For more comprehensive details, refer to Chap. 2.
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Figure 5.5. | A two-dimensional search map for the simulated signal mass points
(M4, Mpg) for the three scenarios: H -+ ZA, A— ZH, and for A — ZH(125).

fact that the branching fraction of hgus_ ke — bb start to diverge from the
measured branching fraction of Hg,; — bb, this is demonstrated in Fig. 5.6 and
Fig. 5.7. As the goal is to conduct the search as close as possible to the alignment
limit; tan 3= 20. seemed to be the optimal choice, to probe the bb— H/A decay
channel while keeping the CP even light Higgs h indistinguishable from that of
the SM.

The significant predominance of the (bbH) process over (ggH) confirms the
theoretical predictions of the prevalence of this process due to the increase
in the Higgs Yukawa boson coupling constant for large values of tang. This
search is an attempt to extend the previous CMS [34] search by exploiting this
production mechanism at large tan 3 values that were not previously considered.

The mass points were derived to achieve good coverage in the two-dimensional
mass plane (m 4, my) in terms of experimental mass resolution;

my =myx(1+0,), and mg=mpg x (1+0,) , with my <mpy—my (to ensure
the decay H — ZA— (10~ bb), and where o, and o, are the resolutions of the
reconstructed my;, and myy, distributions respectively for the signal masses
under studies my and mpg.

All benchmark points were checked to be consistent with the potential stability,
perturbativity, unitarity, and the current experimental limits on Higgs boson
masses using 2HDMC-1.8.0 [120]. Similarly, the Narrow Width Approximation
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Figure 5.6. | The predicted 2HDM SM-like CP even Higgs boson of mass m; =125
GeV and the observed SM Higgs branching ratios of the decays into pair of fermions
(bb, T, ph ™, and cc) are compared as a function of tan8 and near the alignment
limit cos(8 —«a)=0.01 for (myg, m4) = (500, 300) GeV benchmark. The SM-like (SM)
Higgs is shown in the o (—) curve.

(NWA) is still valid for all scenarios, and it is within our experimental resolution
as shown in Fig. 5.8. The cross-sections for H/A boson production in the
2HDM are calculated using up to NNLO QCD corrections for gluon-gluon
fusion and b-associated production in the four- and five-flavour scheme standard
matching using SusHi-1.7.0 [121]. This is because, neither the 4FS nor the 5FS
alone can accurately describe processes that span a wide range of energies
such as those involving the production of a Higgs boson in association with
a bottom quark. The standard matching procedure between these schemes is
designed to smoothly combine their strengths and benefits in different kinematic
regions, ensuring accurate predictions for cross-sections in processes involving
bottom quarks [128]. Given that the distinction between the 4FS and 5FS is
fundamentally characterized by a logarithmic behavior, the degree to which
they influence each other concerning the Higgs boson mass should be governed
by a logarithmic term i.e.
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Figure 5.7. | The predicted 2HDM SM-like CP even Higgs boson of mass m; =125
GeV and the observed SM Higgs branching ratios of the decays into pair of gauge
bosons (yy, ZZ, WW, Z~v, and gg) are compared as a function of tan8 and near the
alignment limit cos(8—a)=0.01 for (mg, m,) = (500, 300) GeV benchmark. The
SM-like (SM) Higgs is shown in the o (=) curve.

O4Fs +WOo5pg

5.2.
e (52)

Omatched =

with the weight w defined as w= lnz—i —2. The theoretical errors are defined
as follows

+ +
Aot _ Acipg + wAospg
matched 1+w

, (5.3.)

The width of the 2HDM particles can vary significantly depending on the masses
of the particles they can decay into and the couplings involved. In general, larger
masses for the decay products will result in wider widths as illustrated in Fig. 5.9.
Additionally, the specific 2HDM type and the values of the model parameters,
such as the mixing angles and couplings, can also affect the widths.

When simulating signal events in the 2HDM, it was crucial to consider the
relevant decay channels and the corresponding widths of the heavy neutral
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Figure 5.8. | Width/Mass plotted for the most massive (left) and least massive (right)
among the (H,A) bosons throughout the mass spectrum. The (upper) plots represent
b-associated production at a value of tan8 = 20, whereas the (lower) plots show
gluon-gluon fusion with tang = 1.5. In both scenarios of H - ZA and A— ZH, the
regions where the relative width surpasses 20% are enclosed by the black contour area,
confined to resonance masses greater than 800 GeV.

Higgs boson (H) and pseudoscalar (A). These widths influence the branching
ratios of the decays and, consequently, the expected event rates for different
final states.

5.1.2.3. Background

Several Standard Model processes will produce signatures in the detector very
close to our signal and here is a list of the most dominant and irreducible ones.

Drell-Yann plus jets

The production of one Z/~-boson in addition to at least two jets will be the
most important background. At leading order, two production mechanisms are
possible, the gluon-gluon case where a gluon from one proton interacts with a
gluon from the other proton and the quark-antiquark case where a quark from
one proton interacts with an anti-quark from the other proton. In this search,
the most dominant, irreducible backgrounds are the production of Drell-Yan
in association with heavy-flavor jets and the production of a top quark pair in
the fully leptonic final state. The gg — Z (Eiﬁ) jj has the biggest cross-section
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Figure 5.9. | The total decay width of H, A, hgpr_jixe as function of m 4 for different
values of tan for 2HDM type-II signal parameters close to the alignment limit.

being the carriers of the strong force, having higher probabilities to appear in
the initial state of the protons. Gluon-gluon interactions are also more frequent
than quark-antiquark interactions ¢gq — Z ((ifF) 77 which is reduced by the
parton density function of the antiquark. As shown in the Feynman diagrams in
Fig. 5.10, these two processes will be irreducible when two b-jets are in the final
state because there will be no way to separate them from the signal process of
interest. However, when only one or no b quark is produced in the acceptance,
the background becomes reducible and all will depend on the performance of b

tagging.

Figure 5.10. | Example of leading order diagrams of the gg Ny A process [129].
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The top-pair production

The production of a top-antitop pair also provides two leptons when both
w* decay leptonically. One possible scenario that could possibly mimic our
signal appears when both W decay to electrons or muons another one is when
at least one of the W decays to a 7 lepton. The 7 can itself decay leptonically,
creating an extra possibility to observe two same-flavor leptons. The top-pair
production channels are shown in Fig. 5.11.

Figure 5.11. | Example of production of ¢t process in the fully-leptonic final state at
leading order [129].

Z7Z and Zh

The production of two Z—bosons arises at a much lower rate because of the ex-
tra weak couplings. A sample of ZZ — llqq is generated with MADGRAPH5aMC@NLQO
and a cross-section of 3.22 pb. The associate production of a Higgs boson with
a Z where the Higgs particle decays to two b-quarks is a similar background
with its cross-section computed at NLO of 0.87 pb. Leading order diagrams of
these two processes are drawn on Fig. 5.12.

Figure 5.12. | Leading order ZZ (left) and Zh (right) process diagram [129].

Single Top

The production of only one top quark is also a source of background. The
most important production mode is the associated production of an (anti-)top
quark and a W boson as shown in Fig. 5.13.

There are two other mechanisms of single top production with a W in the t-
and s-channel as shown in Fig. 5.14.
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Figure 5.13. | Single top production in addition to a W~ boson, leading diagram [129].

Figure 5.14. | Feynman diagram of the production of a single top with a W boson in
the t-channel (left) and s-channel (right) [129].

W plus heavy flavor jets

The production of one W boson in addition to at least two jets is also a
background. The signal’s final state can be mimicked when one or more gluons
are radiated. Its production is sketched in Fig. 5.15.

Figure 5.15. | Example of leading order diagrams of the gg — W 1bb process [129].
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The full list of background samples used in the analysis, along with their cross

sections is shown in Tab. 5.2.

Table 5.2. | Background simulated samples used in the full run2 analysis and their
cross sections in pb.

Process Dataset o [pb]
Drell-Yan DYJetsToLL_0J_TuneCP5_13TeV-amcatnloF XFX-pythia8 4757.0
DYJetsToLL_1J_TuneCP5_13TeV-amcatnloF XFX-pythia8 859.589
DYJetsToLL_2J_TuneCP5_13TeV-amcatnloF XFX-pythia8 361.4
tt TTToSemiLeptonic_ TuneCP5_ 13TeV-powheg-pythia8 365.35
TTTo2L2Nu_ TuneCP5_ 13TeV-powheg-pythia8 88.28
TTToHadronic_ TuneCP5_ 13TeV-powheg-pythia8 377.96
Single-Top ST _tW_top_5f_inclusiveDecays_TuneCP5_ 13TeV-powheg-pythia8 35.85
ST _tW _antitop_5f_inclusiveDecays_TuneCP5_ 13TeV-powheg-pythia8 35.85
ST _t-channel _top_4f InclusiveDecays_TuneCP5_13TeV-powheg-madspin-pythia8 136.02
ST _t-channel _antitop _4f InclusiveDecays TuneCP5_ 13TeV-powheg-madspin-pythia8 | 80.95
ST _s-channel _4f leptonDecays TuneCP5_13TeV-amcatnlo-pythia8 3.36
(4% 77To2L2Nu_ TuneCP5_13TeV _powheg_pythia8 3.22
77To2L2Q_13TeV _amcatnloFXFX _madspin_ pythia8 0.564
Z7To4L _13TeV-amcatnloF XFX-pythia8 1.256
WWTo2L2Nu_ TuneCP5 _13TeV-powheg-pythia8 49.997
WZTo2L2Q_13TeV _amcatnloFXFX _madspin_ pythia8 12.178
WZTolL3Nu_13TeV _amcatnloFXFX_madspin_ pythia8 5.595
WZTolL1Nu2Q_13TeV_amcatnloFXFX _madspin_ pythia8 3.033
WZTo3LNu_ TuneCP5_ 13TeV-amcatnloF XFX-pythia8 10.71
vvv WWW _4F _TuneCP5_ 13TeV-amcatnlo-pythia8 0.2086
WWZ_4F _TuneCP5_ 13TeV-amcatnlo-pythia8 0.1651
WZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.05565
777 _TuneCP5_ 13TeV-amcatnlo-pythia8 0.01398
W+ jets WetsToLNu_ TuneCP5_ 13TeV-madgraphMLM-pythia8 61526.7
tt+V TTWJetsToQQ_ TuneCP5_ 13TeV-amcatnloFXFX-madspin-pythia8 0.4062
TTWJetsToLNu_ TuneCP5_ 13TeV-amcatnloF XFX-madspin-pythia8 0.2043
TTZToQQ_TuneCP5_ 13TeV-amcatnlo-pythia8 0.5297
TTZToLLNuNu_M-10_TuneCP5_ 13TeV-amcatnlo-pythia8 0.2529
tth(h — bg) ttHTobb_M125_TuneCP5_ 13TeV-powheg-pythia8 0.2934
tth(h — non-bg) ttHToNonbb_ M125_TuneCP5_ 13TeV-powheg-pythia8 0.2151
Zh(h—WW) | HZJ_HToWW _M125_ 13TeV_powheg_jhugen714 pythia8 TuneCP5 0.0406
Zh(h— bb) ZH_HToBB_ZToLL_M125_13TeV_powheg pythia8 0.173
ggZH_HToBB_ZToLL_M125_13TeV _powheg_pythia8 0.00695
ggZH_HToBB_ZToNuNu_M125_13TeV_powheg pythia8 0.00695
ggh(h— ZZ) GluGluHToZZTo2L2Q _M125_TuneCP5_13TeV_powheg2 JHUGenV7011_pythia8 0.00695
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5.2. Objects reconstruction

The reconstruction of particle objects in CMS has been discussed in detail in
Sec 3.3 of Chap. 3. In this section, the selection requirements for a global event
reconstruction which is performed using the particle-flow (PF) algorithm [130]
are briefly summarized. The algorithm aims to identify and reconstruct indi-
vidually all the particles produced in a collision, starting from the digital raw
information recorded in various CMS sub-detectors.

Particle-flow electrons are reconstructed from GSF tracks pointing towards an
ECAL cluster that is not linked with more than two tracks. Additional ECAL
clusters aligned with tangents of the tracks are also considered to have an
estimate of bremsstrahlung and a better energy resolution.

Muons are reconstructed from tracks found in the muon system, associated
with tracks in the silicon tracking detectors. They are identified based on the
quality of the track fit and the number of associated hits in the different tracking
detectors.

The lepton isolation cut is typically expressed in terms of transverse momentum
(pr) as the sum of the py of all the particles that lie within a certain isolation
cone size (AR) around the lepton of interest divided by the pt of the lepton.
The cut in dimensionless units is required to be < 0.06 for electrons (with a

cone of radius AR=V(A¢)* + (An)> =0.4) and < 0.15 for muons (with a cone
of radius AR=0.4).

Jets are reconstructed by clustering PF Charge Hadron Subtracted (CHS) parti-
cles using the anti-kT (AK) jet clustering algorithm, with a distance parameter
AR = 0.4 (AK4 or resolved jet). For the boosted topologies, jets are clustered
with a larger opening angle corresponding to AR =0.8 (AKS8 or boosted fatjet).
When clustering the particles in jets, isolated electrons and muons as well as
charged particles associated with other interaction vertices are removed. Re-
solved jets are required to have pr > 20 GeV, |n| < 2.4, and be separated from
identified leptons by a distance of AR > 0.4. While boosted fat jets are required
to have pp > 200 GeV, |n| < 2.4, and be separated from identified leptons by a
distance of AR>0.7.

A summary of the object definitions and selection cuts is shown in Tab. 5.3.
For more comprehensive information about each specific cut and its associated
pauraumetersl7 readers are referred to the detailed documentation provided in

Ydz (Longitudinal Impact Parameter): It measures the distance between the point of
closest approach of the electron’s track and the z-coordinate of the primary vertex along the
beamline direction. A smaller dz implies that the electron’s trajectory aligns well with the
position of the primary vertex along the beamline.

dry (Transverse Impact Parameter): It measures the distance between the point of closest
approach of the electron’s track to the beamline and the position of the primary vertex
projected onto the transverse plane. A smaller dzy indicates that the electron’s trajectory is
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Sec. 3.3.2 of Chap. 3.

Table 5.3. | Definitions for reconstructing objects, including their identification, iso-
lation, and criteria for selection, are outlined.

Object Definition Selection cuts

leading (sub-leading) e | cut-based ID Falll7 V2, medium working point pr > 25(15) GeV, |n| <2.5
Barrel:

dz w.r.t first PV <1 mm,

dzy w.r.t the beam spot <0.5 mm
Endcap:

dz w.r.t first PV <2 mm,

dry w.r.t the beam spot <1 mm

leading (sub-leading) p | cut-based ID, medium working point pr > 25(10) GeV, || <24
PF relative isolation AR=0.4
(ApB-corr. <0.15)

3D impact parameter

w.r.t first PV sipd3D < 4.

AK4 jet(resolved) PF anti-kr 0.4 2016: pr >20 GeV, || <24
Jet ID flagged tight-lepton-veto 2017 and 2018: pt > 30 GeV, 9] <2.5
(AR(jet, lepton) >0.4)

AK8 jet(boosted) PF anti-kr 0.8 pr > 200 GeV, |n]<2.5

FatJet ID flagged tight
AR(jet, lepton) > 0.7
with 2 valid subJetldx

N-subjettiness ratio 75 /7 <0.7

b-jet(resolved) DeeplJet, medium working point 2016: pr >20 GeV, |n|<2.4
2017 and 2018: pr > 30 GeV, || <2.5
b-jet(boosted) > 1 subjet pass DeepCSV, medium working point | pr >200 GeV, |n| < 2.5

5.3. Applied corrections

Lepton reconstruction, identification, and isolation efficiencies (detailed earlier
in Sec. 5.2) in the simulation are corrected for residual differences with respect to
data. These corrections are measured in a data sample, enriched in Z — £¢ events,
using a “Tag-and-probe” method and are parameterized as a function of lepton
pr and 7. Muon momentum scale and resolution are further corrected using the
Rochester corrections [131] which remove a bias of the muon momentum from
detector misalignment or any possible error of the magnetic field.

The reconstructed jets are further calibrated in data and simulated events using
jet energy scale (JES) and jet energy resolution (JER) to account successively

consistent with originating from the primary vertex.
The 3D impact parameter refers to a measure of how far a charged particle’s trajectory
deviates from the primary interaction point of a collision in three dimensions (z, y, and z).
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for the effects of the pileup, uniformity of the detector response, and residual
data-simulation jet energy scale differences.

The DeepCSV and Deeplet algorithms [132] are used to identify jets originating
from b quarks. AK4-jets are considered as b tagged if they pass the medium
working point of the DeeplJet algorithm, which provides around 70% efficiency
with a mistag rate of less than 1%. AKS8-jets are considered b tagged if at least
one of the subjet pass the medium working point of the DeepCSV algorithm.
Correction factors are applied in the simulation to the selected jets to account for
the different responses of the algorithms between data and simulation, internally
referred to as “fixed working point” b-tagging scale factors, as these only correct
the b-tagging discriminator shapes in bins of the working points. The scale
factors are calculated on an event-by-event basis, using “method 1a” [133] applied
to the medium working point.

In 2016 and 2017, the gradual timing shift of ECAL was not properly propagated
to L1 trigger primitives (TP) resulting in a significant fraction of high eta TP
being mistakenly associated with the previous bunch crossing (BX) [134]. The
effect is strong 1 and pp dependent and prefiring rates well above 50% can
be reached for jets with pp of several hundreds of GeV and 2.75 < |n| < 3. A
similar effect is present in the muon system, where the BX assignment of the
muon candidates can be wrong due to the limited time resolution of the muon
detectors [134,135]. These effects are not described by the simulations. A recipe
was derived to correct the efficiency loss of all objects. The centrally calculated
prefiring weight is made available in the NanoAODs format and is applied to
all 2016 and 2017 simulated events in the analysis.

55 is reconstructed as the negative of the
vector sum of the transverse momenta of all final-state particles reconstructed
in the detector [136]. Its magnitude is denoted by p1*. A three-step correction
is pieced together to remove any bias due to the nonlinearity of the response of
the calorimeter for neutral and charged hadrons, caused by event pile-up, large
bending of low pt tracks due to strong magnetic fields in CMS, etc. The jet
energy scale corrections are propagated to E7" iss using the so-called “type-1”
correction, a “type-I1I” correction applied, also, to correct for the soft jets below
the threshold used for “type-I” correction and energy deposits not clustered in
any jet. Subsequently, to reduce the dependency of E7*** on event pile-up, a
so-called “type-0" correction which is a mitigation for the degradation of the

PF-MET reconstruction due to the pile-up interactions. In addition, xy—shift

The missing transverse momentum E7"

correction is applied to reduce the MET ¢ modulation by shifting the origin of
the coordinate in the transverse momentum plane.

A number of per-event flags are recommended by the MET POG to ensure the
events are taken under good data-taking conditions, where the MET is well
understood [137]. Events that do not pass all of the required conditions are
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vetoed. The full list of flags that are required in the analysis is given in Tab. 5.4.

Table 5.4. | MET flag requirements in the event selection.

2016PreVFP 2016PostVFP 2017 2018

Flag_goodVertices v v v v
Flag_globalSuperTightHalo2016Filter v v v v
Flag_HBHENoiseFilter v v v v
Flag_HBHENoiseIsoFilter v v v v
Flag_EcalDeadCellTriggerPrimitiveFilter v v v v
Flag_BadPFMuonFilter v v v v
Flag_BadPFMuonDzFilter v v v v
Flag_eeBadScFilter v v v v
Flag_ecalBadCalibFilter X X v v

Top quarks are the heaviest known elementary particles, and their production
mechanisms are governed by quantum chromodynamics (QCD), which describes
the strong force interactions among quarks and gluons as was described in
Chap. 1. Because of the large mass of top quarks, they are sensitive to higher-
order QCD effects. Theoretical predictions for top quark production are usually
calculated to certain orders in perturbation theory (such as leading order, next-
to-leading order, etc.), but these calculations might not perfectly match the data
due to missing higher-order terms or complex QCD effects. During Run 1 and
Run 2 of the LHC experiments, it was noticed that the observed pp distribution
of top quarks in data was softer (meaning the py values were generally lower)
compared to the predictions obtained from various MC simulations based on
LO or NLO matrix elements interfaced with parton showers. This discrepancy
suggested that the theoretical predictions didn’t fully capture all the intricacies
of top quark production [138].

To mitigate this discrepancy and align the simulated pp distribution of top
quarks more closely with the data, the top py reweighting technique was used
in this search. The idea is to modify the pp distribution in the MC simulations
such that it better matches the observed data. This reweighting is typically
done based on a scale factor that depends on the pr of the top quarks. By
applying these scale factors to the simulated events, the distribution of top pr
in the MC simulation is adjusted to reproduce the softer spectrum seen in the
data.

Finally, the reconstructed mass resolution o,,,, and o, —are further corrected
by applying multivariate regression techniques. This correction has the ad-
vantage of further improving detector response and corrects for semi-leptonic
b-decays that usually lead to mis-measured energy due to escaping neutrinos
worsening the b-jets energy scale and resolution. The correction is used before in

previous H — bb CMS searches [139,140] and it is available for run2 analysis in
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both MiniAOD and NanoAOD formats. The correction was derived using a deep
neural network trained on simulated top quark events with inputs that provide
information about the kinematics, shape, and composition of reconstructed jets
such as; jet kinematics, the distance AR of clustered electrons or muons within
a jet, jet composition, and information about the secondary vertex. Further
details can be found in [141].

The applied correction is furthermore validated on H/A — bb mass resolution
measured on simulated signal samples. The performance is shown in Fig. 5.16
for simulated samples of H — Z(— Il) A(— bb) events. Averaging over all resolved
categories, the improvement in mass resolution is approximately 16%, resulting
in an increase of about 10% in the sensitivity of the analysis.

CMS Preliminary 35.92 foA{-1} (13 TeV) CMS Preliminary 35.92 for{-1} (13 TeV)
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Figure 5.16. | m;;, and my;,;, distributions for simulated 2016 pre-/post-VFP signal
samples of H — Z(— {107 )A(— bb) events (my =500, my =300) GeV, before (blue)
and after (red) the jet energy regression correction. The displayed mass resolutions
are reconstructed in the nb=2 -resolved category in the ee lepton flavor.

5.4. Events selection

5.4.1. Trigger selection

Recorded events are collected with a set of dilepton triggers. The pr thresholds
applied by the triggers are asymmetric, channel-dependent, and vary from 17 to
23 GeV for the leading leptons and from 8 to 12 GeV for the subleading leptons.
Trigger efficiencies are measured with the “Tag-and-Probe” technique [142] as a
function of lepton pr and 7 in a data control region consisting of Z — #¢ events.
The derived corrections are summarized in [143,144].

The list of trigger paths at the HLT level is shown in Table 5.5.
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Table 5.5. | Trigger paths for full run2 data taking.

Year | Channel HLT path Excluded for run

2016 | DoubleMuon | HLT _Mul7_TrklsoVVL_Mu8_ TrklsoVVL_DZ
HLT Mul?_TrklIsoVVL_Mu8 TrklsoVVL

HLT Mul?_TrklisoVVL_TkMu8_ TrklsoVVL _DZ
HLT _Mul?_TrklsoVVL_TkMu8_TrklsoVVL

DoubleEG HLT FEle23 FElel2 CaloldL_TrackldL IsoVL_DZ

MuonEG HLT _Mu23_TrklsoVVL_Elel2_CaloldL_TrackldL _IsoVL_DZ | B, C, D, E, F-preVFP
HLT Mu23 TrklsoVVL_Elel2 CaloldL _TrackIdL IsoVL

HLT Mu8_TrklsoVVL_Ele23 CaloldL _TrackldL_IsoVL_DZ
HLT_Mu8_TrklsoVVL_Ele23_CaloldL_TrackldL_IsoV L H

2017 | DoubleMuon | HLT _Mul7_TrklsoVVL_Mu8_TrklsoVVL_DZ
HLT_Mul?_TrklsoVVL_Mu8_TrklsoVVL_DZ _Mass8
HLT _Mul7_TrklIsoVVL_Mu8 TrklsoVVL_DZ Mass3p8 B

DoubleEG HLT_Ele23_FElel2_CaloldL_TrackIdL_IsoV L
HLT _DiEle27_W PTightCaloOnly_ L1DoubleEG B

MuonEG HLT Mu23_TrklsoVVL_Elel2_CaloldL_TrackldL_IsoVL_DZ

HLT Mu23_TrklsoVVL_Elel2 CaloldL_TrackldL IsoVL B
HLT Mul2_TrkIsoVVL_Ele23 CaloldL _TrackldL IsoVL _DZ
HLT Mul2_TrklsoVVL_Ele23_CaloldL_TrackldL _IsoV L B

HLT_Mu8_TrklsoVV L_Ele23_CaloldL_TrackldL_IsoVL_DZ

2018 | DoubleMuon | HLT _Mul7_TrklsoVVL_Mu8_TrklsoVVL_DZ

HLT _Mul?_TrklIsoVVL_Mu8 TrklsoVVL

HLT Mul7_TrkIsoVVL_Mu8 TrklIsoVVL_DZ Mass8
HLT Mul?_TrklsoVVL_Mu8_ TrklsoVVL_DZ _Mass3p8

SingleMuon | HLT _IsoMu24
HLT _Mu50
HLT _OldMu100
HLT_TkMul00

EGamma HLT _FEle30_eta2pl W PTight_Gsf_Central PFJet35_ EleCleaned
HLT_DiEle27_W PTightCaloOnly,1Double EG

HLT FEle23 FElel2 CaloldL_TrackIdL IsoVL

HLT _FEle32_WPTight_Gsf

HLT _DoubleEle25 CaloldL_MW

HLT_Ele50_CaloldVT _GsfTrkIdT _PFJet165

HLT _FElell5_CaloldVT _GsfTrkldT

HLT _Ele28_W PTight _Gsf A, B, C
HLT_Ele30_WPTight_GSsf D
HLT _ Photon200

MuonEG HLT Mu23_TrklsoVVL_Elel2 CaloldL_TrackIdL IsoVL
HLT Mul2 _TrkIsoVVL_Ele23 CaloldL _TrackldL IsoVL_DZ
HLT _Mu8_TrklsoVVL_Ele23_CaloldL_TrackldL_IsoVL_DZ
HLT_Mu27_FEle37_CaloldL_ MW

HLT _Mu37_FEle27_CaloldL _MW
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5.4.2. Signal selection

The H/A— ZA/Z H signal is distinguished by two jets originating from b quarks
and a pair of light leptons, electrons, or muons of opposite sign. Events with
two oppositely charged leptons (e+
pr requirements, chosen to be above the corresponding trigger thresholds, for
leading and subleading leptons of 25 GeV and 15 GeV for ete™ events and
25 GeV and 10 GeV for p™pu~ events. Electrons in the pseudorapidity range
|n] < 2.5 and muons in the range |n| < 2.4 are considered.

e, u+,u_) are selected using asymmetric

The different production mechanisms and topologies with different Lorentz
boost give distinct jet signatures to the signal events. Therefore the events are
divided into four different mutually exclusive categories (nb=2 -resolved, nb=2
-boosted, nb=23 -resolved, nb=3 -boosted).

Events must have exactly two AK4 jets that pass the DeepJet algorithm, medium
working point, and meet all of the requirements mentioned in Sec. 5.2 to be
suitable candidates to reconstruct a light Higgs boson H/A — bb via gluon-
gluon fusion production in the resolved category (nb=2 -resolved). Events with
exactly one “fat” AKS8 jet with two subjets constituent, where both of them pass
the medium b-tagging working point of the DeepCSV algorithm are selected
as candidates to reconstruct ggH in boosted event topology (nb=2 -boosted).
Events with at least three AK4 jets that pass the medium working point of
the DeepJet algorithm are classified as signal events produced via b-associated
production (bbH ), and the category is denoted (nb=3 -resolved ). Finally, the
last category ( nb=3 -boosted ) is reconstructed from events that have at least
one b-tagged “fat” AKS jet and at least one b-tagged AK4-jet, these events are
selected as candidates to reconstruct bbH in boosted event topology.

The signal is expected to mostly concentrate at low Ej***

Fig. 5.17 (left) and around the Z boson peak as demonstrated in the m; mass
distribution in Fig. 5.17 (right). Therefore, tighter selection requirements are
customized to roughly keep the same number of signal events while reducing
the number of background events, thus improving the sensitivity of the search.

as demonstrated in

For events with two oppositely charged same-flavor leptons, a requirement of
70 <my <110 GeV is applied to enhance the presence of Z — £/ events. Both
requirements have a negligible impact on signal events and they are intended
to work for all signal hypotheses.

In particle physics, the simple quantity s/ /b has been widely used as a measure
of expected discovery significance. The rationale behind this formula is that a
Poisson distributed quantity n with a large mean value s+ b can be approximated
by a Gaussian distributed variable z with mean s+ b and standard deviation
\/5+0b. The intuitive explanation of this formula is that the standard deviation
of n assuming background only is v/b and therefore the ratio s/v/b represents
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the size of the signal divided by the statistical error on n expected assuming
the signal is absent.

A more precise expression of the formula above \/2((S+ B)In(1+S/B)—5)
known as Asimov’s estimate [145] is used instead as an expectation of our
search power. Both formalisms are valid but the latest is very close to the true
significance even for very small statistics, opposite to s/ Vb estimator as it often
gives overestimated values.

We use this mathematical formalism as a function of p%ﬁss, where S(B) is the
number of signals (background) events to introduce a cut to suppress background
with real missing energy. Fig. 5.18 shows the signal significance as a function
of the p?iss cut. For each produced signal sample, we compute this variable for
different values of p=® and eventually pick the cut that yields the highest value.
Events in the nb =2 -resolved, nb =2 -boosted, nb =3 -resolved, and nb=3
-boosted categories are required to have a pT** < 80 GeV.

miss

It is well known that the best value of the pp cut slightly changes with respect
to the signal hypothesis being considered. However, these two requirements
overall achieve a sensible choice to ensure high sensitivity throughout all signal
mass hypotheses.
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Figure 5.17. | 2016 ULegacy pre-/post-VFP corrected p?iss for xy — ¢ modulation
(left) and my; (right) in the nb=2 -resolved (uu) category.

The signal region selection and the defined categories are summarised in Ta-
ble. 5.7 (see Sec .5.6).

For the gluon-gluon fusion (g9 H ) production, depending on the assumed m 4 and
my masses, 94%-97% of the events passing the selection detailed in Sec. 5.4.2
fall into the nb=2 category. On the other hand, for the b-associated production
(bbH), even though more than two b-jets are expected, due to the relatively
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Figure 5.18. | Signal significance as a function of p%“ss cut, evaluated for different
2016 ULegacy pre-/post-VFP signal benchmarks in the ee lepton flavor and for the two
categories nb=2 -boosted (left) and nb=2 -resolved (right). The identical approach
was examined across three years of data taking and within both lepton flavors.

soft pr spectrum of the associated b-jets and the geometric acceptance of the
tracker, only 27%-36% fall into the nb=3 category. In addition, the overall signal
efficiency of the nb =3 category for ggH is very small making this category
irrelevant to use for hypothesis testing. A schematic view of the efficiency across
the defined signal regions is shown in Fig 5.19.

5.5. Background modelling

Backgrounds originating from various sources are considered, including Drell-
Yan events associated with the production of heavy-flavour jets, fully leptonic
top quark pair decays, diboson processes, W boson production combined with
heavy flavor quarks, Higgs boson production, as well as all other backgrounds
outlined in Sec. 5.1.2.3. Their shapes are taken from simulation, whereas they
are normalized using precise inclusive cross-sections calculated from theory. The
diboson samples are normalized using next-to-next-to-leading-order (NNLO)
cross-sections. Single-top-quark production and top-quark-pair production in
association with vector bosons are normalized to next-to-leading-order (NLO)
cross-sections. The normalization of the Higgs boson production in association
with a vector boson using NNLO QCD and NLO electroweak corrections. All
cross-sections mentioned above follow the recommendations in Ref. [146].

5.5.1. Background control regions

To help determine the normalization of the main background processes, and to
validate how well, the simulated samples model the distributions of variables
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Figure 5.19. | ggH and bbH signal acceptance times efficiency as function of m 4 for
a Heavy Higgs bosons H mass my =500 GeV. The results are shown for the events
passing the signal region selections nb=2 and nb=3 in the resolved (top) category,
similarly boosted (bottom).

most relevant to the analysis, four control regions are selected in the data. Ta-
ble. 5.6 lists the selection criteria used to define these regions for the three
lepton channels. Proper normalization of background processes is important be-

F

cause the ,uie event category is additionally used to constrain the systematics

uncertainties in the maximum likelihood fit.

The dominant backgrounds after the listed selections are from Z+jets and
top-quark production. The top control region is defined by keeping the same
selection as Z+jets control region, apart from an opposite-flavor lepton criterion,
i.e. an opposite-charge pe pair is required instead of an ee or pu pair (see also



148 Search for €707 bb signal through H/A— ZAJZH process

Table 5.6. | Definition of control regions before btag requirements

Control region ( Before btag)

resolved boosted
(nj(AK4jets) > 2 (nj(AKS8jets) > 1
and nj(AKS8jets) ==0) and nj(AK4jets) >0)
- Leading lepton pp > 25 GeV, Leading lepton pp > 25 GeV,
ar
. pe Sub-leading e (1) pr > 15(10) GeV, | Sub-leading e (1) pr > 15(10) GeV,
Control region
70 <my <110 GeV. 70 <my <110 GeV.
Ztiet L Leading lepton pp > 25 GeV, Leading lepton pr > 25 GeV,
ets
I or ee | Sub-leading e (1) pr >15(10) GeV, | Sub-leading e (u) pp > 15(10) GeV,
Control region
pair 70 <my; <110 GeV. 70 <my; <110 GeV.

Table. 5.6). A very pure control region of top-quark pair production is obtained
using pp°° and the region is further used to determine the normalization of the
background control region, whereas its shape in the signal region is taken from

the simulation.

5.5.2. Drell-Yan reweighting

In this section, the technique used for optimizing Drell-Yan-jets background
modeling is described. The method employs simple event weights which are
functions of the di-jets system invariant mass m ;. The event-by-event weight is
extracted from m; event templates which are constructed from O-btag + pr '™
cut applied on Z+jets control region done exclusively for resolved and boosted
categories ' This region is a distinct subset of data and the selected events
are entirely separate from the region of interest where the signal is expected to
manifest. This ensures that any observed effects or discrepancies in the control

region are not influenced by the presence of the signal being investigated.

The weights are derived separately for each year and lepton flavor. An example
of these templates (i.e. used to derive DY weights) is shown in Fig. 5.20 are for
2017 ULegacy data and MC simulation in ee channel.

The DY weight is applied as follows

th 4th
resolved: fgoly(mjj)[o,wO]GeV + fpoty (1M5)1150,600)Gev

Wpy = +Whinjes0,1200)Gev s (5.4

th
n
boosted: fpoly (mjj ) [0,150]GeV T Wbin] 150,1200]GeV

where n equals 6 in 2016 and 2018 and 7 in 2017. Wy,,, is the estimated weight

! The applied criteria match those specified in Table 5.7 (refer to Section 5.6), but with
the exclusion of any requirements related to b-tagging.
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Figure 5.20. | Invariant mass distributions of the di-jets system m;; resolved (left)
and boosted (right) shown in 0-btag Z(uu + ee)—+jets control region which further
used to derive the shape uncertainties corrections of DY-+jets. Error bars indicate
statistical uncertainty.

of a bin in the specified mass range. The polynomial degree fits are extracted
from the ratio Data/MC of the m,; distributions of Fig. 5.20 as illustrated in
Fig. 5.21.

mj_data
Eniries 5116.095
Mean 102.0
Std Dev 83.13
Underflow o
Overflow o
Integral 15.70095
X2/ ndf 7.605/7
Prob 0.3687
po 0.3085 £ 0.4458
pL 0.06333 £ 0.05277
p2 -0.001858 + 0.002334
p3 1.706e-5 + 5.010e-5
p4 5.742e-8 £ 5.579%e-7
pPS 1.500e-9 + 3.089%e-9
= P6_ 5.321e-12 + 6.702e-12

Data/Mc
Data/Mc

200 400 600 800 1000 1200 200 200 500 . 200 To0o 00
mjj (Gev) mjj (Gev)

Figure 5.21. | The fitted polynomial functions in the resolved (left) and boosted (right)
regions taken from Data/MC ratio of the di-jets invariant mass, m;;, of Fig. 5.20.
Events are those passing 0-btag selection criteria for 2018 data and Monte-Carlo
events.

As a cross-check of the measured DY weights, m;; and my;; distributions are

shown in Fig. 5.22 as cross-validation.
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Figure 5.22. | m,; (left), my;; (right) distributions are shown in ee+ upu lepton flavor
for ULegacy 2018 data, simulated signal and Monte-Carlo events after applying DY
weights in boosted category. Error bars indicate statistical uncertainties while shaded
bands indicate systematic uncertainties.
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5.5.3. Kinematics distributions

The following section showcases quantities such as m;;, my;; prior to the
application of b-tagging criteria (refer to Fig. 5.23), as well as my,;, and my, after
b-tagging requirements (refer to Fig. 5.24, and Fig. 5.25). These investigations
were carried out in ¢f and Z+jets control regions examining both boosted and
resolved categories across all the invariant mass systems detailed in this report,
as well as all other possible quantities including the transverse momentum (pr),
azimuthal angle (¢), and pseudorapidity angle (n), for leading leptons and jets.
This careful step in the analysis serves the purpose of validating the consistency
between data and simulation after the application of all necessary corrections. It
serves as a baseline for understanding the known physics processes and ensures
that our understanding of the Standard Model (SM) is reliable and provides
confidence in the predictions of background processes. By accurately modeling
and reproducing the known physics, any deviations observed in the data can
potentially be attributed to new physics.

- Control Region: Invariant mass systems (m;;,my;;;)
prior to b-tagging:
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The m; (left), and my,;;; (right) invariant mass distributions are shown

in the two lepton flavors (ee (top) and pe (bottom)). The distributions are illustrated

for ULegcay full run 2 data, simulated signal, and Monte-Carlo events after requiring

two opposite charge same flavor leptons and at least two resolved AK4 jets. Error

bars indicate statistical uncertainties.
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- Signal Region: Invariant mass systems (1, m;;,;,) in
the presence of nb2 b-tag:
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Figure 5.24. | The my, (left), and myy,, (right) invariant mass distributions are
shown in nb2 -resolved (top) and -boosted (bottom) category. The distributions are
illustrated for ULegcay full run 2 data, simulated signal, and Monte-Carlo events.
The signal scaled to the cross-section of the 2HDM excluding branching fractions.
The event requirements are two opposite charge same flavor leptons (ee) and exactly
two b-tagged AK4 jets that pass the DeeplJet algorithm medium working point in
the resolved category, while two subjet within the AKS jet to pass DeepCSV tagger
medium working point. Error bars indicate statistical uncertainties.
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- Signal Region: Invariant mass systems (1, m;;,;,) in
the presence of nb3 b-tag:
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Figure 5.25. | The my, (left), and my;,;, (right) invariant mass distributions are shown
in nb3 -resolved (top) and -boosted (bottom) category. The distributions are illustrated
for ULegcay full run 2 data, simulated signal, and Monte-Carlo events. The signal
scaled to the cross-section of the 2HDM excluding branching fractions. The event
requirements are two opposite charge same flavor leptons (ee) and at least three
b-tagged AK4 jets that pass the DeepJet algorithm medium working point in the
resolved category, while at least one AK4 and two subjet within the AKS8 jet to pass
DeepCSV tagger medium working point. Error bars indicate statistical uncertainties.
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5.6. Analysis strategy
5.6.1. Signal mass splitting

The first attempt to distribute the generated signal mass points (mg, m4) into
the categories that yield the largest significance using the Asimov’s estimate
formula \/2((S+B)In(1+S/B)—S) defined earlier in Sec. 5.4.2 is shown in
Fig. 5.26. This preliminary attempt has revealed that for the two signal processes
ggH and bbH, it is difficult and almost impossible to optimize a cut that can
split the signal mass points between the resolved and boosted categories based

on their estimated significance. Nevertheless, this attempt has also shown the
unique sensitivity of the bbH production mechanism in comparison to ggH . For
low values of tan/3, the branching factions of H — ZA and A — bb are no longer
dominant above twice the top quark’s mass. The most significant process will be
A — ZH(—tt) and this explains why the signal categories for the ggH process
are no longer significant for pseudo-scalar masses A greater than 360 GeV.

By studying the expected upper limits of each category and the improvement
that each of them brings to the total combination, the mass points generated
are distributed between the categories, as shown in Fig.5.27.

5.6.2. Auxiliary measurements

Auxiliary measurements can be used to estimate or reduce the effect of system-
atic uncertainties and improve the precision or efficiency of the estimation in
hypothesis testing. It can be a control region or variable. Overall, the inclu-
sion of auxiliary measurements in statistical tests aims to improve the validity,
efficiency, and precision of the analysis. By leveraging additional information
provided by these variables, researchers can gain a more comprehensive un-
derstanding of the relationships and draw more reliable conclusions from their
statistical analyses. In this search, pe control region is used for such purpose.

5.6.3. Deep Neural Network

In this search, a parametric Deep Neural Network (DNN) is used to learn in
an unbiased way the signal shape distribution. The DNN output is evaluated
for each signal mass hypothesis under study in the four-event category (nb=2
-resolved, nb=2 -boosted, nb=3 -resolved, and nb=3 -boosted) in both ee and
e channels; in addition to pe channel which further used as a control region to
help constrained tf background in the statistical test. The DNN distributions
are combined in the three lepton flavors in the maximum likelihood fit.

We use all available signal samples in the training phase, the network is then
able to infer the dependence of the signal behavior on these parameters, but only
the leading irreducible backgrounds that could possibly mimic the signal’s final
state; t¢ and Single-Top processes where both top quarks decay leptonically and
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Figure 5.26. | Estimation of the significance across categories and signal processes.

Shown bbH (top) and ggH (bottom) in ee+ pup combined lepton flavor for both
resolved (left) and boosted (right) categories.

Drell-Yan process when is produced with the additional presence of two b-jets. In
order to replicate the best available emulation of how events are distributed and
reconstructed, the output of the network is a multiclass output with the softmax
activation applied, thus each event produces 3 classes output (DY, tf, and ZA)
values €[0, 1] with their sum equal to 1. Consequently, it can be interpreted as
the probability that a given input belongs to the corresponding class, that is
process or group of processes. During training, each event is weighted the same
way as they are histogrammed, in particular, this includes the various scale
factors introduced during the data-to-simulation corrections.

The Z A in the case of (H — ZA) and ZH in the case of (A— ZH) output nodes
are the output of interest and they are used to evaluate the DNN model on
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Figure 5.27. | Division of the generated mass points between signal regions categories
(resolved, boosted, and resolved+boosted). The strategy for bbH (ggH) signals is
displayed on the top (bottom).

both data and simulated events to derive what we referred to as “DNN output
Z A(ZH)” which will be used in the hypothesis testing. In the evaluation of the
performance of the DNN model, the signal parameters are frozen to a specific
value, and only the signal sample corresponding to that value is considered.
This procedure is repeated for every parameter value for which a signal sample
is available.

For this analysis, we have constructed a single parameterized neural network
and among all architectures, we tried, the following DNN structure was found
to perform satisfyingly well:
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e The neural network implementation is done using the Keras and TensorFlow
frameworks.

e The input layer has 13 nodes:

— The reconstructed Higgs masses and the masses squared L Mybbs Mpb,
mlzlbba mgb and, My X M-

— One hot encoder on the era and lepton PDGID to perform “binarization”
of the category and include it as a feature to train the model

— The categorization is done in Sec. 5.4 is implemented with a simple use
of binary logic with the core algorithm of “Switching Neural Networks”
between resolved, boosted, ggH and, bbH .

— The signal mass hypothesis my and m 4; these parameters are the values
used for the signal sample generation, and for the background, they are
assigned randomly.

e 256 neurons, six hidden layers with SeLLU, ReLU activation functions, and
dropout is applied with a dropping probability of 0.5 if no further regulari-
sation is imposed.

The output layer has a softmax activation function, and we apply batch
normalization between all layers.

The weights are optimized using Adam with cross-entropy loss and an initial

learning rate of le ®.

e The learning rate is reduced by a factor of 5. If there is no improvement of
the loss on the validation data for 5 consecutive epochs.

The network is trained for 200 epochs or until no improvement is observed,
whichever occurs first.

The only physical quantities used as input are the reconstructed masses my;,
and my;,, however, the DNN demonstrated high prediction in the whole region
of the parameter space (m4,my). Fig. 5.28 illustrates the performance of the
DNN outside of its training set (i.e. evaluating the model for parameters on
which it was not trained). Continuity is obtained by using parameters not seen
by the network, further proving the correct interpolation of the DNN.

In the low-mass region, the resonance is a sharp Breit—Wigner distribution, so
the signal region is small. It can easily be seen that the DNN has converged to an
ellipse, which was used as an analysis strategy in the previous CMS search [34].

The boosted region, on the other hand, where myg >> m 4 means that the
decay products of the light pseudo-scalar A are boosted in the same direction,
which often makes them impossible to distinguish. Events in this region are

"Derived features (i.e. m?lbb, mib and, my X My) are created to capture additional
information, patterns, or relationships that may not be evident or adequately represented
by the original input variables alone. By introducing derived features, the DNN can have
access to a richer representation of the data, potentially improving its ability to learn complex
patterns and make accurate predictions.
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Figure 5.28. | The DNN output score distributions are shown for two distinct ggH
signal samples, corresponding to the given (my, m4) GeV values of (1000, 50) (on the
left) and (200, 100) (on the right), showcasing variations with respect to the invariant
masses My, and myp-

difficult to select and in this case, the yellow area that reflects a high DNN
score discriminant becomes much larger and far in shape from an ellipse. This
is understandable because this region has very little background contamination
and the DNN learns that it can incorporate events from this area with minimal
purity cost. This newly DNN-based approach, developed within this study, is
therefore anticipated to surpass previous studies, particularly excelling in this
boosted region.

As was mentioned in Sec. 4.4 in Chap. 4 evaluating the performance of a
trained model is very important as it allows for informed decision-making, model
selection, and iterative improvement. It also ensures that the model meets the
desired performance standards, generalizes well to unseen data, and provides
reliable predictions. The performance of the network is illustrated in Fig. 5.29
with the so-called Receiver operating characteristic curve (ROC). Each curve
shows the efficiency of correctly identifying signal or background events as a
function of the misidentification rate, when applying a sliding requirement on
the score of the DNN. A high signal efficiency for a fixed background rejection
indicates good performance.

The Area under the ROC Curve (AUC) is also shown which provides us with
an aggregate measure of performance across all classification thresholds. AUC
ranges in value from 0 to 1. Therefore, a model whose predictions are 100%

wrong has an AUC of 0.; one whose predictions are 100% correct has an AUC
of 1.

Additionally, it is extremely useful to see whether the classifier is confusing classes.
Therefore, the number of correct and incorrect predictions are summarized with
count values and broken down by each class in the confusion matrices in Fig. 5.30.
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Figure 5.29. | Visualization of the performance of the parametrized DNN, using ROC
ummed over full run 2 trained ggH signal samples. On the left, a multiclass ROC
curve is shown with class weights applied, while on the right, the same curve is shown
without the influence of class weights. These visualizations provide insight into how
the inclusion of class weights impacts the model’s capacity to differentiate between
different classes.

Confusion matrix Confusion matrix

Predicted label (normed)
Predicted label

True label True label (normed)

Figure 5.30. | Confusion matrices show the network’s multi-class classification perfor-
mance. Both plots demonstrate for each true class their contributions to the different
predicted labels. The values in these figures are normalized over the predicted condi-
tions (left) and over the true conditions (right). Values on the diagonal represent the
counting of the true prediction so the higher these values the better the predictive
ability of the model.

5.6.4. Bayesian Blocks binning

The almost universal practice of binning event data uses global methods, essen-
tially averaging over the observation interval or sub-segments of it that are large
enough to provide a good statistical sample. Although they are good for some
problems, global methods dilute small local signals, throw away a considerable
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amount of information, and introduce a dependency on bin sizes and locations.

In physics data analysis, it’s common to handle a set of discrete measurements,
requiring the grouping of these data points into finite-sized intervals, each having
a midpoint and a total width. The practice of "binning" is extensively employed
in statistics, frequently applied when constructing histograms. While histograms
serve as valuable tools for visualizing data distributions, they come with certain
drawbacks and constraints that merit attention when utilizing histogram-based
approaches in statistical testing:

e Bin Selection: The choice of bin width and the number of bins can have a
significant impact on the interpretation of the histogram. Different binning
schemes can lead to different visual representations of the data distribution.
If the bin width is too wide, important features or patterns in the data may
be obscured. Conversely, if the bin width is too narrow, the histogram may
exhibit excessive noise or variability. Determining an appropriate binning
strategy is not an easy task and is often subjective and can introduce bias
into the analysis.

e Loss of Information: Histograms summarize data by grouping values into
bins. This process inevitably leads to a loss of information. By discretizing
the data, the histogram fails to capture the exact values and nuances of
the original dataset. This loss of information can impact the accuracy and
precision of statistical testing, especially when dealing with small sample
sizes or when subtle differences need to be detected.

o Sensitivity to Bin Width: The shape and appearance of a histogram can
vary significantly depending on the bin width chosen. A different bin width
may result in a different interpretation of the data distribution, potentially
leading to different conclusions in statistical testing. This sensitivity to
bin width makes histogramming less robust when compared to other non-
parametric techniques like kernel density estimation.

o Arbitrary Cut-Off Points: In statistical testing, hypothesis tests often
involve comparing distributions or assessing whether a value falls within a
certain range. When using histograms, the determination of cut-off points or
thresholds becomes arbitrary, as it depends on the chosen binning scheme.
Different choices of binning can lead to different conclusions about the
statistical significance of a result, making the interpretation subjective.

e Smoothing and Parameter Selection: Histograms can exhibit noise
and fluctuations, especially with small sample sizes. Applying smoothing
techniques, such as kernel density estimation, can alleviate this issue to some
extent. However, these techniques require selecting appropriate parameters,
such as the bandwidth, which can introduce bias if chosen suboptimally.

With modern statistical methods, there is usually no need to engage in binning,
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since anything that can be done on “binned” discrete data can usually be done on
the underlying continuous values. It is desirable to avoid analytical techniques
that introduce arbitrary assumptions, especially in cases where alternative
techniques are available to easily avoid these assumptions. In the next section,
the Bayesian block (BB) approach will be introduced as an alternative method to
detect localized structures, reveal pulse signal shapes, and generally characterize
intensity variations avoiding any possible arbitrariness. The algorithm was
originally developed for applications in astronomy [147] and is not commonly
used in high-energy physics. We will see how this algorithm is used in this
analysis and its interest in particle physics to reveal small signals without the
need to make a rough parametric estimation, randomness, or smoothing which
very often results in a degradation of signal sensitivity.

5.6.4.1. Approach

The Bayesian approach makes explicit use of the correct statistical distribution
avoiding arbitrary binning. A sketch of standard Bayesian model fitting will
set the notation and the context. Let’s assume we have some data D, and a
model M containing a parameter 0; if there are several parameters, simply we
can interpret 6 as a vector. We want to estimate how probable it is that the
model is correct, and we want to learn something about the likely values of the
parameter -all based on the data and any prior information that we might have.

The basic relation quantifying parameter inference is Bayes’s theorem, one form
of which is;

P(6|D, M)P(D|M) = P(D|0, M)P(0|M), (5.5.)

where P(6|D, M) is the posterior probability density of 6 given the data, P(D|M)
the prior predictive probability for the data ( often also called the global or
marginal likelihood for the model), P(D|0,M) the likelihood for the parameter,
and P(0|M) the prior probability of the parameter.

Prior predictive probability represents what is originally believed before new
evidence is introduced, and posterior probability takes this new information
into account. Posterior probability distributions should be a better reflection
of the underlying truth of a data-generating process than the prior probability
since the posterior includes more information. This decomposition can provide
simple estimates of the width, location, and amplitude of pulses-assuming their
overlap is neglectable -and of the background level, without invoking parametric
or other explicit pulse-shape models.

In astronomical time series studies which was the inspiration for the use of the BB
algorithm in this thesis, the objective was to set bin edges, called “change points”,
at times when the light flux from an astrophysical object suddenly changed.
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The flux is represented by the arrival times ¢; of photons in a telescope; given a
set of event data t; for i=1,..., N. Readers unfamiliar with Bayesian time series
analysis might consult [148], or the overview, with a specific discussion of the
change-point problem. In our case, the change points play the role of histogram
bin boundaries and the formed bin (block) is consistent with a probability
density function (pdf), and the entire dataset is represented by the collection
of finite pdfs.

Nblocks

FTotal = Z f(Bk)a (56)
k=1

where Frp,,,; is the total fitness and f(B},) is the fitness of block k. The latter
can be any convenient measure of how well a constant signal represents the

data within the block. We define the fitness function as an unbinned log-
likelihood [149]:

f(Bi) = In(L;(A)) = NilnA = AT, (5.7.)

The number of blocks and the edges of the blocks are determined through the
optimization of the fitness function, which depends only on the size of the
dataset and a regularization parameter F,. To achieve a reasonable binning it is
desirable to impose a prior that assigns a smaller probability to a large number
of blocks and we adopt the following geometric prior [147]:

P(Nblocks) = P()rbelOCkSaO S Nblocks S N7 (58)

where P, is the false positive probability that is the relative frequency with
which the algorithm falsely reports the detection of a change-point in data with
no signal present. In general, the larger the number of bins, the small the F,
should be to prevent the creation of spurious, jagged bins. The normalization
constant P is given by:

P, = 117]3“ (5.9.)
where « characterizes the assumed prior distribution for the number of blocks.
An overall conservative value will suppress the detection of true change points,
while a too-liberal value will lead to spurious change points (eventually reaching
the limit of Ny;oers=N). In the tail of the DNN scores distribution, it is expected
from the Bayesian Blocks to misidentify the location of the beginning of the
signal, and instead treat that area as uniform, due to immense falling background
and the non-significant rising signal. Therefore, I tried to adapt a hybrid-binning
strategy to isolate the signal into a few bins. It works by calculating the change
points (bins) of the “background-only” and the “signal-only” separately (denoted
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“B-only” and “S-only” respectively for simplicity), results of the rebinning are
displayed in Fig. 5.31, and then combining the two sets of binning along with
the removal of any “B-only” change points that are located within the bounds
of the “S-only” region, the results are further illustrated in Fig. 5.32.

CMS simulation 138.0 fb~! (13 TeV) CMS simulation 138.0 fb~! (13 TeV)
bbH : (my, ma) = (500.0, 300.0)GeV 1014 bbH:(my, ma)=(500.0,300.0)GeV
Bkg. Signal
- Bayesian blocks: prior = 0.10 [ Bayesian blocks: prior = 0.10

10° 4

Probability density function
Probability density function

S

00 01 02 03 04 05 06 07 08 09 1.0 00 01 02 03 04 05 06 07 08 09 10
DNN_output ZA DNN_output ZA

10-1 4

Figure 5.31. | The Bayesian blocks binning is shown in black using “background-
only” (left), “signal-only” (right) DNN scores template for signal mass hypothesis
consisting of myzg =500 GeV and m, =300 GeV. Events are constructed in nb= 2
-resolved category, ee+ up channel. The Bayesian blocks are defined from a uniform
DNN template of 50 bins shown in (red) and (blue) for signal and background events

respectively.

“Background-only”, “signal-only”, and “hybrid” refer to the distribution used in
the Bayesian blocks algorithm to define the binning, not the content of the
histogram. In the “S-only”, the signal histogram is used alone, leading to small
bins in the signal regions and wide bins in the background region, while in the
“B-only” a sum of background histograms is used, leading to the reverse scenario
of “S-only”. In the “hybrid” case, background histograms and signal histograms
are used exclusively from the DNN template to set the binning, from [0,0.6]
DNN scores, only background histograms are used while from [0.6,1] the signal

histogram alone is used.

5.6.4.2. The final templates

Given the parametric approach of the used DNN, this will result in a different
BB binning strategy for each signal mass hypothesis, category, and production
mechanism. The final template obtained from the BB algorithm for a given mass
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Figure 5.32. | Different scenarios using the Bayesian blocks binning is shown;
“background-only” (blue), “signal-only” (red) and “hybrid” (black). The DNN scores
template is used for the signal mass hypothesis consisting of my =500 GeV and
m4 =300 GeV. Events are constructed in nb=2 -resolved category, ee+ pup channel.
The Bayesian blocks are defined from a uniform DNN template of 50 bins shown in
(red) and (blue) for signal and background events respectively.

is shown in Fig. 5.33. These templates are then used in the maximum likelihood
fit. The fit is applied simultaneously to both the signal region categories (i.e.
those with pu, ee, or pp+ee lepton flavors) and the pe control region !

' This essentially means performing a multi-channel ( each channel is a DNN output score
within the range of [0, 1]) fit where the different categories are treated as separate channels.
The observed data and the expected signal and background distributions in each category are
taken into account collectively in the fit. The main idea is to gain more statistical power by
exploiting the information from different categories simultaneously.
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5.7. Systematic uncertainties

The impacts on the statistical interpretation of the result of systematic uncer-
tainties affecting normalization and the shape of the kinematic distributions
were studied. Experimental, theoretical, statistical, and modeling uncertainties
on the normalization and shape of the signal and background estimates give a
non-negligible contribution to the total uncertainty and are thus evaluated for
use in the statistical model; these are described below.

1. Theoretical uncertainties

e Background theoretical cross sections: Theoretical uncertainties
in the cross sections of backgrounds estimated using simulation are
considered systematic uncertainties in the yield predictions.

e QCD scale uncertainty: This uncertainty is estimated by varying
the renormalization (puy) and the factorization (uy) scales, used during
the MC generation of the sample, independently by a factor 0.5, 1
or 2. Unphysical cases, where one scale fluctuates up while the other
fluctuates down, are not considered. An envelope is built from all 6
possible variations by taking in each bin of the distribution the maximum
(minimum) variation and is used as an estimate of the QCD scale
uncertainties for all the background and signal samples.

e Parton Distribution Functions (PDFs) uncertainty: The magni-
tude of the uncertainties related to the parton distribution functions
and the variation of the strong coupling constant for each simulated
background and signal process is obtained using the replicas of the
NNPDF3.1. set [127].

2. Experimental uncertainties

e Luminosity: Uncertainties on the estimation of the luminosity follow
the recommendations of the LUMI POG [150]. The uncertainties are
applied as rate-only log-normal uncertainties. The uncertainty values
per era and correlations between years are summarised in Table 5.8.

Table 5.8. | Uncertainties on the luminosity estimation in percent.

2016 2017 2018
Uncorrelated 2016 1.0%
Uncorrelated 2017 2.0%
Uncorrelated 2018 1.5%
Correlated 2016/2017/2018 | 0.6% 0.9% 2.0%
Correlated 2017/2018 0.6% 0.2%

e Drell-Yan reweighting: The derived weights in Sec. 5.5.2 are consid-
ered as a source of systematic uncertainty for the DY+jets background
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during the statistic test. Uncertainties are applied as uncorrelated shapes
across the three-year, resolved, and boosted categories and lepton flavors.
The systematics variations are summarised in Table. 5.9.

Table 5.9. | Summary of the event weight used to reweight DY-+jets events together
with its up and down variations, assigned as a source of systematic uncertainty.

Nominal | w
Up 2 x (w-1) +1
Down (w-1)/2 +1

e Lepton identification, reconstruction and isolation: Uncertainties
on the electrons and muons identification, reconstruction, and isolation
are determined and provided centrally, extracted with a “tag-and-probe
analysis on Z — [l events. The impacts of this uncertainty on the shape
and normalization of the ¢f process in the DNN score template is shown
in Fig. 5.34.

e Jet energy scale and resolution: Uncertainties in the jet energy scale

77

are of the order of a few percent as a function of jet pt and n. We vary
the jet energy scale by +10. A difference in the jet energy resolution of
about 10% between data and simulation is accounted for by worsening
the jet energy resolution in the simulation by 7n-dependent factors. The
uncertainty due to this is estimated by a variation of the factors applied
by +10. We treat both JER/JES as one combined scheme of uncertainty
sources, uncorrelated across all years.

In 2018 an additional uncertainty source was applied to cover the effects
of the HEM1516 issue . This additional uncertainty consists of a 20%
downward variation of the jet energy for jets with —1.57 < ¢ < —0.87
and —2.5<n<—1.3.

o Trigger efficiency: Trigger efficiencies are evaluated using the “tag-and-
probe” technique on Z — £¢ events. Uncertainties on this measurement
are considered a source of systematic uncertainties.

e b-tagging: The b-tag and light-flavor mistag rate uncertainties are
determined as a function of the jet pr and 7. Effect on the analysis
is estimated by varying these corrections respectively by one standard
deviation, separately for heavy- and light-flavour jets.

e Pileup: The measured minimum-bias cross section is varied by +5%
to produce different expected pileup distributions.

! The endcaps of the hadron calorimeter failed to cover the phase space at —3 <n < —1.3
and —1.57 < ¢ < —0.87 during the 2018 data-taking period (referred to as the hadronic
calorimeter endcaps minus (HEM) issue) which causes a significant increase in the multijet
background. The transverse momentum of the jets in this region is typically under-measured,

. . miss
which results in over-measured Ep
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3. MC statistics: Our estimates of the backgrounds come mainly from MC

simulation and in this case, these estimates are subject to a statistical
uncertainty on the number of simulated events. In principle, we should
include an independent statistical uncertainty for every bin of every process
in our model. We take the uncertainty from statistical fluctuations in the
predictions into account following a method similar to the one proposed
by Barlow and Beeston [151]. We use a simplification of their method,
often called the Barlow-Beeston-lite approach, which uses a single nuisance
parameter per bin, rather than one for every sample in every bin [152].
In the Barlow-Beeston method, each sample receives a nuisance parameter
in each bin which multiplies the bin yield and is constrained according to
the pdf of the number of expected events L While, in the full method, the
expected pdf is taken to be a Poisson distribution, based on the number of
events in the sample. Additionally, rather than constraining the nuisance
parameter using a Poisson distribution, it is constrained using a Gaussian.
The effective number of events in each bin, n.g, defines the variance of the
Gaussian and is calculated as:

2
n

N = ———— 5.10.
o Zproc 612—“1"0C ( )
Where n is the sum of events from all background sources, and e, is the
statistical uncertainty on a given process.
The largest source of uncertainty in this search arises from the statistical
uncertainty of the data in the nb3 signal region. Nonetheless, experimental,
theoretical, and modeling uncertainties626 on the normalization and shape
of the signal and background estimates give a non-negligible contribution
to the total uncertainty. It is important to note that since the probed mass
range is large and the parametric nature of the DNN, we expect nuisance
parameters to yield different impacts depending on the considered mass
hypothesis.

Correlation matrices are useful when identifying relationships and dependencies
between nuisance parameters, indicating that changes in one parameter are
associated with predictable changes in another. This knowledge is essential for
understanding the behavior of the model and the impact of the uncertainties
on the final results®.

It’s important to note that the specific calculation and interpretation of the
correlation matrix may vary depending on the statistical fit procedure and the

1Meaning only a single parameter is applied for the yield in each bin, summed over all
processes, including the signal.

2 Correlation matrices quantify the linear relationship between pairs of nuisance parameters,
ranging from -1 to 1. A correlation coefficient of 1 indicates a perfect positive correlation, -1
indicates a perfect negative correlation, and 0 indicates no correlation.
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Table 5.10. | Correlations of systematic uncertainties source.

Uncertainty source ‘ Type ‘ 7 sources ‘ Year correlation ‘ Comment

g scale shape 1/year v Separately for each process

i scale shape 1/year v Separately for each process

PDF shape 1/year v Separately for each process

PS scale ISR shape 1/year v Separately for each process

PS scale FSR shape 1/year v Separately for each process

tt cross-section rate 1 v Only for tt

Drell-Yan cross-section rate 1 v Only for DY

Single-Top cross-section | rate 1 v Only for Single-Top

Luminosity rate 1/year + 2 partially See Table 5.8

Lepton scale factors shape 4/year Reco and ID for electrons, ID and iso for muons
Trigger efficiency shape 3/year — One for each pair of ee, pp, and pe
L1 prefire correction shape 1 v only for 2016 and 2017

Pileup shape 1 v

Jet energy scale shape 1/year — combined scheme

Jet energy resolution shape 1/year combined scheme

HEM issue shape 1 — Only for 2018

b tagging light flavour shape 1/year 4+ 1 partially

b tagging heavy flavour | shape 1/year + 9 partially Pileup correlated with other pileup variations
Top pt re-weighting shape 1 v

DY re-weighting shape | 1/year/category —

Size of MC samples ‘ shape ‘ 1/bin —

assumed mass parameter of the signal.

The analyses conducted on various masses and the signal region categories for
the two production modes (ggH and bbH) required a separation of the DY +jet
samples outlined in Table 5.2 of Section 5.1.2.3 into subprocesses associated
with DY+(0, 1, 2) B hadrons. Similarly, a comparable approach was applied
to tt, splitting it into distinct samples with a minimum of (0, 1, 2) B hadrons
within a jet. As a consequence, the decorrelation of all interdependencies among
the theoretical uncertainties associated with these processes. The following
allows for model reparameterization and simplification, transforming possible
anti-correlated parameters into independent or weakly correlated parameters.
The effects on the total yields in the signal region are summarised in Tab. 5.11
for a given mass of bbH signal.
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Figure 5.33. | Unblinded post-fit distributions. The final templates are built using
the “S-only” Bayesian block binning in the signal region category (i.e. ee,upu, ee+ pp)
flavors of lepton) and “B-only” in the control region (i.e. pe). The fit is performed on full
run 2 data assuming a background-only hypothesis (r=0). The signal mass is defined
(mp,m4) = (379,54.59) GeV for signal bbH (top) and signal ggH (bottom). Error
bars indicate statistical uncertainties, while shaded bands show post-fit systematic
uncertainties. The signal (dashed red) is normalized to H — Z A — £ £ bb cross-section
and branching ratio in the context of 2HDM type-II for cos(8 —a)= 0.01 and tanf8=
5.
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Figure 5.34. | Effect of the electron identification systematic variations on the DNN
scores template after adopting the Bayesian blocks rebinning “signal-only” strategy.
The DNN is evaluated on 2016 ULegacy pre-/post-VFP ¢t background processes and
on the simulated signal samples for mass parameters my =500 GeV, m4 =300 GeV.
Events are constructed in nb=2 -resolved category, ee lepton flavor.
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Table 5.11. | Summary of the systematic uncertainties and their impact range on total
yields in the signal region nb2+nb3 -resolved category, (ee+ pp) combined leptons
flavor for background and for bbH signal mass hypothesis myg =379 GeV, m4 =44.72
GeV of the final DNN template.

Source Background yield variation Signal yield variation
Light flavor jet b-tagging (DeepJetM) 4.0% 0.3%
Jet energy scale FlavorQCD uncertainty 2.8% 1.2%
Electron identification 2.4% 2.1%
Jet energy scale Absolute uncertainty 1.9% 0.6%
Heavy flavor jet b-tagging (DeepJetM) 1.8% 1.8%
Correlated luminosity 2016,2017,2018 1.2% 1.3%
Jet energy scale BBEC1 uncertainty 1.1% 0.4%
Jet energy scale 2018 uncertainty 1.1% 0.5%
Light flavour jet b-tagging (DeepJetM) 0.9% < 0.1%
Jet energy scale RelativeBal uncertainty 0.9% 0.3%
MC statistics < 0.1% < 0.1%

Affecting only DYOb (18.3% of the total bkg.)

QCD renormalisation scale (up) uncertainty 4.7%
QCD factorization scale (i) uncertainty 2.6%
QCDMuRF_DYO0b 1.7%
Parton shower initial state (ISR) uncertainty 1.4%
Parton distribution functions (PDFs) uncertainty 0.6%
Parton shower final state (FSR) uncertainty 0.3%
MC statistics < 0.1%
Affecting only DY1b (13.3% of the total bkg.)
QCD renormalisation scale (u ) uncertainty 7.2%
QCD factorization scale (i) uncertainty 4.8%
Parton shower initial state (ISR) uncertainty 2.8%
QCDMuRF_DY1b 2.0%
Parton distribution functions (PDFs) uncertainty 0.7%
Parton shower final state (FSR) uncertainty 0.4%
MC statistics < 0.1%
Affecting only DY2b (36.6% of the total bkg.)
QCD renormalisation scale (up) uncertainty 10.1%
QCDMuRF _DY2b 8.8%
Parton shower initial state (ISR) uncertainty 1.6%
QCD factorization scale (i) uncertainty 1.4%
Parton shower final state (FSR) uncertainty 1.3%
Parton distribution functions (PDFs) uncertainty 0.6%
MC statistics < 0.1%
Affecting only tt (29.0% of the total bkg.)
QCDMuRF _ tt 11.4%
QCD renormalisation scale (4 p) uncertainty 9.6%
Parton shower final state (FSR) uncertainty 2.8%
QCD factorization scale (i) uncertainty 1.4%
Parton distribution functions (PDFs) uncertainty 0.4%
TopPt_reweighting 0.4%
Parton shower initial state (ISR) uncertainty 0.2%
MC statistics < 0.1%
Affecting only ttB (0.9% of the total bkg.)
QCDMuRF _ttB 12.3%
QCD renormalisation scale (up) uncertainty 10.6%
Parton shower final state (FSR) uncertainty 9.2%
Parton shower initial state (ISR) uncertainty 1.8%
QCD factorization scale () uncertainty 1.6%
Parton distribution functions (PDFs) uncertainty 0.5%

Continue on the next page
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Table 5.11. | Summary of the systematic uncertainties and their impact range on total
yields in the signal region nb2+nb3 -resolved category, (ee+ pp) combined leptons
flavor for background and for bbH signal mass hypothesis myg =379 GeV, m4 =44.72
GeV of the final DNN template (continuation).

Source Background yield variation Signal yield variation
TopPt_reweighting 0.2%
MC statistics < 0.1%

Affecting only Single top (0.8% of the total bkg.)

QCD renormalisation scale (u ) uncertainty 5.1%
QCD factorization scale (i) uncertainty 2.6%
QCDMuRF _ SingleTop 2.2%
Parton shower final state (FSR) uncertainty 2.0%
Parton shower initial state (ISR) uncertainty 1.3%
Parton distribution functions (PDFs) uncertainty 0.5%
MC statistics < 0.1%
Affecting only bbH signal
QCD renormalisation scale (up) uncertainty 22.5%
QCD factorization scale (i) uncertainty 11.1%
Parton distribution functions (PDFs) uncertainty 1.6%
Parton shower final state (FSR) uncertainty 1.6%
Parton shower initial state (ISR) uncertainty < 0.1%
QCDMuRF_bbH < 01%
MC statistics < 0.1%

In addition, if we want to evaluate the behavior of the profile likelihood, we
very often look at the nuisance parameters pulls and impacts; Pulls quantify
how far we have to “pull” the nuisance parameter from its expected value
to find the MLE. While the impact gives a measure of the “impact” of the
variation of the nuisance parameter on the parameter of interest. Fig. 5.35
illustrate the main impacts of nuisance parameters on signal mass parameters
g9H (mg,m4)=(500,250) GeV.



Systematic uncertainties 175
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Figure 5.35. | The first ten leading nuisance parameters with the largest impacts
on the fitted signal strength T assuming no signal (t= 0) ranked from highest impact
to lowest. The fitted DNN templates corresponding to full run2 data, nb2 + nb3 -
resolved category, (ee+ pu+ pe) combined lepton flavours, and for bbH signal mass
parameters (mg, m4)= (379, 44.72) GeV. The left panel illustrate the shifts between
post-/pre-fit values (@ —0y) and uncertainties of these parameters, relative to their
pre-fit uncertainty A©, while the right panel shows the impact of each parameter on
the signal strength when varied £1 standard deviation.
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5.8. Results and interpretation
5.8.1. Significance and p-value scan

A posteriori expected significance is computed for full run 2 data from an
Asimov dataset of signal+background and illustrated in Fig. 5.37. The signal is
normalized to ggH production cross-section and branching ratio BR(H — ZA)
x BR(Z —£107) x BR(A —bb) in the context of type-II 2HDM. The expected
p-value scan as was described in Chap. 4 indicates how likely it is that our
data would have occurred by random chance (i.e. that the null hypothesis is
true). The result from the p-value scan displayed in Fig. 5.36 and Fig. 5.37
indicate that lighter pseudo-scalar masses (m 4 <200 GeV), which correspond
to heavier Higgs masses (my <500 GeV) in the 2HDM type-II, might impose
the most stringent constraints on the 2HDM parameters and potentially lead
to the rejection of the null hypothesis.

The computed local p-value in the (my4, my) plane was obtained by evaluat-
ing the parametric DNN output at each simulated mass point. These points
corresponded to signal benchmarks with their respective cross-sections and
branching fractions for type II 2HDM, specifically for cos( — «)=0.01 and
tanf=1.5 (20.) for ggH (bbH) signal. Mass values falling between these points
were extrapolated.

CMS Simulation 1381b" (13 TeV) CMS Simulation 138 fb™ (13 TeV)
< 1000 1 o <1000 1 o
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1G] [ b-associated production, H — ZA — llbb S G E gg-fusion, H — ZA — libb <
= 900/~ b2enb3, resolvedsboosied, uu+ee+uelfl | ¢ & = 900/% b2, resolved+boosted, i + ee + i e 1o &
£ I / £ I
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800/ 800{-
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Figure 5.36. | Expected local p-values for a 2HDM Higgs boson mass (mg) as a
function of the light pseudo-scalar (m,) are presented, considering the decay mode
H — Z A and two production mechanisms: b-associated production (left) and gluon-
gluon fusion production (right). These values are derived from the combination of
nb2+mnb3 (left) and nb2 (right) in both resolved and boosted signal region categories.
The mass splitting procedure outlined in Sec.5.6.1 is applied, and the results are
obtained for a combined lepton flavor (ee+ i+ pe).
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Figure 5.37.
expected significance is shown for a fixed value of the pseudo-scalar A mass, m,4, and
as a function of the heavy Higgs H mass, my. Bottom: ggH expected significance
is shown for a fixed value of the heavy Higgs H mass, mpy, and as a function of
the pseudo-scalar A mass, m 4. The dashed curves show the median expected local
p-value while the horizontal dashed lines indicate the p-values corresponding to the

significance of 1 to 6 o.
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5.8.2. 95% confidence level upper limit scan
5.8.2.1. 1D scan
e H—-ZA

Assuming the absence of any signal surpassing the anticipated background levels,
a confirmation or rejection of this assumption will be found in the upcoming pub-
lication [153]. We can set the upper limits at 95% confidence level on the product
of the production cross section and branching fraction for H — ZA — (1~ bb
using the asymptotic modified frequentist method (asymptotic CL,) [154] as a
function of H and A mass hypothesis. 1D slices are shown in this section for
a fixed mass of my for clarity and illustration. Fig. 5.38 shows the expected
limits from full run 2 data for given values of the heavy Higgs mass.

Fig. 5.39 effectively illustrates that this analysis has attained sensitivity in the
low-mass regions through the utilization of boosted categories. In summary,
when my >4 X my, the anticipated upper limits on o are superior in the
boosted categories compared to the resolved ones. This plot also highlights the
complementary nature of both production mechanisms, i.e., ggH and bbH. For
instance, gluon-gluon fusion predominates at lower values of tan3, meaning that
certain mass points such as the one shown on the plot can only be excluded
when focusing on the lower end of this 2HDM parameter space. Conversely, for
b-associated production, which dominates at higher values of tan8 due to the
enhanced bottom Yukawa coupling proportional to tang, such masses cannot
be excluded unless we consider the higher range of tang.

The enhancement achieved by incorporating the boosted signal category is evi-
dent in Tab. 5.12. This improvement is particularly noticeable for a signal mass
parameter of (mg,m4)=(650,50) GeV, where the signal events are expected
to be significant in the boosted region due to the substantial mass difference
between the H and A bosons.
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Figure 5.38. | Upper limits on H —» ZA — 0707 bb production cross section times
branching ratio for bbH signal (left) and ggH (right) using the nb2+mnb3 category for
bbH and nb2 for ggH. The limits are shown for a combination of resolved+boosted
regions, following the mass splitting detailed in Sec. 5.6.1 for two fixed values of the
Heavy Higgs, H, mass, mg =296.1 GeV (top) and my =516.94 GeV (bottom). The
dashed line represents the expected limit, computed for full run 2 data using the
asymptotic C'L, method. The green and yellow bands represent the 1 and 2 standard
deviations for the expected limit.

o A—~>7H

Recall that the idea behind generating only a limited set of mass points in the
context of A— ZH, which are intentionally identically produced for H — Z A, is
to validate the interchangeability of these masses. This approach was employed
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Figure 5.39. | Expected 95% CL upper limits on H — ZA A production cross
section times branching ratio for (mgy,m,4) = (609.21, 30) GeV ggH limits are shown
in nb=2 -resolved, nb=2 -boosted, while bbH limits are shown in nb=3 -resolved,
and nb =3 -boosted. Expected upper limits are calculated for ULegacy 2018 data
using the asymptotic CLg,,, method.

in a prior search [34]. Although both processes culminate in the same final state
(Wfbg), distinctions can emerge in terms of event characteristics, signatures,
couplings, kinematics, and branching ratios. If these discrepancies prove to be
negligible, it would obviate the need for an extensive Monte-Carlo simulation in
both scenarios, as it becomes apparent that H — Z A and A — Z H are essentially
equivalent through the reconstruction process.

The expected limits for the A — Z H scenario are presented for two representative
mass points in Tab. 5.13 and Tab. 5.14. For a more comprehensive and detailed
set of results, please consult the forthcoming publication in [153].
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Table 5.12. | Observed and expected limits for 2HDM type II signal mass
(mg,m4)=(500,50) GeV signal mass hypothesis. The outcomes are derived within
the context of the type II 2HDM, with parameters set at cos(8 —a) = 0.01 and
tanB =1.5 (20.) for gluon-gluon fusion (b-associated production) mechanism and have
been obtained for CMS full run 2 datasets.

Cat. Observed (fb) Expected (fb) =+1 Standard deviation (fb) +2 Standard deviations (fb)
bbH : nb2,boosted, ppu+ee - 14.16 11.568 £ 9.334 27.646 £ 11.948
bbH : nb2,resolved, pu+ee - 17.09 15.26 & 11.057 36.217 4 14.153
bbH : nb3,boosted, i+ ee - 15.137 12.941 + 9.978 30.47 £ 12.772
bbH : nb3,resolved, ppu+ee - 18.066 15.102 4 11.688 35.375 £ 14.961
bbH : nb2+nb3,boosted, pp+ee - 10.254 8.961 + 6.509 21.441 + 8.331
bbH : nb2+nb3,resolved, pp+ee - 10.254 8.182 £ 6.759 19.438 + 8.652
bbH : nb2+nb3,resolved + boosted, pji+ee - 7.324 5.288 + 4.835 12.724 + 5.951
ggH :nb2,boosted, i+ ece - 8.301 5.993 + 5.691 14.42 + 7.004
ggH :nb2,resolved, pju+ee - 8.301 5.993 £ 5.691 14.42 + 7.004
9gH :nb3,boosted, i+ ee - 8.301 7.254 + 5.48 15.741 + 6.744
ggH :nb3,resolved, i+ ce - 105.957 92.6 + 68.551 216.402 + 87.746
g9H :nb2+nb3,boosted, pp+ee - 6.348 4.341 £ 4.19 10.236 £ 5.157
ggH :nb2+nb3,resolved, -+ ee - 7.324 5.844 + 4.835 12.95 + 5.951
99H :nb2+nb3,resolved+ boosted, pj+ ee - 4.395 3.674 £ 3.124 8.495 £ 3.571

Table 5.13. | 95% CL, upper limits on A — ZH — £T¢7bb production cross
section times branching ratio B(A — ZH) x B(Z — £'07) x B(H — bb) for
(ma,mpg)=(500,250) GeV signal mass hypothesis. The outcomes are derived within
the context of the type II 2HDM, with parameters set at cos(8 — a) = 0.01 and
tanf =1.5 (20.) for production mechanisms of gluon-gluon fusion (b-associated) and
have been obtained for CMS full run 2 datasets.

Cat. Observed (fb) Expected (fb) +1 Standard deviation (fb) +2 Standard deviations (fb)
bbA :nb2+nb3,boosted, pju+ee+ pe - 52.189 28.916 + 16.771 76.806 + 26.502
bbA :nb2+nb3,resolved, pp+ee+ pe - 10.529 5.75 &+ 3.358 14.48 + 5.306
bbA :nb2+nb3,resolved 4 boosted, pp+ee+ pe - 10.255 5.6 £ 3.295 14.102 + 5.207
ggA :nb2,boosted, ppu+ee+ pe - 265.012 155.284 £ 88.203 411.325 £ 137.682
ggA :nb2,resolved, i+ ce+ e - 3.976 2.061 + 1.258 5.112 + 1.988
9gA:nb2,resolved-+boosted, i+ ee + pe - 3.932 2.037 + 1.244 5.054 % 1.966

o H/A—s ZA/H(125)
A comparison of the expected upper limits of H — ZA(125) — £T¢~bb and
A— ZH(125) — €7 ¢7bb at 95% CL can be seen in Tab. 5.15.

A was demonstrated in Chap. 2 H and A bosons have distinct properties and
differ in their couplings to fermions and gauge bosons. Their specific properties
depend on the choice of the 2HDM model and its parameter space. The H and
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Table 5.14. | 95% CL, upper limits on A — ZH — £7¢7bb production cross
section times branching ratio B(A — ZH) x B(Z — £707) x B(H — bb) for
(ma,mpg)=(780,680) GeV signal mass hypothesis. The outcomes are derived within
the context of the type II 2HDM, with parameters set at cos(8 — a) = 0.01 and
tanf = 1.5 (20.) for production mechanisms of gluon-gluon fusion (b-associated) and
have been obtained for CMS full run 2 datasets.

Cat. Observed (fb) Expected (fb) +1 Standard deviation (fb) +2 Standard deviations (fb)
bbA : nb2+nb3,boosted, jipu+ee+ pe - 8.022 4.413 4 2.594 11.233 + 4.074
bbA :nb2+nb3,resolved, pup+ee+ pe - 3.419 1.922 + 1.121 4.964 £ 1.75
bbA : nb2+nb3,resolved + boosted, pp+ee+ pe - 3.036 1.694 + 0.988 4.332 £ 1.542
g9 A : nb2,boosted, piji+ee+ pie - 0.178 0.107 + 0.061 0.28 + 0.095
ggA :nb2,resolved, i+ ee+ pie - 0.003 0.001 + 0.001 0.004 + 0.001
9gA :nb2,resolved +boosted, pji+ee+ pe - 0.003 0.001 + 0.001 0.004 = 0.001

A bosons correspond to the two neutral scalar fields in the 2HDM. The H boson
is typically referred to as the “CP-even” scalar, while the A boson is known as
the “CP-odd” scalar or pseudo-scalar L

While conducting an analysis focused on the £7¢7bb final state, it was initially
considered challenging to discern discrepancies between the H and A bosons.
Surprisingly, the expected upper limits displayed in Tab. 5.15 revealed a sub-
stantial disparity. It was previously believed that only precise measurements,
including production rates, decay branching ratios, and angular distributions,
would be instrumental in distinguishing between the H and A bosons. The
initial investigation suggests that the DNN training, which was applied simul-
taneously to both production processes, managed to successfully differentiate
between these two processes. However, for a more comprehensive understanding,
it is recommended to refer to the forthcoming publication [153].

5.8.2.2. 2D scan

Similar to the one-dimensional limit scans we can also set upper bounds in the
two-dimensional plane of 2HDM parameters. Upper limits at 95% CL on the
product of the production cross-section and branching ratio for H — ZA— 00 bb
are set in the mass plane as a function of the mass hypothesis my and my.
These results are shown for different signal points in Fig. 5.40 and are interpreted
in the context of the type-II 2HDM for the theoretical benchmark cos(8 — a)
= 0.01 and tanf = 1.5 (20.) for ggH (bbH). In order to describe the entire
mass plane, the outcomes for intermediate mass values are interpolated, as
demonstrated in Fig. 5.41.

Certain results may exhibit the utilization of the nb2+nb3 category for gluon-
gluon fusion or the inclusion of all mass points in both resolved and boosted

! The CP (charge-parity) quantum number describes the symmetry properties of a particle
under charge conjugation (C) and parity (P) transformations.
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Table 5.15. 1 95% CL, wupper limits on H/A — ZA/H(125) — (t0~
b-associated  production cross section times branching ratio
B(H/A— ZAJH)x B(Z—0"¢") x B(A/H — bb) for (muya,maym)=(200,125) GeV
signal mass hypothesis. The outcomes are derived within the context of the type II
2HDM, with parameters set at cos(8—a«)=0.01 and tang8 =1.5 (20.) for production
mechanisms of gluon-gluon fusion (b-associated) and have been obtained for CMS
full run 2 datasets.

Cat. Observed (fb) Expected (fb) =1 Standard deviation (fb) =+2 Standard deviations (fb)

bbH :nb2+nb3,boosted, i+ ee - 23.715 15.125 + 8.049 43.461 + 12.414
bbH :nb2+nb3,boosted, pp+ee+ pe - 22.669 13.916 £ 7.545 39.441 = 11.777
bbH :nb2+nb3,resolved, i+ ee - 38.084 19.431 +£ 11.715 47.895 £ 18.745
bbH :nb2+nb3,resolved, pp+ee+ pe - 28.738 13.975 &+ 8.77 33.52 £ 14.032

bbH :nb2 +nb3,resolved +boosted, i1+ ee - 19.182 10.169 + 6.069 24.998 £ 9.591

bbH : nb2+nb3,resolved+boosted, pju+ee+ pe - 17.019 8.48 + 5.301 20.376 + 8.377

bbA : nb2+nb3,boosted, pji+ee - 110.306 67.711 £ 37.492 177.158 £ 58.169
bbA : nb2+4nb3,boosted, i+ ee+ pe - 102.785 60.636 + 34.467 157.339 £ 53.801
bbA : nb2+nb3,resolved, pp+ee - 44.847 24.133 + 14.365 60.461 + 22.423
bbA : nb2+nb3,resolved, pp+ee+ pe - 30.989 16.552 £ 9.805 41.539 £ 15.494
bbA : nb2+nb3,resolved + boosted, i+ ee - 41.365 22.094 + 13.25 55.448 + 20.682
bbA : nb2+nb3,resolved+boosted, pp+ee+ pe - 29.387 15.579 £ 9.298 39.338 + 14.694

categories, as detailed in Sec. 5.6.1 a strategy was implemented to distribute
the generated signal mass hypotheses between resolved and boosted categories,
and the nb2 category was also eliminated for gluon-gluon fusion. Therefore, for
a comprehensive presentation of the results, including the observed outcomes,
please consult the forthcoming publication [153].
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CMS simulation
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5.8.3. 2HDM interpretation

Results for one particular signal mass point (mpg, m,4) can be scanned in
cos(B—a) vs. tanf plane, as illustrated in Fig. 5.42 for the benchmark

myg =500 GeV, m 4 =300 GeV. The expected excluded region is delimited by the
red dashed area: values of |cos(8 —«)| < 0.1 and of tanS from approximately 1.1
to 3.0 are expected to be excluded at 95% CL for ggH signal process of type-II
2HDM. On the other hand, bbH allows the exclusion of high values of tan5 > 10.
due to the enhancement of bottom Yukawa coupling as was demonstrated in
Chap. 2.
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Figure 5.42. | Expected exclusion contours at 95% C.L. on (;(f:ﬁH) for 2HDM type
IT benchmark (mg, m4)= (500, 300) GeV as a function of tanS and cos( — ) (right).
Limits are calculated using the asymptotic CL, for gluon-gluon fusion (left) and
b-associated production (right) combining the two categories nb=2 and nb=3 in the
signal regions resolved and boosted as well as eTe” and ,u+ u~ lepton flavors.

The upper limit results will be presented using two distinct approaches. The first
approach involves treating the two processes (i.e. ggH and bbH) independently.
The second approach, on the other hand, treats both processes as a single
parameter of interest, denoted as “r”’. To achieve this, a new model is constructed,
taking into account the predicted cross sections of both processes, for every
point examined within the 2HDM parameter space. Upper limits are then
determined for o x BR(H/A— ZA/H)— BR(A/H — bb), with ¢ encompassing
contributions from both processes. However, it’s important to note that the first
approach will necessitate appropriate scaling for a given tan3 when conducting
the statistical test. Achieving exclusion contours for each tan value will demand
substantial computational power and extensive CPU usage. For an overview of
these results, please consult the forthcoming publication in [153].
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5.8.4. Comparison with previous searches

This search has analyzed the complete CMS run 2 datasets, exploring both
the resolved and boosted regions, and stands out as the first prior to previous
ATLAS and CMS searches in the same final state (i.e. £7¢7bb), to probe as well
as two production mechanisms: gluon-gluon fusion and b-associated production
representing a significant leap forward. This has led to the need to create distinct
categories based on the b-jets kinematics and multiplicity.

In the past, the ATLAS search employed (ExpGaussExp (EGE) and Crystal
Ball (DSCB)) to examine and match the invariant masses of my;, for the
purpose of identifying the target signal region [155]. Conversely, in an earlier
approach by CMS during the initial run, they relied on defining a specific area,
commonly termed a “box”, within the two-dimensional mass plane of (my,m;)
to isolate the desired signal region [129]. However, it was subsequently found
that using ellipses as an extraction technique yielded superior results. This
shift in methodology resulted in a reduction of background interference and an
enhancement of the signal’s clarity [34]. For more detailed information on these
different approaches, you can refer to the respective papers associated with each
of these studies. Although previous methods effectively fulfilled their roles in
their respective timeframes, they proved insufficient in capturing the full range
of intricate signal features across the entire mass spectrum. The adoption of
a parametric Deep Neural Network in this study has emerged as the ultimate
and highly efficient solution in this search context.

The major benefit of the DNN is illustrated in Fig. 5.43 in a comparison with
the ellipses strategy used in the previous 2016 analysis [34].

In the previous 2016 analysis, the observed limits for the production cross
section times branching ratio (o x BR) of ggH (H — ZA— £ £~ bb) with a mass
configuration of (mg, m4) = (200, 50) GeV were determined to be 157 fb. The
limit has seen a notable enhancement, by a factor of 1.57. It’s worth highlighting
that the degree of improvement varies based on the assumed mass hypothesis.
This improvement is not solely attributable to the increased luminosity but also
comes from the advancements in the analysis strategy and techniques.

As an example, consider a different signal mass hypothesis shown in Tab. 5.16,
which highlights that the enhancements can result in a significant improvement,
reaching up to a factor of 4.94 times better for ggH compared to the previous
2016 analysis [34]. In the earlier analysis, the observed limit for the same mass
point was 74.8 fb. The table also serves as a demonstration to underscore the
significance of combining categories to enhance the limits.

A full comparison of the mass plan with the 2016 analysis in Fig. 5.44 reveals
enhancements spanning the entire mass spectrum. These improvements become
evident when considering the incorporation of the previously highlighted yellow-
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95% C.L. limit on o(pp - H) x BR(H - ZA) x BR(A - bb) (fb)

Figure 5.43.

both the expected and observed limits hypothesis using the ellipses strategy used in
the 2016 search [34], while the right plot shows the expected limits using the DNN
score as a template for signal extraction. The limits are computed using the asymptotic
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Table 5.16.

using C'L, method for (mg, m4)= (500, 400) GeV.

400 500 600 700 800
ma(GeV)

The expected 95% C.L upper limits on ¢ ggH production cross section

times branching ratio (H — ZA —>Z+€7b5) for my =200 GeV as a function of m 4 for
the gluon-gluon fusion process in the nb=2 -resolved category. The left plot shows

A comparaison of the ggH and bbH o x BR(H — ZA) x BR(A — bb)

Cat. Ohbserved (fb) Expected (fb) 1 Standard deviation (fb) 2 Standard deviations (fb)
bbIT = nb2, boosted, ee + pp - 44.922 29.063 92.293 + 37.201
b - mb2, resolved, ee + - 21.973 4.216 42.622 & 18.196
bbH : nb3, boosted, ee + iy - 51.758 4 5 + 34.459 107.083 + 43.671
bhH : nb3, resolved, ee + ppu - 15.137 13.516 + 9.978 32.078 + 12.772
BbH : nb2 + nb3, boosted, ee + pp - 36.621 32.352 + 23.693 76.662 +

bbH : nb2 + nb3, resolved, ee + - 12.207 11.596 + 7.725 26.011 + 10.3
DOH : nb2 + nb3, resolved+boosted, ee + pp - 12.207 10.668 + 8.047 26,823 £ 10.3
g9l : nb2, boosted, ee + pp - 76.172 6G4.399 + 49.281 150,307 £ 63.08
gglt - nb2, resolved, ee + pupt 16.113 13.776 + 10.228 30.847 + 13.092
ggil : nb3, boosted, ee + pp - 81.055 70.067 £ 54.419 162.372 £ 69.656
ggH : nb3, resolved, ee + e - 83.984 69.009 + 53.249 158.808 + 69.55
agH : nb2 + nb3, boosted, ee + pp - 58.105 49.953 + 37.536 116.324 + 149.026
gl : nb2 + nb3, resolved, ee + pyt - 15.137 12.941 + 9.608 28.978 + 12.299
ggH : nb2 + nb3, resolved + boosted, ee + jup - 15.137 12.366 + 9.608 28.789 + 12.299

boosted regions, which have undergone significant enhancement in the current

analysis.

900
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Figure 5.44. | Upper bounds at 95% CL on the production cross-section times the
branching ratio B(H — ZA) x B(A — bb) in fb. These limits are illustrated for gluon-
gluon fusion, previous CMS 2016 search [34] (left) and our own results (right). An
updated version of our results can be found in [153].

This analysis has undertaken a novel binning strategy using the Bayesian
Blocks (described in Sec. 5.6.4) that is not predetermined but instead relies
entirely on the characteristics of the data itself. This has introduced complexity
to the analysis because of the parametric nature of the DNN output which
implies that the binning will vary based on the assumed signal mass hypothesis.
Furthermore, the optimization process using Bayesian Blocks is not static; it
varies according to the number of b-jets, regions, and lepton flavors, adding
an additional dimension to the intricacy of the approach. Nevertheless, this
complexity has yielded advantageous results by demonstrating sensitivity across
the entire (m4,my) mass spectrum.

The ATLAS collaboration looked for the pseudoscalar particle A using 2016
data corresponding to an integrated luminosity of 36.1 fb~'. Their primary
focus was on the cascade decay process A — Z(— £ 07 )H(— bb), concentrating
on A masses below 800 GeV. In contrast, this investigation extends its scope
to the inverse scenario, exploring mass ranges up to 1 TeV. Furthermore, their
search looked for H with values exceeding 130 GeV, while our search focused
on the lighter Higgs bosons, with masses that extend into a much lower range,
as low as 30 GeV.

To account for contributions from both gluon-gluon fusion (when nb=2) and
b-associated production (when nb<3), two distinct categories are established
based on the number of b-jets, in the same fashion as what was undertaken
in this study. However, it’s important to note that this analysis differs in that
it specifically examines the resolved and boosted regions, as opposed to the
approach in the previous analysis, which looked solely at the resolved region. A
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comparison of the results of the previous search to the current study is illustrated
in Fig. 5.45. To facilitate the comparison with previous ATLAS results, consider
the region highlighted in green/yellow of Fig. 5.45, approximately around (mg,
my) = (300, 50) GeV. In the ATLAS analysis, the expected limits on

o x B(A— ZH) x B(H — bb) were estimated to be around 0.3 pb. In contrast,
our current limits on the cross-section are approximately 50 fb, which is equiva-
lent to 0.05 pb (the branching fractions

B(H — ZA) x B(A—bb) x B(Z — ee+ ) was already accounted for) *.

This suggests that our independent limits on o x B(H — ZA) x B(A — bb) are
approximately 0.045 pb and 0.032 pb for gluon-gluon fusion and b-associated pro-
duction, respectively. Consequently, this analysis demonstrates an approximate
6.6 factor improvement for gluon-gluon fusion and a 9.3 factor improvement for
b-associated production compared to the 2016 ATLAS results.

!'For (mg, my) = (300, 50) GeV in the context of a type-II 2HDM with an assumed
tanfB value of 1.5 for gluon-gluon fusion production, the calculated branching fraction is
approximately 0.0613. This result is based on the individual contributions from B(H — ZA)
(0.996), B(A — bb) (0.9158), and B(Z — ee+ up) (0.0672).

In the case of b-associated production, assuming tan/ = 20, the branching fraction is
approximately 0.0431. This calculation takes into account the contributions from B(H — Z A)
(0.6912), B(A — bb) (0.9269), and B(Z — ee+ up) (0.0672).

These branching fractions have been computed using the 2HDMC-1.8.0 framework [120].
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Conclusions

The 2HDM remains a promising and well-studied theoretical framework for
physics beyond the Standard Model (SM). It provides a rich phenomenology
with additional Higgs bosons and can answer major open questions, such as
the nature of dark matter, matter-antimatter asymmetry, and the hierarchy
problem.

While the discovery of the Higgs boson at the LHC confirmed the existence
of a fundamental scalar particle, there are still open questions regarding the
complete nature of the Higgs sector. The search for additional Higgs bosons
predicted in the Two Higgs Doublet Model (2HDM), along with exploring their
properties and interactions, remains an important avenue for ongoing and future
research.

The work presented here shows the complete analysis strategy of one of many
possible decay channels for 2HDM neutral Higgs bosons. The reported search
analyzes 138 fb~! of proton-proton collisions data collected by the CMS ex-
periment at a center-of-mass energy of /s = 13 TeV during LHC full run2
in 2016-2018, searching for a heavy scalar Higgs (H) and pseudoscalar (A)
incompatible with the standard model prediction.

The search is performed in two decay modes, H - ZA, A— ZH and to en-
hance the sensitivity of the analysis, boosted and resolved candidate events
are separated into mutually exclusive categories of different expected signal-to-
background ratios. Further splitting based on the properties and the multiplicity
of the reconstructed b-tagged jets (nb=2 and nb=3) aimed at selecting events
in which a Higgs boson or the pseudo-scalar is produced through b-associated
(bbH) or gluon-gluon fusion (ggH) production mechanisms. In this search, we
use machine learning techniques for the selection and classification of the events
which improves this search by a factor of three in comparison to the previous
2016 search [34].

The analysis is currently in the process of unblinding, and while it’s not yet
fully disclosed, the preliminary findings indicate promising expected outcomes.
For the most up-to-date results, please consult the latest version available in
the reference [153]. It provides stronger constraints on the 2HDM parameters
tan and cos(f8 — «) this is due to the optimization of the analysis strategy
using a Deep Neural Network to separate signal from background processes, and
different binning strategy using the Bayesian Blocks approach. Additionally,
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the inclusion of b-associated production and boosted category improves the
sensitivity of the analysis in a region of the 2HDM parameter where the resolved
category and gluon-gluon fusion production were no longer relevant.

Upper limits on the extended (pseudo-)scalar (A) H sector cross-section times
branching fraction are obtained in the mass range (30-1000 GeV) 125-1000
GeV at 95% confidence level. The results are interpreted in type-1I 2HDM for
the b-associated production and gluon-gluon fusion production mechanisms.
The largest sensitivity considering can be attributed to the 2HDM bench-
marks at (mg,my4)=(379,54.59) GeV for the gluon-gluon fusion process and
(my,m4)=(230,30) GeV for the b-associated production mechanism.

This analysis has significant enhancements compared to previous investigations
carried out by ATLAS and CMS. These improvements are primarily attributed to
the increased luminosity and the use of novel analysis strategies and techniques.
Specifically, the DNN-based signal extraction and the Bayesian blocks for the
binning strategy have been instrumental in advancing the quality of this analysis.



Outlook and future perspectives

In this Chapter, I briefly summarize some possibilities for improvements that
can be considered as prospects for future analysis.

6.1. 2HDM benchmarks

The 2HDM parameter space can be vast and complex. Therefore, when studying
new physics models it is very important to establish benchmark scenarios.
Choosing benchmark scenarios helps simplify the analysis and focus on specific
regions of interest. They serve as guidelines about the latest experimental
measurements and theoretical constraints. Additionally, they help identify the
most promising regions of parameter space to explore and provide target values
for specific observables, such as H and A masses in the context of the 2HDM.

There are some interesting benchmarks for 2HDM scenarios that were discussed
in Sec. 2.4 of Chap. 2 that I think are worth investigating in future analyses.
They can provide valuable insights into which 2HDM regions are currently
favored or excluded by existing data, allowing us to refine the theory model
when generating Monte-Carlo signal events. Nevertheless, it should be noted
that although benchmark scenarios are interesting approaches, they are not
meant to be complete representations of the entire parameter space. It is en-
couraged to select representative, well-motivated points that cover a range of
phenomenologically interesting scenarios, allowing to optimize the capabilities
to probe new physics.

6.2. Improving DNN robustness

I suspect that there is still a possible improvement in the performance of the
DNN used in this analysis. To begin with, input variables can be added such
as b-tagged jet multiplicity, and the angular distance (AR) between the two
b-tagged jets, which could possibly further improve the sensitivity of the boosted
category.

Also, the DNN performance can be enhanced using the Gradient Boosting
Machine (GBM) technique which combines the predictions of multiple individual
models, typically decision trees, to create a more accurate and powerful predictive
model. It is a type of ensemble learning method where the models are trained
sequentially, with each subsequent model focusing on correcting the mistakes
made by the previous models. A visualization of this technique is illustrated in
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Fig. 6.1.
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Figure 6.1. | Visualisation of the gradient boosting technique [156].

Popular implementations of gradient boosting include XGBoost, Light GBM, and
CatBoost, which provide optimized algorithms for building accurate predictive
models by combining weak learners into a strong ensemble, effectively leveraging
their complementary strengths.

6.3. Analysis strategy

I would argue that the DNN background nodes (i.e. tt and DY) of the multi-
classification presented in Sec. 5.6.3 of Chap. 5 would have been a valuable
asset for the statistic analysis if were used instead of pe tf control region.
These additional measurements would have provided information that can help
constrain and improve the accuracy of the statistical analysis.

In this analysis, we have faced a few challenges with anti-correlated nuisance
parameters that cause issues with the stability of the fit which required the pro-
cedure mentioned in Sec. 5.7 of Chap. 5. In my opinion, these additional nodes
would have helped to constrain these nuisance parameters by providing addi-
tional information about their values or correlations, reducing the uncertainties
associated with them.

In addition, given that DY and ¢t are the main sources of background in this
analysis, including such nodes would have enhanced the statistical power and
discrimination of the likelihood fit. By combining multiple measurements, the
overall sensitivity to different parameters can be improved, leading to more
precise and robust parameter estimates.
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6.4. The 2HDM at HL-LHC and future colliders

The High-Luminosity LHC (HL-LHC), with its increased luminosity and im-
proved experimental capabilities, will significantly enhance the sensitivity to
new physics, including the 2HDM. We will be able to probe a wider range of
parameter space, allowing for a more comprehensive search for additional Higgs
bosons and other new phenomena.

The LHC detector upgrade for the HL-LHC project is currently in progress and
physics data-taking is expected to start at the earliest in 2029. The HL-LHC
is expected to deliver proton-proton collisions at 14 TeV with an integrated
luminosity of 3 ab™! for both ATLAS and CMS experiments, 50 fb~* for LHCb,
and 5 fb ™! for ALICE. For the heavy-ion sector, the integrated luminosity of 13
nb~" and 50 nb~! should be delivered for lead-lead and proton-lead collisions
respectively.

Overall, the expected luminosity peak of 5.10%%cm 257! of the HL-LHC will

lead to an integrated luminosity of 250 fb~* for each operating year for a total
integrated luminosity target of 3000 fb~', which is estimated to be a factor of
10 far from the LHC’s design value.

A timeline of the LHC-related upgrades is shown in Fig. 6.2.
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Figure 6.2. | Overseen timeline of LHC and HL-LHC operations [157].

The HL-LHC is expected to produce at least 15 million Higgs bosons per year,
compared to around three million from the LHC in 2017. This will allow studies
of the Higgs boson in great depth, the search for the H and A bosons, as well
as other new physics signatures, rare decays might reveal themselves, and much
more...
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Furthermore, proposed future colliders, such as the International Linear Collider
(ILC), Circular Electron Positron Collider (CEPC), and the Future Circular
Collider (FCC), also have the potential to provide additional sensitivity and
extend the exploration of the 2HDM parameter space. Recent paper [158] has
shown global fit results of type II 2HDM which include the latest measurements
and theoretical constraints (unitarity, perturbativity, and vacuum stability) as
well as future precision measurements from future colliders, these hypothetical
results are shown in Fig. 6.3. The left panels display the results of a global fit
analysis using both current data and theoretical constraints. There are minimum
thresholds for the masses of the 2HDM heavy scalars m A
around 400 GeV. These limits are primarily derived from precise measurements

approximately

at the Z-pole and considerations of flavor physics. Additionally, there exists
a lower boundary for the parameter tanf3, predominantly coming from flavor
physics.

Moving to the right panels, they provide a comparison between the current 2o
confidence regions depicted in black and those resulting from the integration of
forthcoming precision measurements. This integration encompasses data from
the HL-LHC (in orange), HL-LHC combined with CEPC (in red), HL-LHC
paired with ILC (in blue), and HL-LHC coupled with FCC-ee (in green). The
inclusion of precision measurements from the HL-LHC serves to elevate the
lower limit on the scalar mass to 500 GeV. Subsequently, these limits escalate
even further, reaching up to 700 GeV when additional constraints from future
lepton colliders are considered.
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(middle), and my —tang (bottom), based on current measurements and theoretical
constraints. Right panel: Comparison of current 20 constraints (black) with future

precision measurements from future colliders [158].
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Additional Material: B-tagging effi-
ciencies measurements

This appendix reports the derived b-tagging efficiencies for DeepJet and DeepCSV
algorithms, for the medium working point. The calculated b-tagging efficiencies
are applied as event-by-event scale factors to correct the differences between
data and simulation in the b-tagging algorithms. The scale factor weight w
for a single event is calculated for the medium working point to correct the
response of DeepJet and DeepCSV taggers respectively in the resolved, boosted

categories for all jet flavors as;
_ P(DATA)

POC) (A1)

where the probability of a given configuration of jets in MC simulation and
data is defined as:

pvo)= I & I (1 —ej-”), (A.2)

i=tagged M j=not tagged M

PoATA)= [ sEMM ] (1—8F§-”e§w)7 (A3)

i=tagged M j=not tagged M

where SFM are the scale factors provided by the BTV POG and ™ denote
the efficiencies in simulation for the medium working point. The values of
these efficiencies for different flavors, pr and 7 values of jets are documented in
Figures 1.1 - 1.8 for all the years.
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bbH efficiency b hadronFlavour Jel blagDeepFlav_W BbH efficiency ¢ hadronFlavour Jet biagDeenFlave_M b efficiency light hadronFlavour Jet blagbeepFiave_M

o
ot setdd’ et

Figure 1.1. | 2016 Ulegacy postVFP b-tagging efficiencies for bbH resolved (top) and
ggH resolved (bottom) derived for DeeplJet tagger, medium b-tagging working point
of b-jets (left), c-jets (middle) and light-jets (right).

bbH efficiency b hadronFlavour Jet biagDeeps_M bbH efficiency ¢ hadronFlavour Jet btagDeepB_M BbH efficiency light hadronFlavour Jet biagDeepB_M
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Figure 1.2. | 2016 Ulegacy postVFP b-tagging efficiencies for bbH boosted (top) and
ggH boosted (bottom) derived for DeepCSV tagger, medium b-tagging working point
of b-jets (left), c-jets (middle) and light-jets (right).



203

bbH efficiency b hadronFlavour Jet btagDeepFlav_W

BbH efficiency ¢ hadronFlavour Jet biagDeepFlave_M b efficiency light hadronFlavour Jet blagbeepFiave_M

et

o o
set0 2ot

Figure 1.3. | 2016 Ulegacy preVFP b-tagging efficiencies for bbH resolved(top) and
ggH resolved (bottom) derived for DeeplJet tagger, medium b-tagging working point
of b-jets (left), c-jets (middle) and light-jets (right).
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Figure 1.4. | 2016 Ulegacy preVFP b-tagging efficiencies for bbH boosted (top) and
ggH boosted (bottom) derived for DeepCSV tagger, medium b-tagging working point
of b-jets (left), c-jets (middle) and light-jets (right).



204 Appendix A. Additional Material: B-tagging efficiencies measurements

bbH efficiency b hadronFlavour Jel btagDeepFlav_W BbH efficiency ¢ hadronFlavour Jet biagDeenFlave_M b efficiency light hadronFlavour Jet blagbeepFiave_M

-,
2ot

Figure 1.5. | 2017 Ulegacy b-tagging efficiencies for bbH resolved(top) and ggH
resolved (bottom) derived for DeeplJet tagger, medium b-tagging working point of
b-jets (left), c-jets (middle) and light-jets (right).
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Figure 1.6. | 2017 Ulegacy b-tagging efficiencies for bbH boosted (top) and ggH
boosted (bottom) derived for DeepCSV tagger, medium b-tagging working point of
b-jets (left), c-jets (middle) and light-jets (right).
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Figure 1.7. | 2018 Ulegacy b-tagging efficiencies for bbH resolved(top) and ggH
resolved (bottom) derived for DeeplJet tagger, medium b-tagging working point of
b-jets (left), c-jets (middle) and light-jets (right).
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Figure 1.8. | 2018 Ulegacy b-tagging efficiencies for bbH boosted (top) and ggH
boosted (bottom) derived for DeepCSV tagger, medium b-tagging working point of
b-jets (left), c-jets (middle) and light-jets (right).
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Kinematical differences between
leading orderand next-to-leading
order b-associated production

The matrix element (ME) is composed of a finite number of fixed-order terms,
expanded in the strong-force coupling ay:

LO NLO 2 NNLO
dahard = dghard + Qg (Q)dghard + Qg (Q)do—hard + . (B1 )

where () is the renormalization scale of the hard-process ME.

The mode-squaring of the matrix element in Eq. B.1 mixes amplitudes of different
orders in ay so that e.g. the doyo cross-section correction includes both the
square of a one-emission (“real”) amplitude and the cross-term composed of
interference between a one-loop (“virtual”’) amplitude and the Born amplitude.
This few-body process is then systematically improved toward a realistic event
as would be observed by an ideal collider experiment. A comparison of the
Monte Carlo kinematic distributions in the LO and NLO calculation for the b-
associated production in the 4F-scheme in the decay channel bbH — ZA — £4bb
as displayed in Fig. 2.1.

born diagram 3 QCD=2, QED=2

Figure 2.1. | The leading Feynman diagram of the decay in the 2HDM of a heavy
neutral Higgs boson H(= h2) to a pseudoscalar A(= h3) with the association of two b
quarks.

Although events in the 4FS always include two forward bottom jets at the
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generator level, they must still be accurately detected and reconstructed. To
be classified as originating from bbH production, a reconstructed event must
meet, specific selection criteria. It is anticipated that the two forward b jets
arising from the hard scattering process should be reconstructed with a broad
pseudo-rapidity window and exhibit characteristics similar to jets formed with
the PF anti-kp algorithm within a cone radius of AR =0.4. This investigation
s illustrated in Fig. 2.2- 2.4.
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Figure 2.2. | Transverse momentum (left), pseudo-rapidity(middle), and the invariant
mass (right) of the two hardest B hadrons at both LO+PS (dashed line) and NLO+PS
(solid line).
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Figure 2.3. | Transverse momentum (left), pseudo-rapidity (middle), and the invariant
mass (right) of the two forward-matched b-jets at both LO+PS (dashed line) and
NLO+PS (solid line).

Fig. 2.5 demonstrates the difference between the production modes at different
stages of selection for signal masses separate in the mass plane.

The consistent treatment of loop amplitudes in NLO MC generation additionally
introduces problematic rates of negative weights. Negative weights essentially
count double toward generation inefficiencies because not only do they not add
statistical convergence but they actively subtract it, cf. the variance formula
0’ =< w” > — < S w>? in which the first term always increases but the
second will be reduced by a mix of positive and negative weights. Generated
bbH signal samples, after parton showering show roughly 40% negative events
fractions as demonstrated in Table. 2.1.

0
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Figure 2.4. | Apr(b,b) (left), AR (right) of the two forward-matched b-jets at both
LO+PS (dashed line) and NLO-+PS (solid line).
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Figure 2.5. | The Efficiencies of the LO and NLO bbH production at different stages
of selections for two benchmarks of (mg, my4); (200, 125)GeV and (750, 610)GeV.

For the upcoming BSM searches that aim to probe the bbH decay channel at
the next leading order, it is worth pointing to POWHEG BoxV2 [159] and
the new MCONLO —A [160] matching procedure which reduces the number of
negative-weight events with respect to the standard MC@NLO. Nevertheless, the
LO in practice is still the optimal solution for experimental purposes as it is
both more approximate and much cheaper computationally and as is shown in
the studied distributions the impact of NLO corrections is rather small. Apart
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Table 2.1. | Fraction of events with negative weights on bbH signal samples.

My, My, tan3) ‘ Negative weights fractions

(

(200, 125, 20)
(250, 50 , 20)
(500, 50 , 20)
(700, 200, 20)

4.005¢ ' +4.388¢
3.890e ' +4.240¢*
4.090e” ' £4.496¢
3.950¢ ' +4.318¢

from an overall global correction to the cross sections that could be compensated
using the K-factor, the corresponding observables of the bbH process can be
used in the analysis without taking into account the NLO corrections.
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