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## ABSTRACT


#### Abstract

In this thesis we are investigating the mathematical dependence of scattering amplitudes on kinematical invariants. In particular, we are analyzing the underlying geometries of scattering amplitudes in order to predict the resulting function space. We then use this knowledge of the function space to find suitable, more efficient ways to perform the computation of scattering amplitudes. First, we consider the forward-scattering limit of amplitudes in $N=4$ supersymmetric Yang-Mills theory (SYM), where scattering amplitudes can be written as linear combinations of building blocks that can be expressed in terms of single-valued multiple polylogarithms. Further, we introduce a novel mathematical formalism for the computation of these building blocks exploiting their single-valuedness that allows us to compute scattering amplitudes very efficiently. Finally, we find relations among building blocks for different numbers of external particles, generalizing the factorization of scattering ampl..
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## Introduction

The field of physics is one of the oldest academic fields in the history of research. Already in ancient Greek times, physicists have aimed to explain the inner workings of nature itself and to understand the reasons behind the world they observed. Since then a lot of progress has been made and the field has grown to extents where there are hundreds of fields of research aiming to explain phenomena at various frontiers of our knowledge that make up the entirety of physics in the modern age. In the course of history it has become apparent that mathematics and physics are deeply intertwined, and the combined efforts of mathematicians and physicists have sparked a golden age of progress in the research of the universe and its fundamental laws. Physical processes can naturally be described in the language of mathematics and the developments in the fields of mathematics have led to advancement in the fields of physics. Conversely, observations of nature and mathematical descriptions of processes therein have shone new lights on mathematical research and have contributed to the advancements in mathematics.

In this thesis, we will use this symbiosis between these two disciplines in the field of particle physics. Already in early Greek times some philosophers believed that all matter was made up of small, 'uncuttable' particles, the atoms. While the idea was purely philosophical at the time, it is common knowledge today that these Greek philosophers were (partly) right. While we, and all things around us, are indeed made of atoms, they are not 'uncattable' but are themselves made up of smaller particles. These smallest (elementary) particles and their behaviour are the very matter of interest of particle physics. In order to learn about the fundamental laws underlying their interactions we try to create environments in which two single particles can interact with as little interference from the vast amounts of particles around them as possible.

This is usually done by accelerating elementary particles to very high energies, shooting them at one another and measuring the resulting particles. The strongest such experiment is currently being conducted at the large hadron collider (LHC), where protons are being accelerated to up to 7 TeV before they take part in a collision with another proton. Due to the high energies of the particles involved in the collision it is possible to observe very heavy and equally short-lived particles that we cannot otherwise observe in nature. Mathematically, these interactions are expressed in terms of so-called scattering amplitudes. Scattering amplitudes encode the probability of a set of particles in a given quantum state to evolve into another defined quantum state and are often represented in the form of graphs with several external lines that are related to the prepared and measured particles (c.f. fig. 11.


Figure 1: Scattering amplitude for the collission of two particles with momenta $p_{i_{1}}$ and $p_{i_{2}}$ decaying into particles with momenta $p_{f_{1}} \ldots p_{f_{k}}$.

While the external lines relate to physical particles, and hence to the experimental side of particles physics, the blob in the center connecting the external lines represent the scattering event, i.e. the interactions among the external particles and, in a way, the theory side of particle physics. The properties of particles and the way they interact are studied by assuming a set of 'rules', computing a scattering amplitude according to these rules and comparing the result with the outcome of the experiment. If the set of rules represents the laws of nature then the experimental measurement and the theoretical prediction will agree to arbitrary accuracies. The set of rules underlying these computations corresponds to a mathematical model of the physical theory under consideration and consists of a set of particles that are assumed to take part in the interaction as well as the specific way each of these particles interacts with the others. The theory that contains all particles that have, to date, been observed directly as well as their interactions is called the standard model of particle physics.

So far the standard model has been an enormous success and even after years of experimental measurements no significant discrepancy between the predictions from computations assuming the standard model and experimental observations has been registered. From astronomical experiments, however, it is clear


Figure 2: The standard model of particle physics. Carsten Burgard
that the standard model cannot be the final answer. There, the gravitational effects of large masses have been observed without the presence of visible matter made out of particles in the standard model. This puts us in a conundrum: The standard model appears to describe the laws of nature to such a high accuracy that we have not been able to observe any significant discrepancies while also knowing that it can not capture the whole picture of particle physics. The only way out of this conundrum seems to be to increase the accuracy in our measurements and our theoretical predictions so that we will hopefully be able to find a mismatch between the two. At the moment, theoretical predictions and experimental measurements are in agreement with one another and hence it will not be enough to increase the accuracy of only one of them. While the LHC continues to collect more and more data, thereby reducing statistic uncertainties, reducing theoretical uncertainties is achieved by performing more and more complicated calculations. In general these calculations are very hard and cannot be performed exactly. Instead, scattering amplitudes are expanded in the coupling constants, (small) parameters in the model of the theory that encode the strength of interactions. If the coupling constants are small enough, the first few terms of this perturbative expansion will describe the amplitude very well.

State of the art calculations of scattering amplitudes in quantum field theory can often take years and the complexity of the problem scales factorially with the perturbative order. It is therefore clear that we can not simply brute-force these computations. Instead we have to develop new mathematical tools to perform them. Many such tools to reduce the complexity of computations have been established over the last decade and are considered common praxis today. Thanks to these, we have been able to push the perturbative order at which many scattering amplitudes can be computed, we did however also encounter scattering amplitudes with more and more complicated functional dependences. Usually, these functional dependences are given in terms of integrals and it is desirable to solve the integral analytically in terms of functions that can be evaluated efficiently. As the integrands of these integrals get more and more complicated with each perturbative order, so do the functions they evaluate to and many integrals have been encountered to date that we have not been able to solve. It is therefore essential to study the geometry described by the integrand and to find the space of functions associated with integrals over these geometries. In this work we will demonstrate how a good knowledge of the function space and the algebraic properties of these functions can facilitate the computation of scattering amplitudes.

This thesis is structured as follows. In chapter 1. we will introduce the notion of scattering amplitudes. We will show how they depend on the theory under consideration and how they can be computed in terms of Feynman integrals. Finally, we will introduce the theories considered in this work and give the basic structure of scattering amplitudes in these theories. In chapter 2 we will give a detailed review of the function spaces relevant for this work. We will introduce three classes of iterated integrals, multiple polylogarithms, elliptic multiple polylogarithms and iterated integrals of modular forms. We also review some very useful algebraic properties of these functions as well as special linear combinations and relations among them. In chapter 3 we will consider scattering amplitudes in the high-energy limit of $\mathcal{N}=4 \mathrm{SYM}$. We will define the multi-Regge limit and give an all-order description of scattering amplitudes in this limit in an auxiliary space. We show hot to use this description of scattering amplitudes and the properties of the function space to define a novel way to perform computations in this kinematical limit. In chapter 4 we will extend the algorithm developed in the previous chapter to the computation of scattering amplitudes in generic Yang-Mills theories. We give a similar description of scattering amplitudes in the high-energy limit in an auxiliary space and use our mathematical framework to compute scattering amplitudes. We then analyse the transcendentality properties of the results and find conditions for a theory to be maximally transcendental. In chapter 5 we consider a class of Feynman
integrals associated to the banana graph and show that it can be written in terms of the same functions as a similar integral that had already been computed. We then use this knowledge to compute solutions for the whole integral family in terms of these functions.

This work is based on the publications [1] 6],
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I have provided major contributions to all of the publications listed above. In particular, I have computed and cross-checked all published results with the exception of the five-loop perturbative coefficient in [1] and the four-loop perturbative coefficients in [3]. I have further determined and proved the possible
leading-coefficients of non-MHV amplitudes at leading-logarithmic accuracy in the multi-Regge limit of $\mathcal{N}=4$ supersymmetric Yang-Mills theory as well as contributed to all other parts of the publications with exception of the proof of factorization in [1] and the computation of the next-to-leading order central emission block.
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## Background

### 1.1 Scattering Amplitudes

In this section we will introduce scattering amplitudes, the central object of many calculations in particle physics. A scattering amplitude encodes the probability of a set of particles $\left\{\phi_{i_{j}}\right\}$ (with certain boundary conditions), called the initial state to evolve over time into a second set of particles $\left\{\phi_{f_{j}}\right\}$ (with certain boundary conditions), called the final state. The 'rules' by which they behave, i.e. the mathematical model of the theory in consideration, can be described by a Lagrangian $\mathcal{L}$. More precisely, the Lagrangian contains information on how individual particles propagate through time and space and on how particles interact with each other. A simple example for such a model is given by the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\phi^{4}}=\frac{1}{2}\left(\partial_{\mu} \phi\right)^{2}-\frac{1}{2} m^{2} \phi^{2}-\frac{\lambda}{4!} \phi^{4}, \tag{1.1}
\end{equation*}
$$

which describes a theory containing only one type of field, $\phi$. The dimensionless quantity $\lambda$ is called the coupling constant and encodes the strength of the corresponding interaction. The Lagrangian can be divided up into two parts, the free part $\mathcal{L}_{\text {free }}=\frac{1}{2}\left(\partial_{\mu} \phi\right)^{2}-\frac{1}{2} m^{2} \phi^{2}$ and the interacting part $\mathcal{L}_{\mathrm{I}}=-\frac{\lambda}{4!} \phi^{4}$. Due to the interacting part of the Lagrangian it is difficult to define the notion of a single particle, as its time evolution will be influenced by other particles around it.

In collider experiments, we want to observe the collision of two particles $\phi_{i_{1}}$ and $\phi_{i_{2}}$ which in turn result in a measurement of particles $\phi_{f_{1}} \ldots \phi_{f_{k}}$. Math-
ematically, this is described by the overlap $\left\langle\phi_{f_{1}} \ldots \phi_{f_{k}} \mid \phi_{i_{1}} \phi_{i_{2}}\right\rangle$ of the initial states, prepared by the experiment and the measured final states. As we have mentioned before, it is difficult to define individual particles in an interacting theory. We will therefore define the particles 'in the far past', where they were isolated from other particles and can therefore be defined by the free theory only. We will then evolve that state over time to the point of the collision. This time evolution is given by an infinite-dimensional unitary matrix called the $S$-Matrix, whose rows and columns correspond to the numbers of particles and their states. It can be computed from the Lagrangian of the theory, and we define

$$
\begin{equation*}
\left\langle\phi_{f_{1}} \ldots \phi_{f_{k}} \mid \phi_{i_{1}} \phi_{i_{2}}\right\rangle \equiv{ }_{\text {free }}\left\langle\phi_{f_{1}} \ldots \phi_{f_{k}}\right| S\left|\phi_{i_{1}} \phi_{i_{2}}\right\rangle_{\text {free }} \tag{1.2}
\end{equation*}
$$

Naturally, there is a possibility that the particles just pass each other without interacting at all. Therefore, the $S$-matrix can be written as the identity plus a term due to interactions, and we write

$$
\begin{equation*}
S=\mathbf{1}+i T . \tag{1.3}
\end{equation*}
$$

The interesting part for us is the interacting part $T$ of the $S$-matrix, as it allows us to gather information about the interplay of different particles and hence to gather information about the theory. Factoring out overall energy-momentum conservation, we can define the scattering amplitude $\mathcal{M}\left(\phi_{i_{1}} \phi_{i_{2}} \rightarrow \phi_{f_{1}} \ldots \phi_{f_{k}}\right)$ as

$$
\begin{equation*}
{ }_{\text {free }}\left\langle\phi_{f_{1}} \ldots \phi_{f_{k}}\right| i T\left|\phi_{i_{1}} \phi_{i_{2}}\right\rangle_{\text {free }}=(2 \pi)^{4} \delta^{(4)}\left(p_{i_{1}}+p_{i_{2}}-\sum_{j=1}^{k} p_{f_{j}}\right) i \mathcal{M} \tag{1.4}
\end{equation*}
$$

where $p_{x}$ is the momentum of particle $\phi_{x}$, and where we have dropped the information on the particles on the right hand side for compactness. Scattering amplitudes are often represented diagrammatically, as can be seen in fig. 1 where the corresponding diagram for the scattering of two (identical) particles into $k$ (identical) particles is shown.

This scattering amplitude encodes the probability of the two initial particles $\phi_{i_{1}}$ and $\phi_{i_{2}}$ to decay into the the particles $\phi_{f_{1}} \ldots \phi_{f_{k}}$, and it is related to the measurable cross section $\sigma\left(\phi_{i_{1}} \phi_{i_{2}} \rightarrow \phi_{f_{1}} \ldots \phi_{f_{k}}\right)$ via

$$
\begin{equation*}
\sigma\left(\phi_{i_{1}} \phi_{i_{2}} \rightarrow \phi_{f_{1}} \ldots \phi_{f_{k}}\right)=\mathcal{N} \int \mathrm{d} \Pi_{k}|\mathcal{M}|^{2} \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\int \mathrm{d} \Pi_{k}=\left(\prod_{j=1}^{k} \frac{\mathrm{~d}^{3} p_{f_{j}}}{(2 \pi)^{3}} \frac{1}{2 E_{j}}\right)(2 \pi)^{4} \delta^{(4)}\left(p_{i_{1}}+p_{i_{2}}-\sum_{j=1}^{k} p_{f_{j}}\right) \tag{1.6}
\end{equation*}
$$

is the phase-space integration over all allowed final state momenta, $E_{j}=p_{f_{j}}^{0}$ is the energy of the particle $\phi_{f_{j}}$ and $\mathcal{N}$ is a normalization constant.

Finding efficient ways to compute these scattering amplitudes, both perturbatively and non-perturbatively, remains one of the central aspects of research in particle physics. One of the most popular ways to perform these computations is via Feynman diagrams, which we will introduce in the following section.

### 1.2 Feynman Integrals

In the previous section we have introduced scattering amplitudes, the central object of interest in quantum field theory computations for collider experiments. We have seen how they relate to the $S$-Matrix, which in turn can be computed from the Lagrangian of the theory. In this section, we give a more detailed glance into the $S$-Matrix and introduce a powerful tool for the perturbative computation of scattering amplitudes, Feynman integrals. The proper mathematical derivation of the relations outlined in this section in all its details is a very tedious task and has been covered in most of the standard textbooks for particle physics. We will therefore only motivate and outline these relations and refer the reader to those textbooks for a detailed discussion of these topics.

As we have mentioned in the previous section, the $S$-Matrix corresponds to the unitary time evolution of the particle states involved in the scattering process to the far past or far future respectively, where they can be described by the free theory. As in quantum mechanics, this time evolution is given by the exponential of the Hamiltonian $H$ of the theory, which in turn can be computed from the Lagrangian $\mathcal{L}$, and the interacting part $T$ of the $S$-matrix is due to the interacting part of the Lagrangian $\mathcal{L}_{I}$

Let us at this point introduce a graphical notation that will be very useful to express the perturbative expansion of the matrix element 1.2 . We will symbolize the propagation of a particle $\phi$ in space time between a point $x$ and a point $y$ with a line connecting the points $x$ and $y$. Then a vertex connecting three or more lines symbolises an interaction among the corresponding particles. In this language, the interacting part of the Lagrangian $\mathcal{L}_{I}$ in (1.1) corresponds to the diagram

$$
\begin{equation*}
\mathcal{L}_{I} \propto>, \tag{1.7}
\end{equation*}
$$

and every vertex appearing in a diagram is proportional to the coupling constant $\lambda$. Ultimately the lines connecting to a vertex must either be connected
to another vertex or to 'a point in the far future (past)' corresponding to a free particle in either the initial or the final state. For a given matrix element $\left\langle\phi_{f_{1}} \ldots \phi_{f_{k}}\right| S\left|\phi_{i_{1}} \phi_{i_{2}}\right\rangle$, the external lines of each contributing diagram must correspond to the particles $\phi_{i_{1}}, \phi_{i_{2}}, \phi_{f_{1}}, \ldots, \phi_{f_{k}}$.

The perturbative expansion of an $S$-matrix element can then be obtained as the expansion in powers of the coupling constant $\lambda$, or, equivalently in terms of our graphical representation, in the number of vertices in our diagrams. Since the number of external lines is fixed for any matrix element, the only way we can add more vertices to our diagrams is by drawing closed loops. Correspondingly, tree diagrams, i.e. diagrams with no closed loops, are called leading order (LO) contributions, those with one loop are called next-to-leading order (NLO) contributions, etc. For the propagation of a particle in space time, for example we find the expansion

$$
\begin{equation*}
-\lambda-\lambda^{2}(\square \bigcirc+\ldots)+\mathcal{O}\left(\lambda^{3}\right) \tag{1.8}
\end{equation*}
$$

where we have made the factors of $\lambda$ explicit and have ignored other prefactors of the diagrams. As expected, the leading order contribution is the free propagator and all corrections come with additional loops in the diagrams.

The individual diagrams are called Feynman diagrams and a numerical value can be associated to each of them. These numerical values are most conveniently computed in momentum space and the prescriptions to connect a diagram to its numerical value are referred to as Feynman rules. Loosely speaking, we associate to each line of the diagram a momentum and impose energy-momentum conservation at each vertex. The momenta of the external lines correspond to the momenta of the external particles, and we associate a non-physical momentum, called loop momentum to each closed loop. A simple example is the scalar one-loop bubble integral depicted in 1.1. Finally, to get


Figure 1.1: The bubble diagram with external momentum $p$ and loop momentum $k$.
a numerical value, we replace each particle line with the corresponding free
propagator and integrate over all possible configurations of loop momenta. For the bubble integral with two different masses $m_{i}$, for example we get

$$
\begin{equation*}
-=\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}} \frac{1}{\left(k^{2}-m_{1}^{2}\right)\left((k-p)^{2}-m_{2}^{2}\right)} . \tag{1.9}
\end{equation*}
$$

As we can see in the integration measure, we consider all momenta to be $d$ dimensional, even though we are interested in scattering amplitudes in four dimensions. The reason for that is that the integrals associated to Feynman graphs do not always converge in four dimensions and need to be regularized. A regularization procedure that has proved to be very effective for the computation of Feynman integrals is the so-called dimensional regularization, where we perform all integrals in $d=4-2 \epsilon$ dimensions for some small regulator $\epsilon$. Then all Feynman integrals converge and we get a Laurent series in $\epsilon$. Finally, after combining all Feynman diagrams contributing to an observable, all poles in $\epsilon$ in the final cross-section must cancel so we can take the limit $\epsilon \rightarrow 0$.

The divergences exhibited by Feynman integrals are usually grouped in one of two sets: Infrared (IR) divergences and ultraviolet (UV) divergences. While the details of these divergences are not essential for this work, it is useful to know the distinction between UV and IR divergences. UV divergences are due to the loop momenta becoming very large. In this case, a possible divergence of the integral can easily be identified by simple power-counting of loop momenta in the numerator and denominator of the integrand. IR divergences on the other hand appear for finite loop momenta and are due to massless propagators $\frac{1}{q^{2}}$ in the integrand.

We have introduced the notion of Feynman integrals and have seen how they are relevant for the computation of scattering amplitudes in quantum field theory, the only theory we have seen so far, however, was $\phi^{4}$ theory. This theory, while being very simple and well-suited to introduce scattering amplitudes and Feynman integrals, is not realized in nature. In the next section we will turn to theories that are more relevant for the description of particle scattering in nature.

### 1.3 Gauge Theories

So far we have seen how to mathematically describe the scattering of two particles into other particles of the theory and how to compute the associated probability amplitudes. In this section we will introduce gauge theories, a class of theories that has been very successful in describing the scattering of real
particles. The standard model of particle physics, which is widely accepted to be the current state of the art theory to describe the interactions of elementary particles, is a unification of three theories-electro-magnetism, electro-weak theory and the theory of strong interactions-each of which in itself can be described as a gauge theory. A gauge theory is a theory whose Lagrangian is invariant under certain (local) transformations of the fields. These so-called symmetries of the Lagrangian are often described by a corresponding Lie group. Mathematically, these symmetries are implemented through the appearance of an additional field called the gauge field which can be interpreted as mediators of the corresponding force of nature (e.g. the strong force).

In this thesis, we will study the gauge theory described by the special unitary group $S U\left(N_{C}\right)$ for some $N_{C} \in \mathbb{N}$. These theories are commonly known as YangMills theories and for $N_{C}=3$ we find the theory of strong interactions. The reasons for studying this theory over for example $U(1)$ theory describing electromagnetism or $U(1) \times S U(2)$ describing electro-weak interactions are twofold. The most powerful experimental tool to analyse the scattering of elementary particles today is the LHC and the reactions taking place in these collisions are dominated by strong interactions. On the other hand, at energy levels acheived in collider experiments, the coupling constant of strong interactions is much larger than the coupling constants of other interactions. In order to achieve a certain accuracy in our predictions, we need to compute the perturbative expansion of scattering processes involving strong interactions to much higher orders than in other theories. Accordingly, the computations necessary to achieve the same accuracy will be much more involved.

### 1.3.1 Yang-Mills Theory

Quantum chromodynamics, the theory of strong interactions, describes the interactions of quarks and gluons that make up all hadrons. As such, QCD is at the heart of the description of scattering processes at the LHC. Mathematically, QCD is described by an $S U(3)$ invariant Lagrangian for the quarks $\psi$ and gluons $A_{\mu}$. Let us now consider the slightly more general Yang-Mills theory, defined by the $S U\left(N_{C}\right)$ invariant Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{YM}}=\bar{\psi}\left(i \gamma^{\mu} D_{\mu}-m\right) \psi-\frac{1}{4} G_{a}^{\mu \nu} G_{\mu \nu}^{a} \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}-i g A_{\mu} \tag{1.11}
\end{equation*}
$$

is the gauge covariant derivative, $g$ is the coupling constant,

$$
\begin{equation*}
G_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\mu} A_{\mu}^{a}+g f^{a b c} A_{\mu}^{b} A_{\nu}^{c} \tag{1.12}
\end{equation*}
$$

is the field-strength tensor of the gauge boson $A_{\mu}^{a}$, usually referred to as gluon, and the $f^{a b c}$ are the structure constants of $S U\left(N_{C}\right)$. The index $a$ of the gluon is its color-index and $A_{\mu}^{a}$ denotes the component multiplying the corresponding $S U\left(N_{C}\right)$ generator $T^{a}$,

$$
\begin{equation*}
A_{\mu}=A_{\mu}^{a} T^{a} \tag{1.13}
\end{equation*}
$$

$S U\left(N_{C}\right)$ is generated by $N_{C}^{2}-1$ generators and we normalize them such that

$$
\begin{equation*}
\operatorname{Tr}\left(T^{a} T^{b}\right)=\frac{1}{2} \delta_{a b} \tag{1.14}
\end{equation*}
$$

The structure constants of the theory are given by the commutators of the generators and we have

$$
\begin{equation*}
\left[T^{a}, T^{b}\right]=i f^{a b c} T^{c} \tag{1.15}
\end{equation*}
$$

The Lagrangian (1.10) is invariant under the symmetry transformations

$$
\begin{align*}
\psi & \rightarrow U(x) \psi \equiv e^{i \theta^{a}(x) T^{a}} \psi  \tag{1.16}\\
A_{\mu} & \rightarrow U(x) A_{\mu} U^{\dagger}(x)+\frac{i}{g} U(x) \partial_{\mu} U^{\dagger}(x) \tag{1.17}
\end{align*}
$$

Now that we know how to compute scattering amplitudes perturbatively and have introduced Yang-Mills theory, we could in principle start calculating scattering amplitudes. It turns out, however, that this is still a very difficult endeavour and that it can take very long to improve theoretical accuracies of scattering amplitudes by brute-forcing the computations. While numerous mathematical tricks for the computation of scattering amplitudes have been developed, it is often helpful to slightly simplify the problem at first and then try and generalize the solution.

### 1.3.2 $\mathcal{N}=4$ Supersymmetric Yang-Mills Theory

In this section we will give a brief introduction to $\mathcal{N}=4$ supersymmetric Yang-Mills theory (SYM) with a focus on the planar limit. Supersymmetry is a global symmetry that assigns to every particle another particle, often referred to as superpartner, with a spin differing by $\pm 1 / 2$. Starting from the highest spin particle in our theory, the gauge boson, we can act, in turn, with up to
four different supersymmetry generators, at which point we would get a particle with spin -1 . Acting with any more than four supersymmetry generators would necessarily require us to consider particles with spins $>1$, and hence $\mathcal{N}=4$ is the largest number of supersymmetry generators we can add to our gauge theory. Since the particles of all allowed spins in our theory are generated as superpartners of the gauge boson, the particle content of $\mathcal{N}=4 \mathrm{SYM}$ is completely constrained by supersymmetry. Starting from the gauge boson we get four different fermions by acting with the four different supergenerators. The square of a supersymmetry generator vanishes and hence we get six distinct pairs of generators corresponding to the six scalars of the theory. The remaining particles with negative spins correspond to the chiral partners of the gauge boson and the fermions, and hence we have one gauge boson, four fermions and six scalar particles. Since all particles of the theory are derived from the gauge boson by the action of the supersymmetry generators, their interactions are equally constrained and share the same coupling constant $g$.

Supersymmetric theories are often simpler than unconstrained theories while still sharing some of the desired properties and can therefore constitute interesting toy models to consider. In the case of $\mathcal{N}=4 \mathrm{SYM}$, the degree of symmetry in the theory is especially high and its planar limit is considered a candidate for a quantum field theory in four dimensions that can be solved exactly 9 . One of the symmetries that $\mathcal{N}=4 \mathrm{SYM}$ exhibits is conformal symmetry. $\mathcal{N}=4 \mathrm{SYM}$ is conformally invariant to all orders in perturbation theory and as such must, among other transformations, be invariant under rescaling of coordinates. This implies that there can be no mass scale in the theory and all particles are therefore massless. It also implies that the $\beta$-function vanishes to all orders in perturbation theory $10-12$. Due to the large amount of symmetry that scattering amplitudes have to obey in $\mathcal{N}=4$ SYM they are substantially easier to compute than those in QCD , which makes $\mathcal{N}=4$ super Yang-Mills theory a nice testing-ground for new computational techniques. As a candidate for an integrable theory, computations in $\mathcal{N}=4 \mathrm{SYM}$ also serve as way-signs for the search of an exact solution to the theory.

Due to the invariance of scattering amplitudes in $\mathcal{N}=4$ supersymmetric YangMills theory under supersymmetry, we can relate scattering amplitudes involving different particles in their final state. While the scattering amplitude must be invariant under the action of supersymmetry generators, we can also use those generators to change one of the external particles defining the scattering amplitude. It is therefore possible to restrict ourselves to the computation of scattering amplitudes $\mathcal{A}_{n}$, involving only $n$ external gluons and no other external particles. The scattering of other particles can then be inferred from these using supersymmetry.

Gluon-scattering amplitudes depend on the helicities $h_{i} \in\{ \pm 1\}$ of the external gluons, their momenta $p_{i}$ as well as their color structure $a_{i}$,

$$
\begin{equation*}
\mathcal{A}_{n} \equiv \mathcal{A}_{n}^{h_{1} \ldots h_{n}}\left(p_{1}, \ldots p_{n} ; a_{1}, \ldots, a_{n}\right), \tag{1.18}
\end{equation*}
$$

we will however drop the explicit dependence on either of these quantities when it is not essential to the equation. Another thing we can learn from invariance of scattering amplitudes under supersymmetry is that $n$-gluon amplitudes vanish if all gluons or all but one of the gluons have the same helicity,

$$
\begin{equation*}
\mathcal{A}_{n}^{+\cdots+}=\mathcal{A}_{n}^{-+\cdots+}=0 . \tag{1.19}
\end{equation*}
$$

The first non-zero amplitudes, namely those with two flipped helicities are called maximally helicity violating (MHV) amplitudes

$$
\begin{equation*}
\mathcal{A}_{n}^{--+\cdots+}, \mathcal{A}_{n}^{-+-+\cdots+}, \ldots \tag{1.20}
\end{equation*}
$$

Amplitudes with three flipped helicities are dubbed next-to-maximally helicity violating (NMHV) and the counting continues accordingly. Those amplitudes where all but two helicities are minus are also called MHV and hence for four and five external gluons all non-vanishing amplitudes are either MHV or MHV.

Let us now take a closer look at the color structure of the amplitudes $\mathcal{A}_{n}$. Generally, color dependence is encoded in the $S U\left(N_{C}\right)$ generators $T^{a}$ and the structure constants $f^{a b c}$. Using equations (1.14) and 1.15), we can rewrite all appearances of structure constants by traces of $S U\left(N_{C}\right)$ generators,

$$
\begin{equation*}
f^{a b c}=-2 i \operatorname{Tr}\left(\left[T^{a}, T^{b}\right] T^{c}\right) . \tag{1.21}
\end{equation*}
$$

In addition, making the matrix-structure of the generators $T^{a} \equiv T_{i j}^{a}$ explicit, all fundamental indices $i, j$ must be contracted, and hence all generators must appear inside a trace. This trace-structure can be simplified using the Fierz identity

$$
\begin{equation*}
2 T_{i j}^{a} T_{k l}^{a}=\delta_{i l} \delta_{j k}-\frac{1}{N_{C}} \delta_{i j} \delta_{k l}, \tag{1.22}
\end{equation*}
$$

and we can use it to eliminate all $S U\left(N_{C}\right)$ generators $T^{a}$ whose color index $a$ does not correspond to an external gluon. Note that one of the terms in the Fierz identity is suppressed by $N_{C}$ compared to the other, allowing us to expand the amplitude $\mathcal{A}_{n}$ in powers of $N_{C}$. Doing so, we find that the leading term always only contains a single trace, and we write the $\ell$-loop amplitude as

$$
\begin{align*}
\mathcal{A}_{h_{1} \ldots h_{n}}^{(\ell)} & \left(p_{1}, \ldots p_{n} ; a_{1}, \ldots, a_{n}\right)=  \tag{1.23}\\
& N_{C}^{\ell} \sum_{\sigma} \operatorname{Tr}\left[T^{a_{\sigma(1)}} \ldots T^{a_{\sigma(n)}}\right] A_{h_{1} \ldots h_{n}}^{(\ell)}\left(p_{1}, \ldots p_{n}\right)+\mathcal{O}\left(N_{C}^{\ell-1}\right),
\end{align*}
$$

where the sum runs over all non-cyclic permutations and the partial amplitudes $A^{(\ell)}$ depend only on the helicities and the momenta of the external gluons. The Feynman graphs contributing to the leading term in this expansion are all planar graphs, and hence we can formally define the planar limit of $\mathcal{N}=4$ SYM by letting the number of colors $N_{C}$ go to infinity. More precisely, the planar limit, or 't Hooft limit [13], is defined by

$$
\begin{equation*}
N_{C} \rightarrow \infty \quad g \rightarrow 0 \quad a \equiv \frac{N_{C} g^{2}}{8 \pi^{2}}=\text { finite } \tag{1.24}
\end{equation*}
$$

In this limit, the trace in eq. 1.23 induces a natural ordering of the external momenta $p_{i}$ and we call those amplitudes color ordered. We can make overall energy-momentum conservation of the amplitude manifest by introducing dual coordinates $x_{i}$ through the relation

$$
\begin{equation*}
x_{i}-x_{i-1}=p_{i} . \tag{1.25}
\end{equation*}
$$

If we express the amplitude $A_{n}$ in terms of these coordinates, we will find that its integrand is also conformally invariant in the $x_{i}$. In fact, planar $\mathcal{N}=4$ super Yang-Mills theory is dual-conformally invariant on the integrand level 1419 , i.e. it is conformally invariant in the dual coordinates $x_{i}$ as well as in the momenta $p_{i}$, and dual conformal invariance is only broken by the IR structure of the integrated amplitude. Luckily, the infrared structure of scattering amplitudes in planar $\mathcal{N}=4 \mathrm{SYM}$ can be predicted at every order in perturbation theory and it is possible to rewrite the amplitude in terms of an IR divergent bit and a finite bit which preserves dual conformal invariance at the integral level. More precisely, it is possible to factor out the IR structure of the amplitude to all orders in perturbation theory and we write 20,21

$$
\begin{equation*}
A_{n}=A_{n}^{(\mathrm{BDS})} \mathcal{R}_{n} \tag{1.26}
\end{equation*}
$$

The so-called BDS-Ansatz $A_{n}^{(\mathrm{BDS})}$, due to Bern, Dixon and Smirnov 21, captures the IR structure of the amplitude and is determined to all orders in perturbation theory by the corresponding tree-level and one-loop amplitudes, and the term $\mathcal{R}_{n} \equiv A_{n} / A_{n}^{(\mathrm{BDS})}$ is finite and dual conformally invariant. The ratio $\mathcal{R}_{n}$ is closely related to the remainder function $R_{n}$ defined for MHV amplitudes, and we have

$$
\begin{equation*}
\mathcal{R}_{n}^{\mathrm{MHV}}=e^{R_{n}} \tag{1.27}
\end{equation*}
$$

For four and five external particles, the BDS ansatz captures the entire amplitude, $A_{n}=A_{n}^{(\mathrm{BDS})}$ for $n=4,5$, and hence the ratio $\mathcal{R}_{n}$ is trivial. In the following, we will consider the BDS-Ansatz to be known for all considered cases


Figure 1.2: Figures displaying two cross ratios in the five- and six-particle case. The dashed lines represent the factors $x_{i j}^{2}$ in the numerator and denominator. Note that for five particles, one of the dashed lines will always correspond to an external line.
and focus on the computation of the remainder function. In the next section we will review some mathematical properties of the remainder function and its functional dependence.

## The Functional Dependence of $\mathcal{R}_{n}$

As we have mentioned before, the ratio $\mathcal{R}$ is finite and dual-conformally invariant. As a consequence, its kinematical dependence can be completely expressed in terms of the dual-conformally invariant cross ratios

$$
\begin{equation*}
U_{i j k l}=\frac{x_{i j}^{2} x_{k l}^{2}}{x_{i k}^{2} x_{j l}^{2}}, \tag{1.28}
\end{equation*}
$$

where $x_{i j}=x_{i}-x_{j}$. Since the difference of two adjacent dual coordinates corresponds to an external momentum (c.f. eq. 1.25 ), and since all external momenta are lightlike, we can only define non-trivial cross-ratios if we have six or more external momenta. Indeed, this matches the observation that the ratio $\mathcal{R}$ if trivial for four- and five-point amplitudes and hence they are completely described by the BDS-Ansatz.

In four dimensions, and for $n$ external gluons, only $3 n-15$ of the $U_{i j k l}$ are independent and a possible basis of cross ratios is given by 22,23

$$
\begin{align*}
u_{1 i} & =\frac{x_{i+1, i+5}^{2} x_{i+2, i+4}^{2}}{x_{i+1, i+4}^{2} x_{i+2, i+5}^{2}}, \\
u_{3 i} & =\frac{x_{1 i+4}^{2} x_{2, i+3}^{2}}{x_{1, i+3}^{2} x_{2, i+4}^{2}} \tag{1.29}
\end{align*}
$$

for $i=1, \ldots, N-5$.
Let us now make explicit that all external momenta $p_{i}$ are lightlike. We can express any momentum $p^{\mu}$ in terms of $2 \times 2$ matrices through the relation

$$
\begin{equation*}
p_{a \dot{a}}=\sigma_{a \dot{a}}^{\mu} p_{\mu} \tag{1.30}
\end{equation*}
$$

where $\sigma^{i}, 1 \leq i \leq 3$ are the Pauli matrices and $\sigma^{0}=\mathbb{1}$ is the identity matrix. Then the square of a vector $p$ corresponds to the determinant of the respective matrix,

$$
\begin{equation*}
p^{2}=\operatorname{det}\left(p_{a \dot{a}}\right) . \tag{1.31}
\end{equation*}
$$

We see that the matrix corresponding to a lightlike momentum $p$ must have a vanishing determinant and hence it is degenerate. This allows us to write it as a product

$$
\begin{equation*}
p_{a \dot{a}}=\lambda_{a} \bar{\lambda}_{\dot{a}}, \tag{1.32}
\end{equation*}
$$

where $\lambda_{a}, \bar{\lambda}_{\dot{a}}$ are two spinors, which are defined up to a rescaling $\lambda_{a} \mapsto t \lambda_{a}$ and $\bar{\lambda}_{\dot{a}} \mapsto t^{-1} \bar{\lambda}_{\dot{a}}$.

Let us now introduce the so-called momentum twistors [24], which allow us to restrict the functional dependence of the remainder function even further. Since the external momenta $p_{i}$ are null, we can express them in terms of twistor variables $Z_{i}$ as ${ }^{11}$

$$
\begin{equation*}
Z_{i}^{A}=\left(\lambda_{i+1}^{\alpha}, \mu_{i+1}^{\dot{\alpha}}\right), \tag{1.33}
\end{equation*}
$$

with $\mu_{i}^{\dot{\alpha}}$ and $\lambda_{i \alpha}$ fulfilling the incidence relation

$$
\begin{equation*}
\mu_{i}^{\dot{\alpha}}=x_{i}^{\alpha \dot{\alpha}} \lambda_{i \alpha} . \tag{1.34}
\end{equation*}
$$

Since $\lambda_{a}$ is defined up to a scaling, and since the incidence relation (1.34) is homogenious, the momentum twistors $Z_{i}$ describe equivalence classes under

[^0]scalar multiplication that are represented in complex projective space $\mathbb{C P}^{3}$. The complex projective space $\mathbb{C P}^{n}$ can be thought of as the set of all lines in $\mathbb{C}^{n+1}$ passing through the origin. Let us introduce the twistor four-brackets $\langle i j k l\rangle$ as the determinant of the $4 \times 4$ matrix formed out of the corresponding twistors,
\[

$$
\begin{equation*}
\langle i j k l\rangle=\operatorname{det}\left(Z_{i} Z_{j} Z_{k} Z_{l}\right) \equiv \epsilon_{I J K L} Z_{i}^{I} Z_{j}^{J} Z_{k}^{K} Z_{l}^{L} \tag{1.35}
\end{equation*}
$$

\]

where $\epsilon_{I J K L}$ denotes the Levi-Civita tensor. Then we can express the kinematical invariants $x_{i j}^{2}$ in terms of momentum twistors as

$$
\begin{equation*}
x_{i j}^{2}=\frac{\langle i-1 i j-1 j\rangle}{\langle i-1 i I\rangle\langle j-1 j I\rangle}, \tag{1.36}
\end{equation*}
$$

where $I$ denotes the so-called infinity twistor which corresponds to a null cone at infinity. The infinity twistor breaks conformal invariance, this is however not a problem because the squared differences $x_{i j}^{2}$ are not dual conformally invariant either. The cross ratios 1.28 on the other hand are dual conformally invariant and must be independent of the infinity twistor. Indeed, we have

$$
\begin{equation*}
U_{i j k l}=\frac{\langle i-1 i j-1 j\rangle\langle k-1 k l-1 l\rangle}{\langle i-1 i k-1 k\rangle\langle j-1 j l-1 l\rangle} . \tag{1.37}
\end{equation*}
$$

This set-up allows us to express the color-ordered partial amplitudes in planar $\mathcal{N}=4$ SYM by a configuration of $n$ points in $\mathbb{C P}^{3}$ 25. The set of all such configurations, $\operatorname{Conf}_{n}\left(\mathbb{C P}^{3}\right)$ is closely related to the Grassmannian $\operatorname{Gr}(4, n)$, the space of all four-dimensional linear subspaces of $\mathbb{C}^{n}$,

$$
\begin{equation*}
\operatorname{Conf}_{n}\left(\mathbb{C P}^{3}\right) \simeq \operatorname{Gr}(4, n) /\left(\mathbb{C}^{*}\right)^{n-1} \tag{1.38}
\end{equation*}
$$

and each Grassmannian can naturally be equipped with a cluster algebra 2630. It is worth studying these cluster algebras because they are related to the singularities of scattering amplitudes in planar $\mathcal{N}=4$ super Yang-Mills theory 25. Let us make this more clear by looking at the cluster algebra attached to the Grassmannian $\operatorname{Gr}(4, n)$.

A cluster algebra is a set of different quivers, that can all be constructed from a single initial quiver under the action of an operation called 'mutation'. A quiver can be represented as a directed graph, and an initial quiver for the Grassmannian $\operatorname{Gr}(4, n)$ is given in fig. 1.3. where the nodes in boxes are called frozen nodes and all other nodes are considered unfrozen nodes and each node is labelled with so-called Plücker coordinates $\langle i j k l\rangle$. The mutations used to construct the other quivers of the cluster algebra alter both the labels of the nodes as well as the arrows of the graph. From each quiver in the cluster


Figure 1.3: The $\mathcal{A}$-coordinates for the initial quiver for $\operatorname{Gr}(4, n)$ with frozen nodes in boxes.
algebra we can extract so-called $\mathcal{X}$ coordinates [25] and we find for the initial quiver 1.3

$$
\begin{align*}
\mathcal{X}_{1 j} & =\frac{\langle 123 j+3\rangle\langle 12 j+4 j+5\rangle}{\langle 123 j+5\rangle\langle 12 j+3 j+4\rangle} \\
\mathcal{X}_{2 j} & =\frac{\langle 123 j+4\rangle\langle 12 j+2 j+3\rangle\langle 1 j+3 j+4 j+5\rangle}{\langle 123 j+3\rangle\langle 12 j+4 j+5\rangle\langle 1 j+2 j+3 j+4\rangle}  \tag{1.39}\\
\mathcal{X}_{3 j} & =\frac{\langle 12 j+3 j+4\rangle\langle 1 j+1 j+2 j+3\rangle\langle j+2 j+3 j+4 j+5\rangle}{\langle 12 j+2 j+3\rangle\langle 1 j+3 j+4 j+5\rangle\langle j+1 j+2 j+3 j+4\rangle} .
\end{align*}
$$

The $3 n-15 \mathcal{X}$-coordinates of any given quiver, including the initial quiver shown above, form a complete set of coordinates for the kinematical dependence of $n$-gluon amplitudes in $\mathcal{N}=4 \mathrm{SYM}$. The cluster algebras associated to the Grassmannians $\operatorname{Gr}(4, n)$ for $n=6,7$ are finite, meaning that there are only finitely many diagrams that can be generated by mutation, while the cluster algebras for $n \geq 8$ are infinite. More precisely, any cluster algebra whose unfrozen nodes, correspond to a Dynkin diagram, possibly after applying a sequence of mutations, is finite.


Figure 1.4: The $\mathcal{X}$-coordinates for the initial quiver for $\operatorname{Gr}(4, n)$.

## Chapter

## Special Functions and Relations

In the previous section we have introduced the notion of scattering amplitudes and have seen how to compute them perturbatively in terms of Feynman integrals. These Feynman integrals are generally still very difficult and are known to give rise to various classes of functions from polylogarithms $31-34$, over elliptic generalizations thereof $[35-38]$ to integrals over so-called Calabi-Yau manifolds [39, whose solutions are yet to be fully analysed, and many more classes of functions are expected to appear. Among the mentioned functions, (multiple) polylogarithms are without a doubt the once that have been best understood. It is a reflection of this fact that a lot of progress in the computation of scattering amplitudes has been made in cases where we could write them in terms of (multiple) polylogarithms. In contrast, progress was usually brought to a halt for many years when scattering amplitudes exhibited Feynman integrals evaluating to elliptic generalizations of polylogarithms and few such integrals have been tediously computed. Due to recent developments in the study of iterated integrals over elliptic curves, progress in this area has sped up and more and more Feynman integrals evaluating to iterated elliptic integrals are being solved.

The aim of this thesis is to highlight exactly this connection. We demonstrate how careful analysis of the underlying geometry of the integration as well as good knowledge of the function space of the result can be utilized to efficiently compute scattering amplitudes. Consequently, we will introduce in this chapter various types of iterated integrals as well as special combinations of these functions that are relevant for the scattering amplitudes considered in this thesis. In particular, we are going to consider multiple polylogarithms
(MPLs) 40, 41, elliptic multiple polylogarithms (eMPLs) 42, 43 and iterated integrals of modular forms (IMFs) 44, 45. Multiple polylogarithms and their underlying algebraic structures have been well studied and understood, and tools for their analytic and numeric treatment are available 46-49. In the recent years, their elliptic counterparts have gained more and more attention and it has been possible to extend many of the algebraic properties of MPLs to eMPLs 42,50 52, there are however as of yet no tool-kits for their treatment available. We will start this chapter by reviewing some well-known properties of iterated integrals, which naturally arise during the computation scattering amplitudes by Feynman diagrams.

### 2.1 Iterated Integrals

In this section we will consider generic (homotopy invariant) iterated integrals of one-forms ${ }^{1}$ and review some useful properties that all iterated integrals share. A detailed analysis and proofs can be found in ref. [48]. Let $\omega_{i}$ be differential one-forms defined on some smooth manifold $M, \gamma:[0,1] \rightarrow M$ denote a path on $M$ and let $\omega_{i}=f_{i} \mathrm{~d} t$, where $t$ parametrizes the path $\gamma$, then we define the iterated integral $\int_{\gamma} \omega_{1} \ldots \omega_{k}$ as

$$
\begin{equation*}
\int_{\gamma} \omega_{1} \ldots \omega_{k}=\int_{0 \leq t_{1} \leq \cdots \leq t_{k} \leq 1} f_{1}\left(t_{1}\right) \mathrm{d} t_{1} \ldots f_{k}\left(t_{k}\right) \mathrm{d} t_{k} \tag{2.1}
\end{equation*}
$$

Products of two iterated integrals with the same path naturally form a shuffle algebra,

$$
\begin{align*}
\int_{\gamma} \omega_{1} \ldots \omega_{k} \int_{\gamma} \omega_{k+1} \ldots \omega_{n} & =\sum_{\sigma \in \Sigma(k, n-k)} \int_{\gamma} \omega_{\sigma(1)} \ldots \omega_{\sigma(n)}  \tag{2.2}\\
& =\int_{\gamma} \omega_{1} \ldots \omega_{k} \amalg \omega_{k+1} \ldots \omega_{n}
\end{align*}
$$

where $\Sigma(k, l)$ denotes the set of all shuffles of $\{1, \ldots, k\}$ and $\{k+1, \ldots, n\}$, i.e. all permutations of $\{1, \ldots, n\}$ that preserve the relative orderings within each set, and $ш$ denotes the shuffle product. If we decompose the path $\gamma=\gamma_{1} \gamma_{2}$ into two parts $\gamma_{1}$ and $\gamma_{2}$ such that $\gamma_{2}(1)=\gamma_{1}(0){ }^{2}$ we have

$$
\begin{equation*}
\int_{\gamma} \omega_{1} \ldots \omega_{n}=\sum_{k=0}^{n} \int_{\gamma_{1}} \omega_{1} \ldots \omega_{k} \int_{\gamma_{2}} \omega_{k+1} \ldots \omega_{n} . \tag{2.3}
\end{equation*}
$$

[^1]Integrating over the inverted path $\gamma^{-1}(t)=\gamma(1-t)$, i.e. integrating over path $\gamma$ in the opposite direction, corresponds, up to a sign, to an integral over the reversed sequence of one-forms,

$$
\begin{equation*}
\int_{\gamma^{-1}} \omega_{1} \ldots \omega_{n}=(-1)^{n} \int_{\gamma} \omega_{n} \ldots \omega_{1} \tag{2.4}
\end{equation*}
$$

Let us now turn to the question when iterated integrals are homotopty invariant, i.e. when the integral does not depend on the specific parametrization $\gamma$ of the path but only on the endpoints $\gamma(0), \gamma(1)$. It is possible to find socalled integrability conditions on the integrand that guarantee exactly that. It is for example easy to see that any integral over an exact one-form $\omega=\mathrm{d} f$ is homotopy invariant and we have

$$
\begin{equation*}
\int_{\gamma} \mathrm{d} f=f(\gamma(1))-f(\gamma(0)) . \tag{2.5}
\end{equation*}
$$

More generally, this is true for any one-form that is closed $\mathrm{d} \omega=0$. The conditions on iterated integrals are slightly more involved. Let us start by defining the notion of words of differential forms $\omega_{i}$ (not necessarily one-forms) as sequences $\left[\omega_{1}|\ldots| \omega_{k}\right] \in B_{k}$ and let

$$
\begin{equation*}
B=\bigoplus_{k=0}^{\infty} B_{k} \tag{2.6}
\end{equation*}
$$

denote the space of all words of differential forms of arbitrary length, where $B_{0}=\mathbb{F}$ is defined as the field $\mathbb{F}$ over which the vector space of differential forms is defined. Formally, $B_{k}$ corresponds to the $k$-fold tensor product of the vector space of differential forms. Together with the shuffle product

$$
\begin{equation*}
\left[\omega_{1}|\ldots| \omega_{k}\right] ш\left[\omega_{k+1}|\ldots| \omega_{n}\right]=\sum_{\sigma \in \Sigma(k, n-k)}\left[\omega_{\sigma(1)}|\ldots| \omega_{\sigma(n)}\right], \tag{2.7}
\end{equation*}
$$

$B$ has the structure of a Hopf algebra. Setting the empty word [] equal to one, the coproduct is given by the deconcatenation of words,

$$
\begin{equation*}
\Delta_{\mathrm{dec}}\left[\omega_{1}|\ldots| \omega_{n}\right]=\sum_{k=0}^{n}\left[\omega_{1}|\ldots| \omega_{k}\right] \otimes\left[\omega_{k+1}|\ldots| \omega_{n}\right] \tag{2.8}
\end{equation*}
$$

and the antipode is given by

$$
\begin{equation*}
\mathcal{S}\left(\left[\omega_{1}|\ldots| \omega_{n}\right]\right)=(-1)^{n}\left[\omega_{n}|\ldots| \omega_{1}\right] . \tag{2.9}
\end{equation*}
$$

It is evident that the basic properties of iterated integrals $2.2,2.23$ and 2.4 are inherited from these operations on Hopf algebras.

Let us now focus on words of one-forms and define the maps $D_{1}, D_{2}: B \rightarrow B$ as

$$
\begin{align*}
& D_{1}\left(\left[\omega_{1}|\ldots| \omega_{k}\right]\right)=-\sum_{i=1}^{k}\left[\omega_{1}|\ldots| \omega_{i-1}\left|\mathrm{~d} \omega_{i}\right| \omega_{i+1} \mid \omega_{k}\right]  \tag{2.10}\\
& D_{2}\left(\left[\omega_{1}|\ldots| \omega_{k}\right]\right)=-\sum_{i=1}^{k-1}\left[\omega_{1}|\ldots| \omega_{i-1}\left|\omega_{i} \wedge \omega_{i+1}\right| \omega_{i+2} \mid \omega_{k}\right] . \tag{2.11}
\end{align*}
$$

Then we can define the differential $D=D_{1}+D_{2}$ on $B$, which allows us to define integrable words of one-forms. $D$ has the usual properties of a differential, i.e. it fulfils a Leibniz rule with respect to the shuffle product, and we have $D^{2}=0$. We stress that this definition only applies to words of one-forms and not to words of arbitrary differential forms. While it is possible to define a similar map for words of differential forms in general, the definition we give here is sufficient within the scope of this thesis and takes a simpler form.

Let $\omega$ be a linear combination of words of one-forms, then we call $\omega$ integrable if it lies in the kernel of $D$, and $\omega$ defines a homotopy invariant integral [53.

### 2.2 Multiple Polylogarithms

Many Feynman integrals can be expressed in terms of multiple polylogarithms [41], in particular it was shown that all one-loop integrals in four dimensions can be expressed in terms of MPLs [13]. In this section we will summarize a few useful properties of multiple polylogarithms and will introduce special, single-valued combinations of them. Multiple polylogarithms are defined 40 by the recursion

$$
\begin{equation*}
G\left(a_{1}, \ldots, a_{n} ; z\right)=\int_{0}^{z} \frac{d t}{t-a_{1}} G\left(a_{2}, \ldots, a_{n} ; t\right) \tag{2.12}
\end{equation*}
$$

where the recursion starts with $G(; z) \equiv 1$. The number of integrations $n$ is called the weight of the multiple polylogarithm. In the case where all $a_{i}=0$ we define

$$
\begin{equation*}
G(\underbrace{0, \ldots, 0}_{n \text { times }} ; z)=\frac{1}{n!} \log ^{n} z . \tag{2.13}
\end{equation*}
$$

As can easily be seen from this definition, MPLs diverge for $z=a_{1}$. MPLs with the same argument form a shuffle algebra which allows us to rewrite a
product of two MPLs as

$$
\begin{align*}
G\left(a_{1}, \ldots, a_{k} ; z\right) & G\left(a_{k+1}, \ldots, a_{k+l} ; z\right) \\
& =\sum_{\sigma \in \Sigma(k, l)} G\left(a_{\sigma(1)}, \ldots, a_{\sigma(k+l)} ; z\right) . \tag{2.14}
\end{align*}
$$

This property follows naturally from their definition as iterated integrals. Note that the shuffle product preserves the weight and hence the product of two MPLs of weight $k$ and $l$ is a linear combination of MPLs of weight $k+l$. The shuffle product is consistent with eq. 2.13 and we find, similarly, in the case where all $a_{i}=a \neq 0$ are equal

$$
\begin{equation*}
G(\underbrace{a, \ldots, a}_{n \text { times }} ; z)=\frac{1}{n!} \log ^{n}\left(1-\frac{z}{a}\right) . \tag{2.15}
\end{equation*}
$$

Considering the vector space of MPLs modulo $i \pi$, i.e. modulo their branch cuts, it forms a Hopf algebra 41,54. A Hopf algebra $H$ is a bialgebra, i.e. it is both an algebra and a coalgebra such that the two are compatible with each other. More precisely, the coproduct $\Delta$ and counit $\eta$ of the coalgebra are both algebra morphisms (or equivalently, the product $\mu$ and unit $\varepsilon$ of the algebra are both coalgebra morphisms). Furthermore, $H$ is equipped with a map $S$ called the antipode, which is an endomorphism on $H$ such that

$$
\begin{equation*}
\mu \circ\left(\mathrm{id}_{H} \otimes S\right) \circ \Delta=\mu \circ\left(S \otimes \operatorname{id}_{H}\right) \circ \Delta=\eta \circ \varepsilon . \tag{2.16}
\end{equation*}
$$

For the space of MPLs modulo $i \pi$, the coproduct is given by

$$
\begin{equation*}
\Delta_{G}(G(\vec{a} ; z))=\sum_{\vec{b} \subseteq \vec{a}} G(\vec{b} ; z) \otimes G_{\vec{b}}(\vec{a} ; z), \tag{2.17}
\end{equation*}
$$

where we sum over all order preserving subsets $\vec{b} \subseteq \vec{a}$. The functions $G_{\vec{b}}(\vec{a} ; z)$ are defined as the iterated integral with the same integrand as $G(\vec{a} ; z)$ but integrated over a contour that encircles, in order, all poles in $\vec{b}$. This is equivalent to taking the residues in these points without multiplying by $2 \pi i$. Let us demonstrate this at some simple examples. For MPLs of weight one there are only two terms and the only residue we have to take is

$$
\begin{equation*}
G_{a}(a ; z)=\operatorname{Res}_{z=a} \frac{1}{z-a}=1 \tag{2.18}
\end{equation*}
$$

Hence we get

$$
\begin{equation*}
\Delta_{G} G(a ; z)=G(a, z) \otimes 1+1 \otimes G(a ; z) . \tag{2.19}
\end{equation*}
$$

For a polylogarithm of length two, we have to compute the residues

$$
\begin{align*}
G_{a, b}(a, b ; z) & =\operatorname{Res}_{w=a} \frac{1}{w-a} \operatorname{Res}_{z=b} \frac{1}{z-b}=1 \\
G_{a}(a, b ; z) & =\operatorname{Res}_{z=a} \frac{1}{z-a} G(b ; z)=G(b ; a)  \tag{2.20}\\
G_{b}(a, b ; z) & =\int_{b}^{z} \mathrm{~d} w \frac{1}{w-a} \operatorname{Res}_{z=b} \frac{1}{z-b}=G(a ; z)-G(a ; b) .
\end{align*}
$$

Note that the lower integration boundary after taking a residue is given by the point at which we took the residue. The reason for this is that we encircle the pole in the integrand and then continue our integration from there. Finally, this yields the coproduct

$$
\begin{align*}
\Delta_{G} G(a, b ; z)= & G(a, b ; z) \otimes 1+G(a ; z) \otimes G(b ; a) \\
& +G(b ; z) \otimes(G(a ; z)-G(a, b))+1 \otimes G(a, b ; z) \tag{2.21}
\end{align*}
$$

The functions $G_{\vec{b}}(\vec{a} ; z)$ are linear combinations of (products of) MPLs of weight $|\vec{a}|-|\vec{b}|$, where $|\vec{v}|$ denotes the cardinality of $\vec{v}$.

The coproduct is coassociative,

$$
\begin{equation*}
\left(\operatorname{id} \otimes \Delta_{G}\right) \otimes \Delta_{G}=\left(\Delta_{G} \otimes \mathrm{id}\right) \otimes \Delta_{G}, \tag{2.22}
\end{equation*}
$$

and can be lifted to a coaction on the full space of MPLs by setting

$$
\begin{equation*}
\Delta_{G}(i \pi)=i \pi \otimes 1, \tag{2.23}
\end{equation*}
$$

where, by abuse of notation, we denote both the coaction and the coproduct by $\Delta_{G}$. This asymmetry in the definition of the coaction is also reflected in the way the coaction commutes with taking discontinuities or derivatives. In particular, we have

$$
\begin{equation*}
\Delta_{G} \text { Disc }=(\operatorname{Disc} \otimes \mathrm{id}) \Delta_{G} \quad \text { and } \quad \Delta_{G} \partial_{z}=\left(\operatorname{id} \otimes \partial_{z}\right) \Delta_{G} . \tag{2.24}
\end{equation*}
$$

Let us quickly comment on the MPLs appearing on the r.h.s. of 2.17). Since we have not imposed any restrictions on the $a_{i} \in \vec{a}$, we could potentially encounter divergent polylogarithms of the form $G\left(z, a_{2}, \ldots ; z\right)$. These divergencies can be regularized using the shuffel product. We can formally rewrite any $G\left(a_{1}, \ldots, a_{n} ; z\right)$ with $a_{i}=z$ for $1 \leq i \leq k$ and $k \leq n$ as 48

$$
\begin{equation*}
G\left(a_{1}, \ldots, a_{n} ; z\right)=\sum_{i=0}^{k} G(z ; z)^{i} f_{n-i}(z) \tag{2.25}
\end{equation*}
$$

where the $f_{k}(z)$ are linear combinations of MPLs $G\left(b_{1}, \ldots, b_{k} ; z\right)$ of weight $k$ with $b_{1} \neq z$. Then we define

$$
\begin{equation*}
G^{\operatorname{Reg}}\left(a_{1}, \ldots, a_{n} ; z\right)=f_{n}(z) . \tag{2.26}
\end{equation*}
$$

For the polylogarithm $G(z, a ; z)$ for example this yields

$$
\begin{equation*}
G(z, a ; z)=G(z ; z) G(a ; z)-G(a, z ; z), \tag{2.27}
\end{equation*}
$$

and hence

$$
\begin{equation*}
G^{\operatorname{Reg}}(z, a ; z)=-G(a, z ; z) . \tag{2.28}
\end{equation*}
$$

Similarly, we find

$$
\begin{equation*}
G(z, z, a ; z)=\frac{1}{2} G(z ; z)^{2} G(a ; z)-G(z ; z) G(a, z ; z)+G(a, z, z ; z) \tag{2.29}
\end{equation*}
$$

which gives

$$
\begin{equation*}
G^{\operatorname{Reg}}(z, z, a, z)=G(a, z, z ; z) . \tag{2.30}
\end{equation*}
$$

Regularized MPLs have the same algebraic properties as their unregularized versions, in particular they preserve multiplication (and subsequently also the shuffle algebra)

$$
\begin{equation*}
[G(\vec{a} ; z) G(\vec{b} ; z)]^{\mathrm{Reg}}=G^{\mathrm{Reg}}(\vec{a} ; z) G^{\mathrm{Reg}}(\vec{b} ; z) \tag{2.31}
\end{equation*}
$$

All MPLs appearing in the r.h.s. of (2.17) are to be understood as their regularised versions.

The coproduct raises the space of MPLs to a bialgebra, graded by the weight, that can be promoted to a Hopf algebra by endowing it with an antipode $S$. The antipode is determined recursively in the weight through

$$
\begin{equation*}
\mu(S \otimes \mathrm{id}) \Delta(G(\vec{a} ; z)))=\mu(\mathrm{id} \otimes S) \Delta(G(\vec{a} ; z)))=0, \text { if }|\vec{a}| \geq 1 \tag{2.32}
\end{equation*}
$$

where $\mu(a \otimes b)=a \cdot b$ denotes the multiplication. At weight one, for example, we have

$$
\begin{equation*}
S(G(a ; z))+G(a ; z)=0, \tag{2.33}
\end{equation*}
$$

which uniquely determines the antipode of MPLs of weight one. At weight two we similarly find

$$
\begin{align*}
0 & =S(G(a, b ; z))+S(G(a ; z)) G(b ; a) \\
& +S(G(b ; z))[G(a ; z)-G(a ; b)]+G(a, b ; z) \\
& =S(G(a, b ; z))-G(a ; z) G(b ; a)  \tag{2.34}\\
& -G(b ; z)[G(a ; z)-G(a ; b)]+G(a, b ; z),
\end{align*}
$$

where we used 2.33), defining the result for the antipode of a MPL of weight one. We see that $S(G(a, b ; z))$ is uniquely determined by eq. 2.34. This process can be repeated for higher weights to uniquely determine the antipode recursively through the coproduct. The antipode is an involution, $S^{2}=\mathrm{id}$, and it preserves multiplication and the coproduct,

$$
\begin{equation*}
S(a \cdot b)=S(b) \cdot S(a) \text { and } \Delta S=(S \otimes S) \tau \Delta \tag{2.35}
\end{equation*}
$$

with $\tau(a \otimes b)=b \otimes a$.

### 2.2.1 The Symbol of MPLs

Another useful operation on MPLs that is closely related to the coproduct is the symbol. To define the symbol, let us introduce some useful notation. The coproduct $\Delta_{G}$ splits a polylogarithm of weight $n$ into tensor products of polylogarithms whose combined weight is $n$. Let us define $\Delta_{G, i j}$ as the component of the coproduct that consists of tensor products of functions of weighs $i$ and $j$ respectively. In the case of a polylogarithm of weight 3 , for example, we have

$$
\begin{align*}
\Delta_{G}(G(0,1,1 ; z)) & =1 \otimes G(0,1,1 ; z)+G(1 ; z) \otimes G(0,1, z) \\
& +G(1,1 ; z) \otimes G(0 ; z)+G(0,1,1 ; z) \otimes 1 \tag{2.36}
\end{align*}
$$

and

$$
\begin{align*}
& \Delta_{G, 03}(G(0,1,1 ; z))=1 \otimes G(0,1,1 ; z) \\
& \Delta_{G, 30}(G(0,1,1 ; z))=G(0,1,1 ; z) \otimes 1 \\
& \Delta_{G, 12}(G(0,1,1 ; z))=G(1 ; z) \otimes G(0,1, z)  \tag{2.37}\\
& \Delta_{G, 21}(G(0,1,1 ; z))=G(1,1 ; z) \otimes G(0 ; z)
\end{align*}
$$

By iteratively applying the coproduct ( $k-1$ )-times we can equivalently define $\Delta_{G, i_{1} \ldots i_{k}}$ and the uniqueness of the expression is assured by coassociativity.

Then we define the symbol $\mathcal{S}$ of a polylogarithm of weight $n$ as

$$
\begin{equation*}
\mathcal{S}(G(\vec{a} ; z))=\Delta_{G, \underbrace{1 \ldots 1}_{n-\text { times }}}(G(\vec{a} ; z)) . \tag{2.38}
\end{equation*}
$$

Since all components of the symbol are ordinary logarithms it is conventional to represent them as $a_{1} \otimes \cdots \otimes a_{n}$ instead of $\log a_{1} \otimes \cdots \otimes \log a_{n}$.

An equivalent $3^{3}$ definition of the symbol can be derived from the total differential. This definition is often found in the physics literature and will be useful

[^2]later on. Let us consider a function $F_{n}$ of transcendental weight $n$ whose total differential can be cast in the form
\[

$$
\begin{equation*}
\mathrm{d} F_{n}=\sum_{i} F_{n-1, i} \mathrm{~d} \log R_{i} \tag{2.39}
\end{equation*}
$$

\]

where the $F_{n-1, i}$ are functions of transcendental weight $n-1$ and the $R_{i}$ are algebraic functions. Then the symbol of the function $F_{n}$ is defined by the recursion

$$
\begin{equation*}
\mathcal{S}\left(F_{n}\right)=\sum_{i} \mathcal{S}\left(F_{n-1, i}\right) \otimes R_{i}, \quad \mathcal{S}\left(F_{0}\right)=F_{0} \tag{2.40}
\end{equation*}
$$

In order for this recursion to terminate, it is obvious that the differential equation (2.39) must have a trivial homogeneous part. This definition of the symbol therefore only makes sense for so-called pure functions. The total differential of a MPL takes the form 40

$$
\begin{equation*}
\mathrm{d} G\left(a_{1}, \ldots, a_{n} ; z\right)=\sum_{i=1}^{n} G\left(a_{1}, \ldots, \hat{a}_{i}, \ldots, a_{n} ; z\right) \mathrm{d} \log \frac{a_{i-1}-a_{i}}{a_{i+1}-a_{i}}, \tag{2.41}
\end{equation*}
$$

with $a_{0} \equiv z$, and therefore has the form 2.39 . The equivalence of the two definitions (2.38) and 2.40 is easy to see from the action of derivatives on the coproduct 2.24.

The symbol map is not injective as can easily be checked. We have, for example,

$$
\begin{equation*}
\mathcal{S}(G(1,0,1 ; 1-z))=z \otimes(1-z) \otimes z=\mathcal{S}(G(0,1,0 ; z)) \tag{2.42}
\end{equation*}
$$

while 49

$$
\begin{equation*}
G(1,0,1 ; 1-z)=G(0,1,0 ; z)-\zeta_{2} G(0 ; z)-2 \zeta_{3} . \tag{2.43}
\end{equation*}
$$

The coaction on the other hand contains more information, and allows us to find certain relations among MPLs. Let us illustrate this process by deriving the relation 2.43) using only the coaction and the symbol map. Given 2.42, a good starting point for our endeavour is the MPL $G(0,1,0 ; z)$. We know that the difference $G(1,0,1 ; 1-z)-G(0,1,0 ; z)$ lies in the kernel of $\mathcal{S}$ and hence the first entry of $\Delta_{G ; 21}(G(1,0,1 ; 1-z)-G(0,1,0 ; z))$ must lie in the kernel of $\mathcal{S}$ as well. Indeed we find

$$
\begin{equation*}
\Delta_{G ; 21}(G(1,0,1 ; 1-z)-G(0,1,0 ; z))=-\zeta_{2} \otimes G(0 ; z) . \tag{2.44}
\end{equation*}
$$

The difference $G(1,0,1 ; 1-z)-\left(G(0,1,0 ; z)-\zeta_{2} G(0 ; z)\right)$ must lie in the kernel of both $\mathcal{S}$ and $\Delta_{G ; 21}$ and must therefore be a constant. As we have seen before, this is indeed true, and we find

$$
\begin{equation*}
G(1,0,1 ; 1-z)-\left(G(0,1,0 ; z)-\zeta_{2} G(0 ; z)\right)=-2 \zeta_{3} . \tag{2.45}
\end{equation*}
$$

It is often enough to analyse the components $\Delta_{G ; k 1 \ldots 1}$ to recursively compute relations among different MPLs and this procedure will be important in the remainder of this thesis.

### 2.2.2 Special Combinations of MPLs

In this section we will introduce special combinations of MPLs that will be useful in later parts of this thesis. In particular, we will introduce two variants of single-valued combinations of MPLs, the single-valued multiple polylogarithms (SVMPLs), $\mathcal{G}$, and the generalized single-valued multiple polylogarithms (gSVMPLs), $\mathscr{G}$. As we will see in the following, the former are actually contained in the latter. The reason for treating them separately is that we can find a simpler, more direct approach to computing SVMPLs compared to gSVMPLs.

## Single-Valued Multiple Polylogarithms

In this section we will introduce the map $\mathbf{s}$ which maps any polylogarithm $G(\vec{a} ; z)$ so its single-valued analogue $\mathcal{G}(\vec{a} ; z)$ such that $\mathcal{G}(\vec{a} ; z)$ fulfils the same holomorphic differential equation as $G(\vec{a} ; z)$. This construction is inspired by the work done in 55, 56 on multiple zeta values as well as 57] and relies on the Hopf algebra structure of MPLs. It was first presented in 1] and we refer the reader to that paper for proofs and another description of the single-valued map derived from a Picard-Fuchs equation.

Let $L_{\Sigma}$ be the shuffle algebra of MPLs with singularities at $\sigma_{i} \in \Sigma, \bar{L}_{\Sigma}$ its complex conjugate and $L_{\Sigma} \bar{L}_{\Sigma} \simeq L_{\Sigma} \otimes \bar{L}_{\Sigma}$. Then each of these algebras is a Hopf algebra for the coproduct (2.17). Let us further define the map

$$
\begin{equation*}
\tilde{S}: L_{\Sigma} \rightarrow \bar{L}_{\Sigma} ; \quad G(\vec{a} ; z) \mapsto(-1)^{|\vec{a}|} \bar{S}(G(\vec{a} ; z)) \tag{2.46}
\end{equation*}
$$

where $\bar{S}$ denotes the complex conjugate of the antipode. Like $S, \tilde{S}$ is an involution and it satisfies

$$
\begin{equation*}
\tilde{S}(a \cdot b)=\tilde{S}(b) \cdot \tilde{S}(a) \text { and } \Delta \tilde{S}=(\tilde{S} \otimes \tilde{S}) \tau \Delta \tag{2.47}
\end{equation*}
$$

Unlike the antipode, $\tilde{S}$ does not satisfy eq. 2.32 , but the equivalent equation for $\tilde{S}$ defines the single-valued map (c.f. ref. 55 ),

$$
\begin{equation*}
\mathbf{s}=\mu(\tilde{S} \otimes \mathrm{id}) \Delta \tag{2.48}
\end{equation*}
$$

and hence $\mathcal{G}(\vec{a} ; z)=\mathbf{s}(G(\vec{a} ; z))$ is the single-valued version of $G(\vec{a} ; z)$.

Let us quickly discuss some properties of the map s before showing that the image under $\mathbf{s}$ is indeed single-valued. $\mathbf{s}$ is $\mathbb{Q}$-linear and preserves multiplication 1

$$
\begin{equation*}
\mathbf{s}(a \cdot b)=\mathbf{s}(a) \cdot \mathbf{s}(b) . \tag{2.49}
\end{equation*}
$$

It is important to remark that $\mathbf{s}$ is only linear with respect to rational numbers and that it can act non-trivially on transcendental periods. In particular, we have 55

$$
\begin{equation*}
\mathbf{s}(i \pi)=0 \text { and } \mathbf{s}\left(\zeta_{n}\right)=2 \zeta_{n}, \text { for } n \text { odd } \tag{2.50}
\end{equation*}
$$

Let $L_{\Sigma}^{S V} \subset L_{\Sigma} \bar{L}_{\Sigma}$ be the image of $L_{\Sigma}$ under the map s. Then $L_{\Sigma}^{S V}$ is again graded by the weight and a coaction is given by the action of the coproduct of $L_{\Sigma} \bar{L}_{\Sigma}$ restricted to $L_{\Sigma}^{S V}$,

$$
\begin{equation*}
\Delta: L_{\Sigma}^{S V} \rightarrow L_{\Sigma}^{S V} \otimes L_{\Sigma} \bar{L}_{\Sigma} \tag{2.51}
\end{equation*}
$$

Let us now turn to the functions $\mathcal{G}(\vec{a} ; z)$ and show that they are indeed singlevalued. Let $\mathcal{M}_{\sigma} \mathcal{G}(\vec{a} ; z)$ denote the result of analytically continuing $\mathcal{G}(\vec{a} ; z)$ along a small, counter-clockwise loop encircling only the singularity $\sigma \in \Sigma$. Then $\mathcal{G}(\vec{a} ; z)$ is single-valued if

$$
\begin{equation*}
\operatorname{Disc}_{\sigma} \mathcal{G}(\vec{a} ; z)=\mathcal{M}_{\sigma} \mathcal{G}(\vec{a} ; z)-\mathcal{G}(\vec{a} ; z)=0, \quad \forall \sigma \in \Sigma . \tag{2.52}
\end{equation*}
$$

We will show this by induction over the weight of $\mathcal{G}(\vec{a} ; z)$. At weight one we have

$$
\begin{equation*}
\mathcal{G}(a ; z)=G(a ; z)+\tilde{S}(G(a ; z))=\log \left|1-\frac{z}{a}\right|^{2} \tag{2.53}
\end{equation*}
$$

which is manifestly single-valued. Let us now assume that all $\mathcal{G}$ up to weight $n$ are single-valued and let $\mathcal{G}(\vec{a} ; z)$ be a SVMPL of weight $n+1$. Then it follows from the induction hypothesis that

$$
\begin{equation*}
\Delta \operatorname{Disc}_{\sigma}(\mathcal{G}(\vec{a} ; z))=\left(\operatorname{Disc}_{\sigma} \otimes \operatorname{id}\right) \Delta(\mathcal{G}(a ; z))=\operatorname{Disc}_{\sigma} \mathcal{G}(\vec{a} ; z) \otimes 1, \tag{2.54}
\end{equation*}
$$

where we have used that the discontinuity operator only acts on the first factor of the coproduct. Then eq. 2.32 yields

$$
\begin{equation*}
0=\mu(\mathrm{id} \otimes S) \Delta \operatorname{Disc}_{\sigma}(\mathcal{G}(\vec{a} ; z))=\operatorname{Disc}_{\sigma}(\mathcal{G}(\vec{a} ; z)) \cdot S(1)=\operatorname{Disc}_{\sigma}(\mathcal{G}(\vec{a} ; z)) \tag{2.55}
\end{equation*}
$$

and hence $\mathcal{G}(\vec{a} ; z)$ is single-valued.

Let us now show that $\mathcal{G}\left(a_{1}, \ldots, a_{n} ; z\right)$ fulfils the same holomorphic differential equation as $G\left(a_{1}, \ldots, a_{n} ; z\right)$, i.e. that

$$
\begin{equation*}
\partial_{z} \mathbf{s}=\mathbf{s} \partial_{z} \tag{2.56}
\end{equation*}
$$

This can easily be shown by using that derivatives only act on the second factor of the coproduct. Using the Leibniz rule for differentiation $\partial_{z} \mu=\mu\left(\partial_{z} \otimes \mathrm{id}+\right.$ $\mathrm{id} \otimes \partial_{z}$ ), we find

$$
\begin{equation*}
\mathbf{s} \partial_{z}=\mu(\tilde{S} \otimes \mathrm{id}) \Delta \partial_{z}=\mu\left(\tilde{S} \otimes \partial_{z}\right) \Delta=\partial_{z} \mathbf{s}-\mu\left(\partial_{z} \tilde{S} \otimes \mathrm{id}\right) \Delta \tag{2.57}
\end{equation*}
$$

Since $\tilde{S}(G(\vec{a} ; z))$ is always anti-holomorphic, we have $\partial_{z} \tilde{S}=0$ and hence

$$
\begin{equation*}
\partial_{z} \mathcal{G}(a, \vec{b} ; z)=\frac{1}{z-a} \mathcal{G}(\vec{b} ; z) . \tag{2.58}
\end{equation*}
$$

For the same reason it is evident that the single-valued map $\mathbf{s}$ does not commute with antiholomorphic derivatives, $\partial_{\bar{z}} \mathbf{s} \neq\left(\mathbf{s} \partial_{z}\right)^{*}$, and the behaviour of SVMPLs under antiholomorphic derivatives is encoded in $\tilde{S}$. Equivalently, complex conjugation acts non-trivially on SVMPLs. Every complex conjugated SVMPL can be expressed as a linear combination of regular SVMPLs

$$
\begin{equation*}
\mathcal{G}(\vec{a} ; \bar{z})=\sum_{\vec{b}} c_{\vec{a}, \vec{b}} \mathcal{G}(\vec{b} ; z) \tag{2.59}
\end{equation*}
$$

This behaviour is, again, encoded in the map $\tilde{S}$ and we have

$$
\begin{equation*}
\overline{\mathbf{s}}=\mathbf{s} \tilde{S} \tag{2.60}
\end{equation*}
$$

where $\overline{\mathbf{s}}$ denotes the complex conjugate of $\mathbf{s}$. For a generic single-valued multiple polylogarithm of weight two, we find

$$
\begin{equation*}
\mathcal{G}(\bar{a}, \bar{b} ; \bar{z})=\overline{\mathbf{s}}(G(a, b ; z))=\mathcal{G}(b, a ; z)+\mathcal{G}(b ; a) \mathcal{G}(a ; z)-\mathcal{G}(a ; b) \mathcal{G}(b ; z), \tag{2.61}
\end{equation*}
$$

and similarly, in the case of antiholomorphic differentiation,

$$
\begin{equation*}
\partial_{\bar{z}} \mathcal{G}(a, b ; z)=\frac{1}{\bar{z}-\bar{a}} \mathcal{G}(b ; a)+\frac{1}{\bar{z}-\bar{b}}(\mathcal{G}(a ; z)-\mathcal{G}(a ; b)) . \tag{2.62}
\end{equation*}
$$

Let us conclude this section by commenting on functional relations among SVMPLs. While we could express all SVMPLs in terms of regular MPLs, solve functional relations on these and reexpress everything in terms of SVMPLs in the end, we can use the single-valued map to promote relations among ordinary MPLs to relations among SVMPLs. Since $\mathbf{s} G(\vec{a} ; z)=\mathcal{G}(\vec{a} ; z)$, single-valued MPLs fulfil essentially the same functional relations as their non-single-valued
analogues. Let us however stress again that some non-algebraic periods behave non-trivially under s (c.f. 2.50), which is essential for these relations to hold. Let us illustrate this at the following example. Applying $\mathbf{s}$ to both sides of the relation

$$
\begin{align*}
G\left(0,1,1 ; \frac{1}{z}\right) & =-G(0,0,0 ; z)+G(0,0,1 ; z)+G(0,1,0 ; z) \\
& -G(0,1,1 ; z)+i \pi[G(0,0 ; z)-G(0,1 ; z)]  \tag{2.63}\\
& +\frac{\pi^{2}}{2} G(0 ; z)+\zeta_{3}-\frac{i \pi^{3}}{6}
\end{align*}
$$

we get

$$
\begin{align*}
\mathcal{G}\left(0,1,1 ; \frac{1}{z}\right) & =-\mathcal{G}(0,0,0 ; z)+\mathcal{G}(0,0,1 ; z)+\mathcal{G}(0,1,0 ; z)  \tag{2.64}\\
& -\mathcal{G}(0,1,1 ; z)+2 \zeta_{3}
\end{align*}
$$

## Generalized Single-Valued Multiple Polylogarithms

As we will see later, the single-valued multiple polylogarithms introduced in the previous section can be used to describe all amplitudes in the high-energy limit of $\mathcal{N}=4$ super Yang-Mills theory (SYM). They will however not be enough to describe amplitudes in the high-energy limit of more general Yang-Mills theories. In particular, we will encounter single-valued polylogarithms whose holomorphic derivatives depend on the complex conjugate of the argument $z$ itself, as for example in

$$
\begin{equation*}
\partial_{z} G\left(-1,|z|^{2}\right)=\frac{1}{z+1 / \bar{z}} \tag{2.65}
\end{equation*}
$$

A broader class of single-valued multiple polylogarithms covering also SVMPLs has been studied in ref. [58], where a recursive algorithm for the construction of gSVMPLs in one complex variable with singularities at

$$
\begin{equation*}
z=\frac{\alpha \bar{z}+\beta}{\gamma \bar{z}+\delta}, \quad \alpha, \beta, \gamma, \delta \in \mathbb{C} \tag{2.66}
\end{equation*}
$$

was introduced. For $\alpha=\gamma=0$, i.e. in the case where all singularities are constant, these gSVMPLs coincide with the SVMPLs we have introduced in the previous section. In this section we will review the definition and the construction of the gSVMPLs introduced in 58. There it was shown that the following conditions uniquely define the functions $\mathscr{G}\left(a_{1}, \ldots, a_{n} ; z\right)$ :

1. The functions $\mathscr{G}\left(a_{1}, \ldots, a_{n} ; z\right)$ are single-valued.
2. They form a shuffle algebra.
3. They satisfy the holomorphic differential equation,

$$
\begin{equation*}
\partial_{z} \mathscr{G}\left(a_{1}, \ldots, a_{n} ; z\right)=\frac{1}{z-a_{1}} \mathscr{G}\left(a_{2}, \ldots, a_{n} ; z\right) . \tag{2.67}
\end{equation*}
$$

4. They vanish for $z=0$, except if all $a_{i}$ are 0 , in which case we have

$$
\begin{equation*}
\mathscr{G}(\underbrace{0, \ldots, 0}_{n \text { times }} ; z)=\frac{1}{n!} \log ^{n}|z|^{2} \tag{2.68}
\end{equation*}
$$

5. The singularities in eq. 2.67) are antiholomorphic functions of $z$ of the form,

$$
\begin{equation*}
a_{i}=\frac{\alpha \bar{z}+\beta}{\gamma \bar{z}+\delta}, \text { for some } \alpha, \beta, \gamma, \delta \in \mathbb{C} . \tag{2.69}
\end{equation*}
$$

Let us make a few observations that will be important for the algorithmic construction of these functions. Let $f$ be a linear combination of gSVMPLs with singularities at most at $z=a_{i}$, with $a_{i}$ of the form 2.69. Then there exist two single-valued functions $F_{1}$ and $F_{2}$ such that

$$
\begin{equation*}
\partial_{z} F_{1}=f=\partial_{\bar{z}} F_{2} . \tag{2.70}
\end{equation*}
$$

These are the single-valued holomorphic (antiholomorphic) primitives which we will denote by $\int_{S V} \mathrm{~d} z f\left(\int_{S V} \mathrm{~d} \bar{z} f\right)$. The single-valued holomorphic (antiholomorphic) primitive agrees with any other holomorphic (antiholomorphic) primitive up to a purely antiholomorphic (holomorphic) function and we have

$$
\begin{equation*}
\int_{S V} \mathrm{~d} z f=\int \mathrm{d} z f+\delta(\bar{z}) \tag{2.71}
\end{equation*}
$$

Let us also define the functions $\pi_{0}\left(\bar{\pi}_{0}\right)$ as the projections that map any function to its analogue modulo holomorphic (antiholomorphic) residues,

$$
\begin{align*}
& \pi_{0}: f \mapsto f-\sum_{z_{0} \in \mathbb{C}} \frac{\operatorname{Res}_{z=z_{0}} f}{z-z_{0}}, \\
& \bar{\pi}_{0}: f \mapsto f-\sum_{\bar{z}_{0} \in \mathbb{C}} \frac{\overline{\operatorname{Res}}_{\bar{z}=\bar{x}_{0}} f}{\bar{z}-\bar{z}_{0}}, \tag{2.72}
\end{align*}
$$

where we sum over all poles of $f$. Then we can recursively construct the gSVMPLs using the commutative diagram shown in fig. 2.1 .58.


Figure 2.1: Commutative diagram from ref. 58 for the computation of singlevalued primitives.

Let us sketch the process of computing the single-valued holomorphic primitive $F$ of the single-valued function $f=\partial_{z} F$ of weight $n$ assuming that we already know how to compute single-valued primitives of functions of lower weight. Then we can define

$$
\begin{equation*}
F_{1}(z, \bar{z})=\int \mathrm{d} z \pi_{0}\left(\partial_{z} F(z, \bar{z})\right) \tag{2.73}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{F}_{2}(z, \bar{z})=\int \mathrm{d} \bar{z} \bar{\pi}_{0}\left(\partial_{\bar{z}} F(z, \bar{z})\right) \tag{2.74}
\end{equation*}
$$

These two functions must be equal to the desired single-valued primitive up to purely (anti)holomorphic functions

$$
\begin{equation*}
F(z, \bar{z})=F_{1}(z, \bar{z})+\delta_{1}(\bar{z})=\bar{F}_{2}(z, \bar{z})+\delta_{2}(z), \tag{2.75}
\end{equation*}
$$

and hence

$$
\begin{equation*}
F_{1}(z, \bar{z})-\bar{F}_{2}(z, \bar{z})=\delta_{2}(z)-\delta_{1}(\bar{z}) . \tag{2.76}
\end{equation*}
$$

This fixes the functions $\delta_{1}$ and $\delta_{2}$ up to a constant. This constant can be fixed by requiring that all gSVMPLs vanish for $z=0$. We then recover the desired single-valued primitive $F$ by adding back the previously subtracted residues,

$$
\begin{align*}
F & =\delta(\bar{z})+\int_{S V} \mathrm{~d} z f \\
& =\delta(\bar{z})+\int_{S V} \mathrm{~d} z \pi_{0}(f)+\sum_{z_{0} \in \mathbb{C}} \operatorname{Res}_{z=z_{0}} f \int_{S V} \frac{\mathrm{~d} z}{z-z_{0}}  \tag{2.77}\\
& =\delta(\bar{z})+\int_{S V} \mathrm{~d} z \pi_{0}(f)+\sum_{z_{0} \in \mathbb{C}} \operatorname{Res}_{z=z_{0}} f \mathscr{G}\left(z_{0} ; z\right),
\end{align*}
$$

where $\delta(\bar{z})$ is any antiholomorphic rational function.
Let us illustrate this process explicitly by computing the function $F(z, \bar{z})=$ $\mathscr{G}_{-1 / \bar{z}, 1}(z)$, where we introduced the more compact notation $\mathscr{G}_{\vec{a}}(z) \equiv \mathscr{G}(\vec{a} ; z)$. From eq. 2.67, it follows that

$$
\begin{equation*}
\partial_{z} F(z, \bar{z})=\partial_{z} \mathscr{G}_{-1 / \bar{z}, 1}(z)=\frac{1}{z+1 / \bar{z}} \mathscr{G}_{1}(z)=\frac{1}{z+1 / \bar{z}} \mathcal{G}_{1}(z) \equiv f(z, \bar{z}) . \tag{2.78}
\end{equation*}
$$

Since the denominator in eq. 2.78) never vanishes, $\pi_{0}(f)=f$, and we get

$$
\begin{equation*}
F_{1}(z, \bar{z})=\int_{0}^{z} \frac{\mathrm{~d} t}{t+1 / \bar{z}} \mathscr{G}_{1}(t)=G_{1}(\bar{z}) G_{-1 / \bar{z}}(z)+G_{-1 / \bar{z}, 1}(z) \tag{2.79}
\end{equation*}
$$

As mentioned before, this holomorphic primitive differs from the desired singlevalued primitive at most by a purely antiholomorphic function $\delta_{1}$, and we have

$$
\begin{equation*}
F(z, \bar{z})=F_{1}(z, \bar{z})+\delta_{1}(\bar{z}) . \tag{2.80}
\end{equation*}
$$

Following the second path in fig. 2.1. we first need to compute the antiholomorphic derivative

$$
\begin{equation*}
\partial_{\bar{z}} f(z, \bar{z})=\frac{1}{\left(1+|z|^{2}\right)^{2}} \mathcal{G}_{1}(z)+\frac{1}{(\bar{z}-1)(z+1 / \bar{z})} . \tag{2.81}
\end{equation*}
$$

Since per our assumption we already know how to compute single-valued primitives of functions of lower weight, we get

$$
\begin{align*}
\bar{F}_{2}^{\prime}(z, \bar{z}) & =\int_{S V} \mathrm{~d} z \partial_{\bar{z}} f(z, \bar{z}) \\
& =\frac{1}{\bar{z}+1 / z} \mathscr{G}_{1}(z)-\frac{1}{\bar{z}} \mathscr{G}_{-1 / \bar{z}}(z)+\frac{1}{\bar{z}-1} \mathscr{G}_{-1 / \bar{z}}(z)  \tag{2.82}\\
& +\frac{1}{\bar{z}+1}\left[\mathscr{G}_{-1 / \bar{z}}(z)-\mathscr{G}_{1}(z)\right] .
\end{align*}
$$

Next, we have to subtract all antiholomorphic residues from $\bar{F}_{2}^{\prime}$. The residue at the pole at $\bar{z}=0$ vanishes and for $\bar{z}= \pm 1$, we have

$$
\begin{equation*}
\overline{\operatorname{Res}}_{\bar{z}= \pm 1} \bar{F}_{2}^{\prime}(z, \bar{z})= \pm \log 2 . \tag{2.83}
\end{equation*}
$$

This gives us

$$
\begin{align*}
\bar{\pi}_{0}\left(\bar{F}_{2}^{\prime}(z, \bar{z})\right) & =\frac{1}{\bar{z}+1 / z} \mathscr{G}_{1}(z)-\frac{1}{\bar{z}} \mathscr{G}_{-1 / \bar{z}}(t)+\frac{1}{\bar{z}-1}\left[\mathscr{G}_{-1 / \bar{z}}(t)-\log 2\right]  \tag{2.84}\\
& +\frac{1}{\bar{z}+1}\left[\mathscr{G}_{-1 / \bar{z}}(z)-\mathscr{G}_{1}(z)+\log 2\right]
\end{align*}
$$

with its antiholomorphic primitive

$$
\begin{align*}
\bar{F}_{2}(z, \bar{z}) & =\int_{0}^{\bar{z}} \mathrm{~d} \bar{\pi}_{0}\left(\bar{F}_{2}^{\prime}(z, \bar{t})\right) \\
& =G_{1}(\bar{z}) G_{-1 / \bar{z}}(z)+G_{-1 / \bar{z}, 1}(z)-G_{-1,1}(\bar{z})  \tag{2.85}\\
& +\log 2 G_{-1}(\bar{z})-\log 2 G_{1}(\bar{z}) .
\end{align*}
$$

Just as for the holomorphic primitive $F_{1}$ there is as purely holomorphic function $\delta_{2}$ such that

$$
\begin{equation*}
F(z, \bar{z})=\bar{F}_{2}(z, \bar{z})+\delta_{2}(z) . \tag{2.86}
\end{equation*}
$$

From the equations 2.80 and 2.86 we can now determine the functions $\delta_{i}$ up to a constant $a$ from

$$
\begin{align*}
\delta_{1}(\bar{z})-\delta_{2}(z) & =\bar{F}_{2}(z, \bar{z})-F_{1}(z, \bar{z}) \\
& =-G_{-1,1}(\bar{z})+\log 2 G_{-1}(\bar{z})-\log 2 G_{1}(\bar{z}), \tag{2.87}
\end{align*}
$$

and the fact that the two functions are purely holomorphic or antiholomorphic respectively. Hence, we find

$$
\begin{align*}
& \delta_{1}(\bar{z})=-G_{-1,1}(\bar{z})+\log 2 G_{-1}(\bar{z})-\log 2 G_{1}(\bar{z})+a,  \tag{2.88}\\
& \delta_{2}(z)=a .
\end{align*}
$$

As mentioned before, we can fix $a$ by requiring that $F$ vanish at the origin, which yields $a=0$ and finally

$$
\begin{align*}
F(z, \bar{z})=\mathscr{G}_{-1 / \bar{z}, 1}(z) & =G_{1}(\bar{z}) G_{-1 / \bar{z}}(z)+G_{-1 / \bar{z}, 1}(z)-G_{-1,1}(\bar{z})  \tag{2.89}\\
& +\log 2 G_{-1}(\bar{z})-\log 2 G_{1}(\bar{z})
\end{align*}
$$

### 2.3 Elliptic Multiple Polylogarithms

In this section we will introduce a class of elliptic multiple polylogarithms defined on the torus. We will mainly work with this representation of eMPLs because they are closely connected to a class of iterated integrals of modular forms, which will be of great use later on. An introduction to a class of eMPLs that is more closely related to Feynman integrals can be found in ref. [43.

A torus can be described by a point $\tau$ in the upper half plane $\mathbb{H}$ as the parallelogram spanned by 1 and $\tau$ where we identify opposite sides (c.f. fig. 2.2),


Figure 2.2: Diagram displaying the relation between the connection between a torus and a point $\tau \in \mathbb{H}$.
and two points $\tau, \tau^{\prime}$ define the same torus if they are related by a modular transformation

$$
\tau \mapsto \tau^{\prime}=\frac{a \tau+b}{c \tau+d}, \quad \gamma=\left(\begin{array}{ll}
a & b  \tag{2.90}\\
c & d
\end{array}\right) \in S L(2, \mathbb{Z}) .
$$

Let us define elliptic multiple polylogarithms on the torus described by $\tau$ as 42 50

$$
\tilde{\Gamma}\left(\begin{array}{lll}
n_{1} \ldots & n_{k}  \tag{2.91}\\
z_{1} & \ldots & z_{k}
\end{array} ; z, \tau\right)=\int_{0}^{z} \mathrm{~d} w g^{\left(n_{1}\right)}\left(w-z_{1}, \tau\right) \tilde{\Gamma}\left(\begin{array}{ccc}
n_{2} \ldots & n_{k} \\
z_{2} \ldots & z_{k}
\end{array} ; w, \tau\right) .
$$

As opposed to regular multiple polylogarithms, the weight of an elliptic multiple polylogarithm does not correspond to the number of integrations but rather to the sum $\sum_{i} n_{i}$ and the number of integrations $k$ is called the length. In the case where all $\left(\begin{array}{c}n \\ n_{i} \\ z_{i}\end{array}\right)=\binom{1}{0}$ we define

$$
\tilde{\Gamma}(\underbrace{1}_{n \text { times }} \begin{array}{l}
1 \ldots 1  \tag{2.92}\\
\underbrace{}_{0} \ldots \\
0
\end{array} ; z, \tau)=\frac{1}{n!} \tilde{\Gamma}\left({ }_{0}^{1} ; z, \tau\right)^{n},
$$

with

$$
\begin{align*}
\tilde{\Gamma}\left({ }_{0}^{1} ; z, \tau\right) & =\log \left(1-e^{2 \pi i z}\right)-2 \pi i z \\
& +\int_{0}^{z} \mathrm{~d} w\left(g^{(1)}(w, \tau)-\frac{2 \pi i}{e^{2 \pi i w}-1}\right) . \tag{2.93}
\end{align*}
$$

Being defined as iterated integrals, they form, a shuffle algebra and we have, equivalently to regular MPLs,

$$
\begin{align*}
& \tilde{\Gamma}\left(A_{1} \ldots A_{k} ; z, \tau\right) \tilde{\Gamma}\left(A_{k+1} \ldots A_{k+l} ; z, \tau\right) \\
&=\sum_{\sigma \in \Sigma(k, l)} \tilde{\Gamma}\left(A_{\sigma(1)} \ldots A_{\sigma(k+l)} ; z, \tau\right) \tag{2.94}
\end{align*}
$$

where $A_{i}=\binom{n_{i}}{z_{i}}$. We can use this property to regularize the integrals 2.91, with $\left(n_{k}, z_{k}\right)=(1,0)$, for which this definition is divergent. Similarly to the relation 2.25 we can use the shuffle algebra to write all $\tilde{\Gamma}\left(A_{1}, \ldots, A_{k} ; z, \tau\right)$ with $A_{i}=\binom{1}{0}$ for $k-r<i \leq k$ as

$$
\begin{equation*}
\tilde{\Gamma}\left(A_{1}, \ldots, A_{k} ; z, \tau\right)=\sum_{i=0}^{r} c_{i} \tilde{\Gamma}\left({ }_{0}^{1} ; z, \tau\right)^{i} \tilde{\Gamma}\left(B_{1}^{i}, \ldots, B_{n-i}^{i} ; z, \tau\right), \tag{2.95}
\end{equation*}
$$

such that all quantities on the r.h.s. are finite. The rather complicated form of (2.93) was chosen such that they both preserve the shuffle algebra as well as have a nice $q$-expansion, which we will get to later. The integration kernels $g^{(n)}(z, \tau)$ are the coefficients of the series expansion of the Eisenstein-Kronecker series 42,59

$$
\begin{equation*}
F(z, \alpha, \tau)=\frac{1}{\alpha} \sum_{n=0}^{\infty} g^{(n)}(z, \tau) \alpha^{n}=\frac{\theta_{1}^{\prime}(0, \tau) \theta_{1}(z+\alpha, \tau)}{\theta_{1}(z, \tau) \theta_{1}(\alpha, \tau)}, \tag{2.96}
\end{equation*}
$$

where $\theta_{1}$ is the odd Jacobi theta function and $\theta_{1}^{\prime}(z, \tau)=\partial_{z} \theta_{1}(z, \tau)$. The Eisenstein-Kronecker series is quasi periodic,

$$
\begin{equation*}
F(z+1, \alpha, \tau)=F(z, \alpha, \tau) \quad F(z+\tau, \alpha, \tau)=e^{-2 \pi i \alpha} F(z, \alpha, \tau), \tag{2.97}
\end{equation*}
$$

which translates to the coefficients $g^{(n)}(z, \tau)$ as

$$
\begin{align*}
g^{(n)}(z+1, \tau) & =g^{(n)}(z, \tau),  \tag{2.98}\\
g^{(n)}(z+\tau, \tau) & =\sum_{k=0}^{n}(-2 \pi i)^{k} g^{(n-k)}(z, \tau) . \tag{2.99}
\end{align*}
$$

Furthermore, they have definite parity

$$
\begin{equation*}
g^{(n)}(-z, \tau)=(-1)^{n} g^{(n)}(z, \tau) \tag{2.100}
\end{equation*}
$$

and satisfy a Fay identity 50,

$$
\begin{align*}
& g^{\left(n_{1}\right)}\left(z_{1}, \tau\right) g^{\left(n_{2}\right)}\left(z_{2}, \tau\right)=(-1)^{n_{2}+1} g^{\left(n_{1}+n_{2}\right)}\left(z_{1}-z_{2}, \tau\right) \\
& \quad+\sum_{m=0}^{n_{2}}\binom{n_{1}+m-1}{m-1} g^{\left(n_{2}-m\right)}\left(z_{2}-z_{1}, \tau\right) g^{\left(n_{1}+m\right)}\left(z_{1}, \tau\right)  \tag{2.101}\\
& \quad+\sum_{m=0}^{n_{1}}\binom{n_{2}+m-1}{m-1} g^{\left(n_{1}-m\right)}\left(z_{1}-z_{2}, \tau\right) g^{\left(n_{2}+m\right)}\left(z_{2}, \tau\right)
\end{align*}
$$

which plays a role similar to partial fractioning when computing iterated integrals. $g^{(1)}(z, \tau)$ has a simple pole at every lattice point and the functions $g^{(n)}(z, \tau)$ with $n \geq 2$ are finite on the real axis and exhibit simple poles at all other lattice points through the appearance of $g^{(1)}$ through 2.99 . The functions $\tilde{\Gamma}$ defined in eq. 2.91 therefore exhibit at most logarithmic singularities, as expected from a generalization of multiple polylogarithms on the torus. Since the $g^{(n)}$ are only quasi periodic, they are technically not welldefined functions on the torus. This is due to the fact that there exists no doubly periodic, purely holomorphic function with at most simple poles and one has to give up either holomorphicity or periodicity when defining eMPLs on the torus. We chose to give up periodicity in favour of holomorphicity, as this allows us to compute the total differential of the resulting elliptic multiple polylogarithms $\tilde{\Gamma}$. A periodic version $\Gamma$ of eMPLs on the torus is often found in the mathematics- and string theory literature. These functions are defined as 42,50

$$
\Gamma\left(\begin{array}{lll}
n_{1} \ldots & n_{k}  \tag{2.102}\\
z_{1} & \ldots & z_{k}
\end{array} ; z, \tau\right)=\int_{0}^{z} \mathrm{~d} w f^{\left(n_{1}\right)}\left(w-z_{1}, \tau\right) \Gamma\left(\begin{array}{ccc}
n_{2} & \ldots & n_{k} \\
z_{2} & \ldots & z_{k}
\end{array} ; w, \tau\right),
$$

where the $f^{(n)}$ are the coefficients of the series expansion of

$$
\begin{equation*}
\Omega(z, \alpha, \tau)=\frac{1}{\alpha} \sum_{n=0}^{\infty} f^{(n)}(z, \tau) \alpha^{n}=\exp \left[2 \pi i \alpha \frac{\operatorname{Im} z}{\operatorname{Im} \tau}\right] F(z, \alpha, \tau) . \tag{2.103}
\end{equation*}
$$

From the additional exponential in this definition and the quasi-periodic behaviour of $F$ in eq. 2.97), it is easy to see that $\Omega$ is indeed periodic,

$$
\begin{equation*}
\Omega(z+1, \alpha, \tau)=\Omega(z, \alpha, \tau) \quad \Omega(z+\tau, \alpha, \tau)=\Omega(z, \alpha, \tau) \tag{2.104}
\end{equation*}
$$

### 2.3.1 The Symbol of eMPLs

In this section, we introduce a symbol map for eMPLs through a recursion similar to eq. 2.40 . For this purpose, we first need to know the total differential of elliptic multiple polylogarithms. The differential for the $\tilde{\Gamma}$ was recently
worked out in 52, and reads

$$
\begin{align*}
\mathrm{d} & \tilde{\Gamma}\left(A_{1} \ldots A_{k} ; z, \tau\right)  \tag{2.105}\\
& =\sum_{j=1}^{k-1}(-1)^{n_{j}+1} \tilde{\Gamma}\left(A_{1} \ldots A_{j-1}{ }_{0}^{0} A_{j+2} \ldots A_{k} ; z, \tau\right) \omega_{j, j+1}^{\left(n_{j}+n_{j+1}\right)} \\
& +\sum_{j=1}^{k} \sum_{m=0}^{n_{j}+1}\binom{n_{j-1}+m-1}{n_{j-1}-1} \tilde{\Gamma}\left(A_{1} \ldots A_{j-1}^{[m]} A_{j+1} \ldots A_{k} ; z, \tau\right) \omega_{j, j-1}^{\left(n_{j}-m\right)} \\
& -\sum_{j=1}^{k} \sum_{m=0}^{n_{j}+1}\binom{n_{j+1}+m-1}{n_{j+1}-1} \tilde{\Gamma}\left(A_{1} \ldots A_{j-1} A_{j+1}^{[m]} \ldots A_{k} ; z, \tau\right) \omega_{j, j+1}^{\left(n_{j}-m\right)},
\end{align*}
$$

where we set $z_{0}=z, z_{k+1}=0, n_{0}=n_{k+1}=0$ and where we have introduced the shorthand

$$
\begin{equation*}
A_{i}^{[m]} \equiv\binom{n_{i}+m}{z_{i}} \quad \text { with } \quad A_{i}^{[0]} \equiv A_{i} . \tag{2.106}
\end{equation*}
$$

The $\omega_{i j}^{(n)}$ are differential one forms and are defined as

$$
\begin{align*}
\omega_{i j}^{(n)} & =\mathrm{d} \tilde{\Gamma}\left({ }_{z i}^{n} ; z_{j}, \tau\right)-(-1)^{n} \mathrm{~d} \tilde{\Gamma}\left({ }_{0}^{n} ; z_{i}, \tau\right)-\frac{n \mathrm{~d} \tau}{2 \pi i} G_{n+1}(\tau) \\
& =\left(\mathrm{d} z_{j}-\mathrm{d} z_{i}\right) g^{(n)}\left(z_{j}-z_{i}, \tau\right)+\frac{n \mathrm{~d} \tau}{2 \pi i} g^{(n+1)}\left(z_{j}-z_{i}, \tau\right) \tag{2.107}
\end{align*}
$$

for $n \geq 0$ and for $n=-1$ as

$$
\begin{equation*}
\omega_{i j}^{(-1)}=-\frac{\mathrm{d} \tau}{2 \pi i} . \tag{2.108}
\end{equation*}
$$

The functions $G_{2 m}(\tau)$ are so-called Eisenstein series and are defined as

$$
\begin{equation*}
G_{2 m}(\tau)=\sum_{\substack{\alpha, \beta \in \mathbb{Z} \\(\alpha, \beta) \neq(0,0)}} \frac{1}{(\alpha+\beta \tau)^{2 m}}, \tag{2.109}
\end{equation*}
$$

with $G_{2 m+1}(\tau)=0$. Note that the elliptic polylogarithms appearing in the total differential 2.105 are all of lower length than the original and the corresponding differential equation therefore has a trivial homogeneous part. This
allows us to define the symbol of eMPLs through the recursion

$$
\begin{align*}
& \mathcal{S}\left(\tilde{\Gamma}\left(A_{1} \ldots A_{k} ; z, \tau\right)\right)  \tag{2.110}\\
& =\sum_{j=1}^{k-1}(-1)^{n_{j}+1} \pi_{k}\left[\mathcal{S}\left(\tilde{\Gamma}\left(A_{1} \ldots A_{j-1}{ }_{0}^{0} A_{j+2} \ldots A_{k} ; z\right)\right) \otimes \omega_{j, j+1}^{\left(n_{j}+n_{j+1}\right)}\right] \\
& +\sum_{j=1}^{k} \sum_{m=0}^{n_{j}+1} \\
& \times\left(\binom{n_{j-1}+m-1}{n_{j-1}-1} \pi_{k}\left[\mathcal{S}\left(\tilde{\Gamma}\left(A_{1} \ldots A_{j-1}^{[m]} A_{j+1} \ldots A_{k} ; z\right)\right) \otimes \omega_{j, j-1}^{\left(n_{j}-m\right)}\right]\right. \\
& \left.-\binom{n_{j+1}+m-1}{n_{j+1}-1} \pi_{k}\left[\mathcal{S}\left(\tilde{\Gamma}\left(A_{1} \ldots A_{j-1} A_{j+1}^{[m]} \ldots A_{k} ; z\right)\right) \otimes \omega_{j, j+1}^{\left(n_{j}-m\right)}\right]\right),
\end{align*}
$$

where we have dropped the explicit dependence of $\tilde{\Gamma}$ on $\tau$ on the r.h.s. for compactness. The functions $\pi_{k}$ are projections onto tensors of length $k$. This is necessary because elliptic polylogarithms of weight zero can evaluate to rational numbers, such as $\tilde{\Gamma}\left({ }_{0}^{0} ; 1, \tau\right)=1$, in which case we can encounter tensor products of length smaller than $k$. Note that the entries of the symbol are now one-forms and not algebraic functions as before.

Let us quickly demonstrate the role of the projector $\pi_{k}$ at a simple example. First we will need a genuine eMPL, i.e. an eMPL that does not evaluate to a number, otherwise the symbol map acts trivially on it, and we have for example $\mathcal{S}\left(\tilde{\Gamma}\left({ }_{0}^{0} ; 1, \tau\right)\right)=1$.The symbol of any such eMPL of length $k=1$ will correspond directly to the combination of one-forms $\omega_{i, j}^{(n)}$ and we will therefore automatically get tensor products of the correct length. The first time the projector $\pi_{k}$ in eq. 2.110 will be important is for eMPLs of length $k=2$. Let us consider the simple example $\tilde{\Gamma}\left(\begin{array}{cc}0 & 1 \\ 0 & 1 / 3\end{array} ; 1, \tau\right)$. Already for this simple example, writing out all terms in eq. 2.110 without evaluating the projector $\pi_{k}$ will yield many terms that don't serve any purpose in demonstrating the effect of $\pi_{k}$. Let us therefore only consider the term from the first line of the r.h.s. of eq. 2.110,

$$
\mathcal{S}\left(\tilde{\Gamma}\left(\begin{array}{cc}
0 & 1  \tag{2.111}\\
0 & 1 / 3
\end{array} ; 1, \tau\right)\right)=-\pi_{2}\left[\mathcal{S}\left(\tilde{\Gamma}\left(\begin{array}{l}
0 \\
0
\end{array} ; 1, \tau\right)\right) \otimes \omega_{1,2}^{(1)}\right]+\ldots
$$

where the dots correspond to the terms multiplying binomial coefficients. The tensor product acts on differential one-forms, and hence

$$
\begin{equation*}
\mathcal{S}\left(\tilde{\Gamma}\left({ }_{0}^{0} ; 1, \tau\right)\right) \otimes \omega_{1,2}^{(1)}=1 \otimes \omega_{1,2}^{(1)}=\otimes \omega_{1,2}^{(1)} \tag{2.112}
\end{equation*}
$$

corresponds to a tensor product consisting of only a single factor, and we have highlighted the fact that eq. 2.112) corresponds to a symbol and not just the one-form $\omega_{1,2}^{(1)}$ by keeping the tensor symbol. Consequently we have

$$
\pi_{2}\left[\mathcal{S}\left(\tilde{\Gamma}\left(\begin{array}{l}
0  \tag{2.113}\\
0
\end{array} ; 1, \tau\right)\right) \otimes \omega_{1,2}^{(1)}\right]=0
$$

and the only terms surviving on the r.h.s. are tensor products of one-forms $\omega_{i_{1}, j_{1}}^{\left(n_{1}\right)} \otimes \omega_{i_{2}, j_{2}}^{\left(n_{2}\right)}$.

### 2.3.2 The Coaction of eMPLs

The symbol provides a powerful tool to analyse the structure of eMPLs. A lot of information is lost, however, when reducing a function to its symbol. To recover part of this information, we would like to have a coaction similar to the one we had in the MPL case, where we have already seen how a coaction can be used to find relations among MPLs. Such a coaction was introduced in the mathematics literature 60 for motivic periods as

$$
\begin{equation*}
\Delta^{\mathfrak{m}}\left([M, \gamma, \omega]^{\mathfrak{m}}\right)=\sum_{i}\left[M, \gamma, \omega_{i}\right]^{\mathfrak{m}} \otimes\left[M, \omega_{i}^{\vee}, \omega\right]^{\mathfrak{d r}} \tag{2.114}
\end{equation*}
$$

where $\gamma$ is a contour of integration, $M$ is the underlying geometric space, $\left[M, \gamma, \omega_{i}\right]^{\mathfrak{m}}$ is a motivic period, $\left[M, \omega_{i}^{\vee}, \omega\right]^{\text {dr }}$ is a de Rham period, $\omega_{i}$ are differential forms and $\omega_{i}^{\vee}$ are the corresponding canonical dual forms. For the purpose of this thesis we will follow ref. [52] and simplify the notation slightly to yield

$$
\begin{equation*}
\Delta([\gamma, \omega])=\sum_{i}\left[\gamma, \omega_{i}\right] \otimes\left[\omega_{i}, \omega\right] . \tag{2.115}
\end{equation*}
$$

A folklore conjecture states that motivic periods encode the same information as the corresponding integral. Hence, we can lift the coaction 2.115) defined for motivic periods to a coaction for elliptic multiple polylogarithms by identify the motivic period $[\gamma, \omega]$ with the corresponding integral

$$
\begin{equation*}
[\gamma, \omega] \cong \int_{\gamma} \omega \tag{2.116}
\end{equation*}
$$

We can then think of the periods $\left[\gamma, \omega_{i}\right]$ we sum over as a basis of master integrals to the integral family to which $[\gamma, \omega]$ belongs. For $[\gamma, \omega]=\tilde{\Gamma}(\vec{A} ; z, \tau)$, the sum runs over all eMPLs appearing in the iterated total differential of $\tilde{\Gamma}(\vec{A} ; z, \tau)$. As discontinuities act only on the first component of the coaction, the second component, namely the de Rham period $\left[\omega_{i}, \omega\right]$, should be unaffected
by contour deformations. In the polylogarithmic case, we achieved this by setting appearances of $i \pi$ to zero in the second factor of the coproduct, which allowed us to treat the de Rham period as the corresponding integral modulo $i \pi$. In the elliptic world, however, this fails because not all discontinuities are proportional to $i \pi$. The complete elliptic integral of the first kind,

$$
\begin{equation*}
K(\lambda)=\int_{0}^{1} \frac{\mathrm{~d} t}{\left(1-t^{2}\right)\left(1-\lambda t^{2}\right)} \tag{2.117}
\end{equation*}
$$

for example, has the discontinuity

$$
\begin{equation*}
\operatorname{Disc} K(\lambda)=\theta(\lambda-1) \frac{2}{\sqrt{\lambda}} K\left(1-\frac{1}{\lambda}\right) . \tag{2.118}
\end{equation*}
$$

Instead, we can associate to a de Rham period $\left[\omega_{i}, \omega\right]$ a symbol,

$$
\begin{equation*}
\left[\omega_{i}, \omega\right] \cong \mathscr{S}\left(\left[\omega_{i}, \omega\right]\right)=\left[\xi_{i_{1}}|\ldots| \xi_{i_{k}}\right] \tag{2.119}
\end{equation*}
$$

as was shown in 60]. The $\xi_{i}$ in eq. 2.119 are differential one-forms and we adopted the notation from [52]. A technical description of how to compute the symbols appearing on the r.h.s. of eq. 2.119) can be found in appendix A. We can then define the coaction $\Delta$ as the concatenation of the motivic coaction $\Delta^{\mathfrak{m}}$ and the symbol map,

$$
\begin{equation*}
\Delta=(\mathrm{id} \otimes \mathscr{S}) \Delta^{\mathfrak{m}} \tag{2.120}
\end{equation*}
$$

Let us comment at this point on the definition of the symbol map $\mathscr{S}$. The symbol is only defined for unipotent periods, while the motivic coaction is defined for arbitrary periods. Since only functions of lower length appear in the differential of eMPLs (and regular MPLs), this definition makes sense for all eMPLs (and MPLs), we might however run into trouble when acting with the symbol on certain linear combinations of (elliptic) multiple polylogarithms. In this case, we can make use of the fact that any such period $x$ can be written as linear combinations

$$
\begin{equation*}
x=\sum_{i} s_{i} u_{i} \tag{2.121}
\end{equation*}
$$

where the $u_{i}$ are unipotent periods and $s_{i}$ are semi-simple periods 60. Then we define the action of $\Delta$ on semi-simple periods, analogously to appearances of $i \pi$ in the definition of $\Delta_{G}$, as

$$
\begin{equation*}
\Delta\left(s_{i}\right)=s_{i} \otimes 1 \tag{2.122}
\end{equation*}
$$

While the only semi-simple periods we encountered in the MPL case were factors of $i \pi$, we can encounter semi-simple periods with non-trivial functional
dependence in the elliptic case. Consider the matrix

$$
P=\left(\begin{array}{ll}
\omega_{1} & \omega_{2}  \tag{2.123}\\
\eta_{1} & \eta_{2}
\end{array}\right)
$$

containing the periods $\omega_{i}$ and quasi-periods $\rrbracket^{4} \eta_{i}$ of the elliptic curve, and assume without loss of generality that $\operatorname{Im} \omega_{2} / \omega_{1}>0$. Then we can decompose $P$ into a semi-simple matrix $S$ and a unipotent matrix $U$,

$$
\begin{equation*}
P=S U, \tag{2.124}
\end{equation*}
$$

with

$$
S=\left(\begin{array}{cc}
\omega_{1} & 0  \tag{2.125}\\
\eta_{1} & -i \pi / \omega_{1}
\end{array}\right) \quad \text { and } \quad U=\left(\begin{array}{cc}
1 & \tau \\
0 & 1
\end{array}\right)
$$

$\tau=\omega_{2} / \omega_{1}$, and where we have used the Legendre relation among the periods and quasi-periods. The matrix $U$ clearly satisfies a unipotent differential equation

$$
\mathrm{d} U=A U, \quad \text { with } \quad A=\left(\begin{array}{cc}
0 & \mathrm{~d} \tau  \tag{2.126}\\
0 & 0
\end{array}\right)
$$

and hence $\tau$ is unipotent and we get

$$
\begin{equation*}
\Delta(\tau)=\tau \otimes 1+1 \otimes[\mathrm{~d} \tau] . \tag{2.127}
\end{equation*}
$$

The objects appearing in $S$ are semi-simple, so the coaction acts trivially on them,

$$
\begin{equation*}
\Delta\left(\omega_{1}\right)=\omega_{1} \otimes 1 \text { and } \Delta\left(\eta_{1}\right)=\eta_{1} \otimes 1 \tag{2.128}
\end{equation*}
$$

The behaviour of the remaining (quasi-)period then follows and we have

$$
\begin{equation*}
\Delta\left(\omega_{2}\right)=\omega_{2} \otimes 1+\omega_{1} \otimes[\mathrm{~d} \tau] \text { and } \Delta\left(\eta_{2}\right)=\eta_{2} \otimes 1+\eta_{1} \otimes[\mathrm{~d} \tau] . \tag{2.129}
\end{equation*}
$$

Note that while the coaction defined in this way shares all the algebraic properties of the coaction $\Delta_{G}$, it commutes slightly differently with derivatives. In particular we have

$$
\begin{equation*}
\Delta\left(\partial_{z} x\right)=\sum_{i} \Delta\left(u_{i}\right) \partial_{z} s_{i}+s_{i}\left(\mathrm{id} \otimes \partial_{z}\right) \Delta\left(u_{i}\right) \tag{2.130}
\end{equation*}
$$

[^3]where we have decomposed $x$ into semi-simple and unipotent parts according to eq. 2.121. The discontinuity operator still commutes with the coaction in the usual way and we have
\[

$$
\begin{equation*}
\Delta(\operatorname{Disc} x)=(\operatorname{Disc} \otimes \operatorname{id}) \Delta(x) . \tag{2.131}
\end{equation*}
$$

\]

### 2.4 Iterated Integrals of Modular Forms

In this section, we will introduce modular forms and a class of iterated integrals over them [44 61 that is closely connected to the elliptic multiple polylogarithms $\tilde{\Gamma}$. In fact, every elliptic multiple polylogarithm $\tilde{\Gamma}\left(\begin{array}{cc}n_{1} \ldots & n_{k} \\ z_{1} & \ldots \\ z_{k}\end{array} ; z, \tau\right)$ evaluated at rational points can be expressed as iterated integrals of modular forms.

### 2.4.1 Modular Forms

Let us start this section with a quick review of modular forms. This review will only cover the essentials needed within the scope of this thesis and by no means covers the extent of research that has been done on this subject. See e.g. 62 for a more detailed review. As we have seen before, every $\tau \in \mathbb{H}$ defines a torus $\mathbb{C} / \Lambda_{\tau}$ and two points $\tau, \tau^{\prime} \in \mathbb{H}$ define the same torus if they are related by a modular transformation. For our purpose, it is sufficient to define a modular form of weight $n$ as a holomorphic function $f$ from the extended upper half plane $\overline{\mathbb{H}} \equiv \mathbb{H} \cup \mathbb{Q} \cup\{i \infty\}$ to the complex numbers that behaves under modular transformations as

$$
\begin{equation*}
f\left(\frac{a \tau+b}{c \tau+d}\right)=(c \tau+d)^{n} f(\tau) \tag{2.132}
\end{equation*}
$$

Often times we are not interested in functions that transform nicely under the action of the full modular group $S L(2, \mathbb{Z})$, but only under certain subgroups $\Gamma \subseteq S L(2, \mathbb{Z})$. In particular, we will be interested in functions that transform nicely under the congruence subgroups of level $N$,

$$
\begin{align*}
\Gamma_{0}(N) & =\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L(2, \mathbb{Z}): c=0 \quad \bmod N\right\}  \tag{2.133}\\
\Gamma_{1}(N) & =\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L(2, \mathbb{Z}): c=0 \quad \bmod N \text { and } a, d=1 \quad \bmod N\right\} \\
\Gamma(N) & =\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L(2, \mathbb{Z}): b, c=0 \quad \bmod N \text { and } a, d=1 \quad \bmod N\right\} .
\end{align*}
$$

We can further define for every congruence subgroup $\Gamma$ the vector space of all modular forms of weight $n$ for $\Gamma, \mathcal{M}_{n}(\Gamma)$. These vector spaces are always finite
dimensional and the prototypical examples of modular forms are the Eisenstein series $G_{2 m}(\tau)$.

Every congruence subgroup of level $N$ contains the matrix $\left(\begin{array}{cc}1 & N \\ 0 & 1\end{array}\right)$ which translates $\tau$ by $N, \tau \mapsto \tau+N$. Therefore, all modular forms in these subrgoups are periodic with period $N$ and allow for a $q$-expansion

$$
\begin{equation*}
f(\tau)=\sum_{m=0}^{\infty} a_{m} q_{N}^{m} \tag{2.134}
\end{equation*}
$$

where $q_{N} \equiv \exp (2 \pi i \tau / N)$ and $q \equiv q_{1}$. Let us further mention that $S L(2, \mathbb{Z})$ acts separately on $\mathbb{H}$ and $\mathbb{Q} \cup\{i \infty\}$ and the images of the latter under modular transformations play a special role in the mathematics literature. The elements of $\mathbb{Q} \cup\{i \infty\}$ are mapped onto distinct orbits under transformations from congruence subgroups $\Gamma$ that are usually referred to as cusps of $\Gamma$ and an element of $\mathcal{M}_{n}(\Gamma)$ that vanishes on all cusps is called a cusp form of weight $n$ for $\Gamma$. We can then decompose the space of modular forms of weight $n$ for $\Gamma$ as

$$
\begin{equation*}
\mathcal{M}_{n}(\Gamma)=\mathcal{E}_{n}(\Gamma) \oplus \mathcal{S}_{n}(\Gamma), \tag{2.135}
\end{equation*}
$$

where $\mathcal{S}_{n}(\Gamma)$ is the space of all cusp forms of weight $n$ for $\Gamma$ and $\mathcal{E}_{n}(\Gamma)$ is the Eisenstein subspace of weight $n$ for $\Gamma$.

### 2.4.2 Iterated Integrals of Modular Forms

Similarly to the variations of polylogarithms we have seen before, we can also define iterated integrals of modular forms. Let $f_{i}(\tau)$ be modular forms, then we define $44,45,61$

$$
\begin{equation*}
I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau, \tau_{0}\right)=\int_{\tau_{0}}^{\tau} \mathrm{d} \tau^{\prime} f_{i_{1}}\left(\tau^{\prime}\right) I\left(f_{i_{2}}, \ldots, f_{i_{k}} ; \tau^{\prime}, \tau_{0}\right) \tag{2.136}
\end{equation*}
$$

with $I\left(; \tau, \tau_{0}\right) \equiv 1, \tau, \tau_{0} \in \overline{\mathbb{H}}$. and where the number of integrations $k$ is called the length of the iterated integral $I$. While the underlying modular forms behave nicely under modular transformations, this nice behaviour does not carry over to their integrals. As iterated integrals, the functions defined in eq. (2.136) form a shuffle algebra

$$
\begin{align*}
I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau, \tau_{0}\right) I & \left(f_{i_{k+1}}, \ldots, f_{i_{k+l}} ; \tau, \tau_{0}\right) \\
& =\sum_{\sigma \in \Sigma(k, l)} I\left(f_{i_{\sigma(1)}}, \ldots, f_{i_{\sigma(k+l)}} ; \tau, \tau_{0}\right) \tag{2.137}
\end{align*}
$$

and hence the length is preserved under multiplications.

The total differential of iterated integrals of modular forms is unipotent and takes the form

$$
\begin{align*}
& \mathrm{d} I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau, \tau_{0}\right)  \tag{2.138}\\
& \quad=f_{i_{1}}(\tau) I\left(f_{i_{2}}, \ldots, f_{i_{k}} ; \tau, \tau_{0}\right) \mathrm{d} \tau-f_{i_{k}}\left(\tau_{0}\right) I\left(f_{i_{1}}, \ldots, f_{i_{k-1}} ; \tau, \tau_{0}\right) \mathrm{d} \tau_{0}
\end{align*}
$$

We can therefore define the symbol of iterated integrals of modular forms through the usual recursion as

$$
\begin{align*}
\mathcal{S}\left(I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau, \tau_{0}\right)\right) & =\mathcal{S}\left(I\left(f_{i_{2}}, \ldots, f_{i_{k}} ; \tau, \tau_{0}\right)\right) \otimes f_{i_{1}}(\tau) \mathrm{d} \tau \\
& -\mathcal{S}\left(I\left(f_{i_{1}}, \ldots, f_{i_{k-1}} ; \tau, \tau_{0}\right)\right) \otimes f_{i_{k}}\left(\tau_{0}\right) \mathrm{d} \tau_{0} \tag{2.139}
\end{align*}
$$

This recursion can be solved and we get the closed form

$$
\begin{align*}
\mathcal{S} & \left(I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau, \tau_{0}\right)\right)  \tag{2.140}\\
& =\sum_{m=0}^{k}(-1)^{k-m}\left(\hat{f}_{i_{m+1}}\left(\tau_{0}\right) \otimes \cdots \otimes \hat{f}_{i_{k}}\left(\tau_{0}\right)\right) ш\left(\hat{f}_{i_{m}}(\tau) \otimes \cdots \otimes \hat{f}_{i_{1}}(\tau)\right),
\end{align*}
$$

where we defined $\hat{f}_{i}(\tau) \equiv f_{i}(\tau) \mathrm{d} \tau$ for compactness.
In the following we will choose the cusp at infinity, $\tau_{0}=i \infty$, as the base point for iterated integrals of modular forms. As usual, all integrals with a different base point can be related to the ones starting from the cusp at infinity via path composition. If the modular forms $f_{i}$ don't vanish at the cusp at infinity, the integral may diverge and need to be regularized. These divergences are captured by a power series in $\log q_{0}$ with $q_{0}=\exp 2 \pi i \tau_{0} \rightarrow 0$ and we regularize the integral as 45,61

$$
\begin{equation*}
I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau\right) \equiv \lim _{\tau_{0} \rightarrow i \infty} R\left[I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau, \tau_{0}\right)\right] \tag{2.141}
\end{equation*}
$$

where $R$ sets all appearances of $\log q_{0}$ to zero. This regularization preserves the shuffle algebra.

Since the space of modular forms is finite dimensional, we will assume without loss of generality that all modular forms $f_{i}$ appearing in the iterated integrals are expressed in terms of basis elements and are thus linearly independent. Since the differential equation 2.138 is unipotent, we can define a coproduct for these iterated integrals as before. Let

$$
\begin{equation*}
J=\left(\int_{\gamma} \omega_{1}, \ldots, \int_{\gamma} \omega_{k}\right)^{\top} \tag{2.142}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega_{j}=\left[\hat{f}_{i_{k}}(\tau)|\ldots| \hat{f}_{i_{j}}(\tau)\right], \tag{2.143}
\end{equation*}
$$

and let

$$
\begin{equation*}
\mathrm{d} J=A J . \tag{2.144}
\end{equation*}
$$

Then it is easy to see from eq. 2.138 that $A_{i j}=\delta_{i, j+1} \hat{f}_{i_{j}}$ and we find the de Rham periods

$$
\begin{align*}
\mathcal{S}\left(\left[\omega_{b}, \omega_{a}\right]\right) & =\theta(b-a)\left[\hat{f}_{i_{b-1}}(\tau)|\ldots| \hat{f}_{i_{a}}(\tau)\right]  \tag{2.145}\\
& =\theta(b-a) \mathcal{S}\left(I\left(f_{i_{b}}, \ldots, f_{i_{a-1}} ; \tau\right)\right),
\end{align*}
$$

where $\theta$ is the Heaviside step function. Then the coaction takes the closed form

$$
\begin{align*}
& \Delta\left(I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau\right)\right) \\
& \quad=\sum_{m=1}^{k+1} I\left(f_{i_{m}}, \ldots, f_{i_{k}} ; \tau\right) \otimes \mathcal{S}\left(I\left(f_{i_{1}}, \ldots, f_{i_{m-1}} ; \tau\right)\right) . \tag{2.146}
\end{align*}
$$

### 2.4.3 eMPLs Evaluated at Rational Points and IMFs

In this section we will demonstrate how to rewrite elliptic multiple polylogarithms on the torus as iterated integrals of modular forms. Let us start by defining what it means if an eMPL is evaluated at rational points. The generic elliptic multiple polylogarithm $\tilde{\Gamma}\left(\begin{array}{ccc}n_{1} & \ldots & n_{k} \\ z_{1} & \ldots & z_{k}\end{array} ; z, \tau\right)$ depends on $k+1$ variables $z_{0} \equiv z, \ldots, z_{k}$ as well as the parameter $\tau$. We say that an elliptic multiple polylogarithm is evaluated at rational points if all

$$
\begin{equation*}
z_{i}=a_{i}+b_{i} \tau \tag{2.147}
\end{equation*}
$$

with $a_{i}, b_{i} \in \mathbb{Q}$. Any eMPL evaluated at rational points can be rewritten in terms of iterated integrals of modular forms and we will outline an algorithmic way to achieve this in the remainder of this section.

We will start with the coaction of an eMPL $\tilde{\Gamma}\left(\begin{array}{ccc}n_{1} & \ldots & n_{k} \\ z_{1} & \ldots & z_{k}\end{array} ; z, \tau\right)$ of length $k$. As we have seen in the previous chapter, the coaction of an eMPL is a linear combination of tensor products

$$
\tilde{\Gamma}\left(\begin{array}{c}
m_{1}, \ldots, m_{i}  \tag{2.148}\\
w_{1}, \ldots, w_{i}
\end{array} ; w, \tau\right) \otimes\left[g^{m_{i+1}}\left(w_{i+1}, \tau\right) \mathfrak{D}_{i+1}|\ldots| g^{m_{i+1}}\left(w_{k}, \tau\right) \mathfrak{D}_{k}\right],
$$

with $\mathfrak{D}_{j} \in\left\{\mathrm{~d} z_{i}, \mathrm{~d} \tau\right\}$. Note that the combined length of the eMPL in the first component and the de Rham period in the second component is equal to the length $k$ of the original eMPL ${ }^{5}$. For eMPLs evaluated at rational points we have $\mathrm{d} z_{i}=b_{i} \mathrm{~d} \tau$ and hence all differentials $\mathfrak{D}_{i}$ are proportional to $\mathrm{d} \tau$ and hence

[^4]the coaction of an eMPL evaluated at rational points is a linear combination of terms of the form
\[

\tilde{\Gamma}\left($$
\begin{array}{c}
m_{1}, \ldots, m_{i}  \tag{2.149}\\
w_{1}, \ldots, w_{i}
\end{array}
$$ ; w, \tau\right) \otimes\left[g^{\left(m_{i+1}\right)}\left(w_{i+1}, \tau\right) \mathrm{d} \tau|···| g^{\left(m_{k}\right)}\left(w_{k}, \tau\right) \mathrm{d} \tau\right] .
\]

We have said that any such eMPL can be written as iterated integrals of modular forms and hence its coaction must also be the coaction of an IMF. We must therefore be able to rewrite the differential forms appearing in the de Rham period of eq. (2.149) as modular forms. Let us at this point consider the integration kernels $g^{(n)}(z, \tau)$. As we have seen in the previous section, they can be related to the doubly periodic Eisenstein series $f^{(n)}(z, \tau)$, and for rational $a, b$ we find

$$
\begin{equation*}
g^{(n)}(a+b \tau, \tau)=\sum_{k=0}^{n} \frac{(2 \pi i b)^{k}}{k!} f^{(n-k)}(a+b \tau, \tau) . \tag{2.150}
\end{equation*}
$$

If $z$ is a rational point then $f^{(n)}(z, \tau)$ is a modular form of weight $n$ for a congruence group $\Gamma[52$ ]. In order to demonstrate this, let us first introduce a different notation for $f^{(n)}(z, \tau)$ evaluated at rational points. Due to the periodicity of $f$ we can without loss of generality assume that $z=a+b \tau$ with

$$
\begin{equation*}
a=\frac{r}{N} \quad \text { and } \quad b=\frac{s}{N}, \tag{2.151}
\end{equation*}
$$

for some $r, s, N \in \mathbb{N}$ and $r, s<N$. Then we define

$$
\begin{equation*}
h_{N, r, s}^{(n)}(\tau) \equiv f^{(n)}\left(\frac{r}{N}+\frac{s}{N} \tau, \tau\right) . \tag{2.152}
\end{equation*}
$$

The functions $f$ behave nicely under modular transformations and we have 42

$$
\begin{equation*}
f^{(n)}\left(\frac{z}{c \tau+d}, \frac{a \tau+b}{c \tau+d}\right)=(c \tau+d)^{n} f^{(n)}(z, \tau) \tag{2.153}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
h_{N, r, s}^{(n)}\left(\frac{a \tau+b}{c \tau+d}\right)=(c \tau+d)^{n} h_{N, r d+s b, r c+s a}^{(n)}(\tau) . \tag{2.154}
\end{equation*}
$$

This suggests that the $h_{N, r, s}^{(n)}$ transform nicely under modular transformations for a group $\Gamma \subseteq S L(2, \mathbb{Z})$ if for all $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \Gamma$ we have

$$
(s, r)\left(\begin{array}{ll}
a & b  \tag{2.155}\\
c & d
\end{array}\right)=(s, r) \quad \bmod N .
$$

In particular, $h_{N, r, s}^{(n)}$ is a modular form for $\Gamma(N) 52$. We can therefore rewrite the coaction of an eMPL evaluated at rational forms as linear combinations of

$$
\tilde{\Gamma}\left(\begin{array}{l}
m_{1}, \ldots, m_{i}  \tag{2.156}\\
w_{1}, \ldots, w_{i}
\end{array} ; w, \tau\right) \otimes\left[h_{N, r_{i+1}, s_{i+1}}^{(n)}(\tau) \mathrm{d} \tau|\ldots| h_{N, r_{k}, s_{k}}^{(n)}(\tau) \mathrm{d} \tau\right] .
$$

Let us now demonstrate how to rewrite any eMPL evaluated at rational points as an iterated integral of modular forms. Note that the length of all appearing $\tilde{\Gamma}$ in the first argument of the tensor products 2.156 are either the original eMPL or of lower length. Collecting all appearing eMPLs in the coaction as well as all eMPLs appearing in their coaction etc. we get a list of eMPLs that is closed under taking the coaction. We can compute the representation of each of them in terms of iterated integrals of modular forms iteratively over their length. In the following, all iterated integrals of modular forms correspond to the integrals defined in eq. 2.141 where the modular forms $f_{i_{j}}=h_{N_{j}, r_{j}, s_{j}}^{\left(n_{j}\right)}$ correspond to Eisenstein series and where we write

$$
I\left(\begin{array}{cc}
n_{1} & N_{1}  \tag{2.157}\\
r_{1} & s_{1}
\end{array}|\ldots| \begin{array}{|cc}
n_{k} & N_{k} \\
r_{k}
\end{array} ; \tau\right) \equiv I\left(h_{N_{1}, r_{1}, s_{1}}^{\left(n_{1}\right)}, \ldots, h_{N_{k}, r_{k}, s_{k}}^{\left(n_{k}\right)} ; \tau\right) .
$$

Let us now assume that we have a representation in terms of eMPLs of all lower-length eMPLs in the coaction of $f(\tau)=\tilde{\Gamma}\left(\begin{array}{ccc}n_{1} & \ldots & n_{k} \\ z_{1} & \ldots & z_{k}\end{array} ; z, \tau\right)$ evaluated at rational points. Similarly to finding relations among MPLs (c.f. sec. 2.2 we can use the coation to rewrite eMPLs as IMFs. Let us start with the part consisting of tensors of the form $1 \otimes X_{k}$ where $X_{k}$ is a symbol of length $k$. We replace the symbol in the second component by the corresponding iterated integra $\sqrt{6}^{6}$ and multiply the two components to define

$$
\begin{equation*}
f_{k}(\tau)=\mu\left(\mathrm{id} \otimes \int\right) \Delta_{0, k} f(\tau) \tag{2.158}
\end{equation*}
$$

where $\mu$ is the multiplication and $\Delta_{i, j}$ is the part of the coaction whose first entry is a eMPL of length $i$ and the second entry is a symbol of length $j$, and

$$
\begin{equation*}
\int\left[f_{i_{1}} \mathrm{~d} \tau|\ldots| f_{i_{j}} \mathrm{~d} \tau\right]=I\left(f_{i_{j}}, \ldots, f_{i_{1}}, \tau\right) \tag{2.159}
\end{equation*}
$$

is the iterated integral of modular forms with canonical base point defined in 2.141). Then $f_{k}(\tau)$ fixes all terms $1 \otimes X_{k}$ in the coaction of $f(\tau)$ and we have

$$
\begin{equation*}
\Delta_{0, k}\left(f(\tau)-f_{k}(\tau)\right)=0 \tag{2.160}
\end{equation*}
$$

Next we compute

$$
\begin{equation*}
f_{k-1}(\tau)=f_{k}(\tau)+\mu\left(\operatorname{id}_{I} \otimes \int\right) \Delta_{1, k-1}\left(f(\tau)-f_{k}(\tau)\right) \tag{2.161}
\end{equation*}
$$

[^5]where $\mathrm{id}_{I}$ replaces all eMPLs at rational points by their corresponding iterated integrals of modular forms, after which we have fixed all terms in $\Delta_{1, k-1}$ as well as $\Delta_{0, k}$,
\[

$$
\begin{equation*}
\Delta_{0, k}\left(f(\tau)-f_{k-1}(\tau)\right)=\Delta_{1, k-1}\left(f(\tau)-f_{k-1}(\tau)\right)=0 \tag{2.162}
\end{equation*}
$$

\]

After iterating this procedure we arrive at a point where the only term left to fix is the term

$$
\begin{equation*}
\left(f(\tau)-f_{1}(\tau)\right) \otimes 1=\Delta\left(f(\tau)-f_{1}(\tau)\right) \tag{2.163}
\end{equation*}
$$

We can infer from eq. 2.163) that $f(\tau)-f_{1}(\tau)$ is a constant and we have

$$
\begin{equation*}
f(\tau)=c+f_{1}(\tau) \tag{2.164}
\end{equation*}
$$

All iterated integrals of modular forms in $f_{1}$ are defined with the canonical base point $\tau_{0}=i \infty$ and hence vanish in the limit $\tau \rightarrow i \infty$. We can therefore compute the missing constant $c$ as the value of $f(\tau)$ at the cusp at infinity,

$$
\begin{equation*}
c=\operatorname{Cusp} f(\tau) \equiv \lim _{\tau \rightarrow i \infty} f(\tau) \tag{2.165}
\end{equation*}
$$

Let us demonstrate this procedure at an example. Consider the eMPL $f(\tau)=$ $\tilde{\Gamma}\left(\begin{array}{cc}0 & 1 \\ 0 & \tau / 3\end{array} ; \frac{1}{6}, \tau\right)$. We assume that we already know how to write the lower-length eMPLs appearing in the coaction in terms of iterated integrals of modular forms,

$$
\begin{align*}
\tilde{\Gamma}\left(\begin{array}{l}
0 \\
0
\end{array} \frac{1}{6}, \tau\right)= & \frac{1}{6},  \tag{2.166}\\
\tilde{\Gamma}\left({ }_{\tau / 3}^{1} ; \frac{1}{6}, \tau\right)= & \frac{i \pi}{6}+\frac{i}{2 \pi} I\left({ }_{0}^{2}{ }_{2}^{6} ; \tau\right)-\frac{i}{2 \pi} I\left({ }_{1}^{2}{ }_{4}^{6} ; \tau\right),  \tag{2.167}\\
\tilde{\Gamma}\left({ }_{\tau / 3}^{2} ; \frac{1}{6}, \tau\right)= & -\frac{\pi^{2}}{18}-\frac{1}{3} I\left({ }_{2}^{2}{ }_{2}^{6} ; \tau\right)+\frac{1}{3} I\left({ }_{1}^{2}{ }_{4}^{6} ; \tau\right)+\frac{2 i}{3 \pi} I\left({ }_{3}^{3}{ }_{2}^{6} ; \tau\right)  \tag{2.168}\\
& +\frac{i}{\pi} I\left({ }_{5}^{3}{ }_{2}^{6} ; \tau\right)-\frac{2 i}{3 \pi} I\left({ }_{0}^{3}{ }_{0}^{6} ; \tau\right)-\frac{2 i}{3 \pi} I\left({ }_{3}^{3}{ }_{3}^{6} ; \tau\right) .
\end{align*}
$$

The coaction of $f(\tau)$ is given as

$$
\begin{align*}
\Delta f(\tau) & =f(\tau) \otimes 1+\frac{i}{2 \pi} \tilde{\Gamma}\left(\begin{array}{l}
0 \\
0
\end{array} \frac{1}{6}, \tau\right) \otimes\left[h_{6,0,2}^{(2)}\right]+\frac{i \pi}{9} \tilde{\Gamma}\left({ }_{0}^{0} ; \frac{1}{6}, \tau\right) \otimes[1]  \tag{2.169}\\
& -\frac{1}{3} \tilde{\Gamma}\left({ }_{\tau / 3}^{1} ; \frac{1}{6}, \tau\right) \otimes[1]-\frac{i}{2 \pi} \tilde{\Gamma}\left({ }_{\tau / 3}^{2} ; \frac{1}{6}, \tau\right) \otimes[1]-\frac{1}{3 \pi^{2}} 1 \otimes\left[h_{6,0,1}^{(3)} \mid 1\right] \\
& +\frac{1}{3 \pi^{2}} 1 \otimes\left[h_{6,3,2}^{(3)} \mid 1\right]+\frac{1}{2 \pi^{2}} 1 \otimes\left[h_{6,5,2}^{(3)} \mid 1\right]-\frac{1}{3 \pi^{2}} 1 \otimes\left[h_{6,3,1}^{(3)} \mid 1\right]
\end{align*}
$$

where we have dropped the explicit dependence of the $h_{N, r, s}^{(n)}$ on $\tau$ as well as the differential $\mathrm{d} \tau$ in each entry of the symbols $\left[h_{1}|\ldots| h_{j}\right]$. Then $f_{2}(\tau)$ defined
in eq. 2.158) is given by

$$
\begin{align*}
& f_{2}(\tau)=-\frac{1}{3 \pi^{2}} I\left(\begin{array}{cccc}
0 & 0 & 3 & 6 \\
0 & 0 & 6 & 1
\end{array} ; \tau\right)+\frac{1}{3 \pi^{2}} I\left(\begin{array}{ccccc}
0 & 0 & 3 & 6 \\
0 & 0 & 3 & 2 & 2
\end{array} \tau\right)  \tag{2.170}\\
& +\frac{1}{2 \pi^{2}} I\left(\begin{array}{ccccc}
0 & 0 & 3 & 6 \\
0 & 0 & 5 & 2 & 2
\end{array} \tau\right)-\frac{1}{3 \pi^{2}} I\left(\begin{array}{ccccc}
0 & 0 & 3 & 6 \\
0 & 0 & 3 & 1 & 1
\end{array} ; \tau\right) .
\end{align*}
$$

Then $f_{2}$ fixes all terms in the coaction that have no eMPL as the first factor of the tensor product, $\Delta_{0,2}\left(f(\tau)-f_{2}(\tau)\right)=0$. Looking at the terms that have an eMPL of length 1 as the first factor of the tensor product and replacing all appearing eMPLs by IMFs, we find

$$
\begin{equation*}
\left(\mathrm{id}_{I} \otimes \mathrm{id}\right) \Delta_{1,1}\left(f(\tau)-f_{2}(\tau)\right)=\frac{i}{12 \pi} 1 \otimes\left[h_{6,0,2}^{(2)}\right]-\frac{i \pi}{108} 1 \otimes[1] . \tag{2.171}
\end{equation*}
$$

Following the above algorithm we find

$$
f_{1}(\tau)=f_{2}(\tau)+\frac{i}{12 \pi} I\left(\begin{array}{cc}
2 & 6  \tag{2.172}\\
0 & 2
\end{array} ; \tau\right)-\frac{i \pi}{108} I\left(\begin{array}{cc}
0 & 0 \\
0 & 0
\end{array} \tau\right),
$$

which should capture the entire dependence of $f(\tau)$ on $\tau$. Indeed we have

$$
\begin{equation*}
f(\tau)=\operatorname{Cusp}(f(\tau))+f_{1}(\tau)=\frac{i \pi}{72}+f_{1}(\tau) \tag{2.173}
\end{equation*}
$$

Let us quickly comment on the terms appearing in eq. 2.171. It appears that all $\tau$ dependent terms in the first factor of the coproduct have been cancelled and the only terms left are those containing the cusp values of the eMPLs appearing in the coaction of $f(\tau)$. One might wonder if this is generally true, and indeed it can easily be shown that this holds in general. Consider an eMPL $f(\tau)=\tilde{\Gamma}\left(\begin{array}{ccc}n_{1} & \ldots & n_{k} \\ z_{1} & \ldots & z_{k}\end{array} ; z, \tau\right)$ evaluated at rational points. Then the term $f_{k}(\tau)$ defined in eq. 2.158 captures all terms in the coaction $\Delta f(\tau)$ with a symbol of length $k$ in the second factor. Now consider a term $\gamma_{i} \otimes X_{k-i}$ in the coaction of $f(\tau)$ where $\gamma_{i}$ is an eMPL of length $i$ and $X_{j}$ is a symbol of length $j$. Let us assume that the $\tau$-dependence in the first factor of $\Delta_{i, k-i}\left(f(\tau)-f_{k}\right)$ is not completely cancelled. Then, after rewriting $\gamma_{i}$ in terms of IMFs, we must have a term

$$
\begin{equation*}
I\left(h_{1}|\ldots| h_{i} ; \tau\right) \otimes\left[h_{k}|\ldots| h_{i+1}\right] \subset \Delta_{i, k-i}\left(f(\tau)-f_{k}\right) \tag{2.174}
\end{equation*}
$$

Following our algorithm this term will enter the final result as $I\left(h_{1}|\ldots| h_{k} ; \tau\right)$. From the coaction for iterated integrals of modular forms we see that the coaction of this term will contain the term $1 \otimes\left[h_{k}|\ldots| h_{1}\right]$ and must therefore already be part of $f_{k}(\tau)$. This tells us that we can simplify the algorithm outlined above. It is not necessary to compute all eMPLs appearing in the coproduct of $f(\tau)$ in terms of iterated integrals of modular forms. Instead we just need to compute their cusp values. Subsequently,

$$
\begin{equation*}
\operatorname{id}_{I} f(\tau)=\mu\left(\operatorname{Cusp} \otimes \int\right) \Delta f(\tau) \tag{2.175}
\end{equation*}
$$

gives the correct representation of $f(\tau)$ in terms of iterated integrals of modular forms.

This concludes our review of the special functions appearing in this work. We have defined all functions relevant for the description of scattering amplitudes and Feynman integrals appearing in the remainder of this thesis. We have also reviewed their function spaces and useful algebraic properties that will help us to perform the computations in the remainder of this thesis efficiently.

## The Multi-Regge Limit of Planar $\mathcal{N}=4$ SYM

In this chapter, we will consider a special kinematical limit, called the multiRegge limit, within the scope of $\mathcal{N}=4$ supersymmetric Yang-Mills theory. The Regge limit $s \gg|t|$ was first considered in early QCD computations and it was shown that amplitudes in this limit were dominated by a gluon exchange in the $t$ channel. The resummation 6368 of large radiative corrections to partonparton scattering in this limit in the Balitsky-Fadin-Kuraev-Lipatov (BFKL) theory gave rise to a description of strong interactions in this kinematical regime that, to leading accuracy, is valid to all orders in perturbation theory. This kinematical limit can be extended to amplitudes with higher multiplicities by assuming a strong rapidity ordering among the outgoing gluons. In these socalled multi-Regge kinematics (MRK), scattering processes are dominated by the $t$ channel exchange of an effective particle called the Reggeon between the two initial partons which emits the other external gluons along its path. As we will see, we can completely describe the underlying geometry of scattering amplitudes in the multi-Regge limit of $\mathcal{N}=4$ SYM allowing us to fully classify the functional space of the final result. The corresponding building-blocks describing parton scattering in MRK are multi-gluon amplitudes whose dependence on the rapidities of external particles is integrated out, reducing the problem to a two-dimensional one in terms of transverse momenta.

Scattering amplitudes in planar $\mathcal{N}=4$ SYM in the euclidean region, where all Mandelstam invariants are negative, factorize to all orders in perturbation theory into certain building blocks describing the propagation of the Reggeon
and the emission of gluons along the $t$ channel ladder after BFKL resummation. These building blocks are determined to all orders by four- and five-point amplitudes and scattering amplitudes in MRK in this region of phase-space are trivial 69 . Starting from six external gluons, amplitudes exhibit so-called Regge cuts that are not captured correctly by the Regge-factorized form. As a result, scattering amplitudes in the multi-Regge limit are no longer trivial after analytically continuing the energy components of a subset of the emitted gluons to a different Mandelstam region 69, 70]. This discontinuity is described to all orders by a dispersion integral closely related to the BFKL evolution equation, whose integrand can be written in a factorized form in Fourier-Mellin space.

In recent years, a lot of progress has been made in the computation of sixparticle scattering in the multi-Regge limit of planar $\mathcal{N}=4 \mathrm{SYM}$, both at strong coupling 74,75 and at weak coupling 33,7684 . It was found 33 that the six-point amplitude at leading logarithmic accuracy (LLA) can be described perturbatively in terms of single-valued harmonic polylogarithms 57. Beyond six points, only two-loop amplitudes are known analytically to LLA 85,86 and up to transcendental constants at next-to-leading logarithmic accuracy (NLLA) 87.

In this chapter we will study scattering amplitudes in the multi-Regge limit of planar $\mathcal{N}=4 \mathrm{SYM}$ for any number $N$ of external legs and for arbitrary helicity configurations. In particular, we will introduce a new computational formalism based on the single-valuedness of scattering amplitudes in this kinematical regime that will circumvent the computation of the multiple infinite sums usually required to evaluate Fourier-Mellin integrals. We foresee that this formalism can be applied to the computation of scattering amplitudes in MRK in planar $\mathcal{N}=4$ SYM to all logarithmic accuracies as well as to the computation of certain scattering amplitudes beyond $\mathcal{N}=4 \mathrm{SYM}$. We will show that scattering amplitudes in MRK are naturally described by iterated integrals over Riemann spheres with marked points and are therefore functions on the configuration space $\mathfrak{M}_{0, n}$ of genus 0 curves with $n$ marked points. Iterated integrals on $\mathfrak{M}_{0, n}$ can be expressed in terms of multiple polylogarithms with singularities when two of the marked points coincide 88.

In addition to developing a mathematical framework allowing us to compute scattering amplitudes efficiently, we show that scattering amplitudes in MRK in momentum space can be decomposed into certain building blocks that recur for different numbers of external particles. In particular we generalize the factorization of two-loop MHV amplitudes 85, 86 to higher loop orders and other helicity configurations. Then it will be possible to express an infinite number of scattering amplitudes as linear combinations of a finite number of
building blocks. In particular, at LLA, all $\ell$-loop scattering amplitudes in the MHV configuration are determined by MHV amplitudes with up to $(\ell+4)$ external legs.

### 3.1 Multi-Regge-Kinematics

Let us now define the multi-Regge limit in $\mathcal{N}=4 \mathrm{SYM}$ and introduce some useful notation for the description of scattering amplitudes in this limit. We will be studying color-ordered scattering amplitudes of $N$ gluons with all momenta outgoing. In multi-Regge kinematics (MRK), it is convenient to represent momenta in terms of lightcone coordinates with (complex) transverse momenta where we decompose a vector $p$ into the parts

$$
\begin{equation*}
p^{ \pm} \equiv p^{0} \pm p^{z}, \quad \mathbf{p}_{k} \equiv p_{k \perp}=p_{k}^{x}+i p_{k}^{y} \tag{3.1}
\end{equation*}
$$

The scalar product in these coordinates is then given by

$$
\begin{equation*}
2 p \cdot q=p^{+} q^{-}+p^{-} q^{+}-\mathbf{p} \overline{\mathbf{q}}-\overline{\mathbf{p}} \mathbf{q} . \tag{3.2}
\end{equation*}
$$

Let us also without loss of generality choose the reference frame such that the momenta of the two initial gluons, $p_{1}$ and $p_{2}$, are aligned with the $z$-axis and we have $p_{2}^{z}=p_{2}^{0}$ and hence $p_{1}^{+}=p_{2}^{-}=\mathbf{p}_{1}=\mathbf{p}_{2}=0$. The multiRegge limit is defined as the limit where the produced gluons with momenta $p_{3}, \ldots, p_{N}$ are strongly ordered in rapidity, while their transverse components are all comparable. In lightcone coordinates, this reads

$$
\begin{equation*}
p_{3}^{+} \gg p_{4}^{+} \gg \ldots p_{N-1}^{+} \gg p_{N}^{+}, \quad\left|\mathbf{p}_{3}\right| \simeq \ldots \simeq\left|\mathbf{p}_{N}\right|, \tag{3.3}
\end{equation*}
$$

and the on-shell condition $p_{i}^{2}=p_{i}^{+} p_{i}^{-}-\left|\mathbf{p}_{i}\right|^{2}=0$ implies

$$
\begin{equation*}
p_{N}^{-} \gg p_{N-1}^{-} \gg \ldots p_{4}^{-} \gg p_{3}^{-} . \tag{3.4}
\end{equation*}
$$

This ordering also translates to the Lorentz invariants

$$
\begin{align*}
s_{i(i+1) \ldots j} & \equiv\left(p_{i}+p_{i+1}+\ldots+p_{j}\right)^{2}=x_{(i-1) j}^{2}  \tag{3.5}\\
t_{i+1} & \equiv q_{i}^{2}, \quad q_{i} \equiv-p_{2}-\ldots-p_{i+3}=x_{(i+3) 1} \tag{3.6}
\end{align*}
$$

Overall energy-momentum conservation dictates that the initial gluons are of the same order as the first and last produced gluon respectively,

$$
\begin{equation*}
p_{1}^{-}=-\sum_{i=3}^{N} p_{i}^{-} \simeq-p_{N}^{-}, \quad p_{2}^{+}=-\sum_{i=3}^{N} p_{i}^{+} \simeq-p_{3}^{+}, \quad 0=\sum_{i=3}^{N} \mathbf{p}_{i} . \tag{3.7}
\end{equation*}
$$

Then we find for the product of two vectors

$$
\begin{align*}
& s_{12}=2 p_{1} \cdot p_{2} \simeq p_{3}^{+} p_{N}^{-} \\
& s_{1 i}=2 p_{1} \cdot p_{i} \simeq-p_{i}^{+} p_{N}^{-} \\
& s_{2 i}=2 p_{2} \cdot p_{i} \simeq-p_{3}^{+} p_{i}^{-}  \tag{3.8}\\
& s_{i j}=2 p_{i} \cdot p_{j} \simeq p_{i}^{+} p_{j}^{-}, \quad 3 \leq i<j \leq N,
\end{align*}
$$

where we used that $\mathbf{p}_{i} \simeq \mathbf{p}_{j} \simeq p_{i}^{+} p_{i}^{-}+p_{j}^{+} p_{j}^{-} \ll p_{i}^{+} p_{j}^{-}$. Keeping only the leading terms in the kinematical invariants 3.5 , we find that all invariants including the same number $k$ of consecutive particles are of the same order and that they are larger than invariants involving $k-1$ consecutive momenta. We further have, for the momentum transfers $q_{i}$ (c.f. fig. 3.2 , $q_{i}^{+} \simeq p_{i+4}^{+}, q_{i}^{-} \simeq-p_{i+3}^{-}$and therefore $-q_{i}^{+} q_{i}^{-} \ll p_{i+3}^{+} p_{i+3}^{-} \simeq\left|\mathbf{q}_{i}\right|^{2}$, which finally yields

$$
\begin{align*}
s_{12} \gg s_{3 \cdots N-1}, s_{4 \cdots N} & \gg s_{3 \cdots N-2}, s_{4 \cdots N-1}, s_{5 \cdots N} \gg \cdots  \tag{3.9}\\
\ldots & >s_{34}, \ldots, s_{N-1 N} \gg-t_{1}, \cdots,-t_{N-3} .
\end{align*}
$$

### 3.1.1 MRK in the Planar Limit

Let us now turn to planar $\mathcal{N}=4$ SYM and investigate the effect of the rapidityordering in MRK on the conformally invariant cross-ratios $\left(u_{1 i}, u_{2 i}, u_{3 i}\right)$ introduced in eq. 1.29). As we have mentioned before, we can describe amplitudes in MRK as the emission of $N-4$ particles from the $t$-channel exchange of a reggeon. As can be inferred from fig. 3.1, the cross-ratios can be related to the momenta $q_{i}$ exchanged in the $t$-channel as 22,23

$$
\begin{align*}
& u_{1 i}=1-\delta_{i} \frac{\left|\mathbf{k}_{i}+\mathbf{k}_{i+1}\right|^{2}}{\left|\mathbf{k}_{i+1}\right|^{2}}+\mathcal{O}\left(\delta_{i}^{2}\right) \\
& u_{2 i}=\delta_{i} \frac{\left|\mathbf{q}_{i-1}\right|^{2}}{\left|\mathbf{q}_{i}\right|^{2}}+\mathcal{O}\left(\delta_{i}^{2}\right)  \tag{3.10}\\
& u_{3 i}=\delta_{i} \frac{\left|\mathbf{q}_{i+1}\right|^{2}\left|\mathbf{k}_{i}\right|^{2}}{\left|\mathbf{q}_{i}\right|^{2}\left|\mathbf{k}_{i+1}\right|^{2}}+\mathcal{O}\left(\delta_{i}^{2}\right)
\end{align*}
$$

where $k_{i} \equiv p_{i+3}, 1 \leq i \leq N-4$, denote the momenta of the gluons emitted along the $t$-channel ladder, and where the ratio $\delta_{i} \equiv k_{i+1}^{+} / k_{i}^{+}$corresponds to the separation in rapidity between the produced gluons. This ratio goes to zero as we approach the multi-Regge limit and the cross ratios in eq. 3.10 become trivial. We can however define the reduced cross-ratios 22, 23,

$$
\begin{align*}
& \tilde{u}_{2 i}=\frac{u_{2 i}}{1-u_{1 i}}=\frac{\left|\mathbf{q}_{i-1}\right|^{2}\left|\mathbf{k}_{i+1}\right|^{2}}{\left|\mathbf{q}_{i}\right|^{2}\left|\mathbf{k}_{i}+\mathbf{k}_{i+1}\right|^{2}}+\mathcal{O}\left(\delta_{i}\right)  \tag{3.11}\\
& \tilde{u}_{3 i}=\frac{u_{3 i}}{1-u_{1 i}}=\frac{\left|\mathbf{q}_{i+1}\right|^{2}\left|\mathbf{k}_{i}\right|^{2}}{\left|\mathbf{q}_{i}\right|^{2}\left|\mathbf{k}_{i}+\mathbf{k}_{i+1}\right|^{2}}+\mathcal{O}\left(\delta_{i}\right)
\end{align*}
$$



Figure 3.1: Connection between the three cross ratios $u_{1 i}$ (left) $u_{2 i}$ (middle) and $u_{3 i}$ (right) and the momentum transfers $\mathbf{q}_{i}$ in $t$-channel reggeon exchange. Solid lines and dashed lines denote squared distances in the numerator and denominator, respectively.
which approach non-trivial values in the multi-Regge limit.
Let us now introduce transverse dual coordinates $\mathbf{x}_{i} \in \mathbb{C P}^{1}$ as seen in fig. 3.2,

$$
\begin{equation*}
\mathbf{q}_{i}=\mathbf{x}_{i+2}-\mathbf{x}_{1} \text { and } \mathbf{k}_{i}=\mathbf{x}_{i+2}-\mathbf{x}_{i+1} \tag{3.12}
\end{equation*}
$$

and relate them to the reduced cross-ratios $\tilde{u}_{2 i}$ and $\tilde{u}_{3 i}$. These can be written as

$$
\begin{equation*}
\tilde{u}_{2 i} \simeq\left|\xi_{2 i}\right|^{2} \text { and } \tilde{u}_{3 i} \simeq\left|\xi_{3 i}\right|^{2}, \tag{3.13}
\end{equation*}
$$

with
$\xi_{2 i}=\frac{\left(\mathbf{x}_{1}-\mathbf{x}_{i+1}\right)\left(\mathbf{x}_{i+3}-\mathbf{x}_{i+2}\right)}{\left(\mathbf{x}_{1}-\mathbf{x}_{i+2}\right)\left(\mathbf{x}_{i+3}-\mathbf{x}_{i+1}\right)}$ and $\xi_{3 i}=\frac{\left(\mathbf{x}_{1}-\mathbf{x}_{i+3}\right)\left(\mathbf{x}_{i+2}-\mathbf{x}_{i+1}\right)}{\left(\mathbf{x}_{1}-\mathbf{x}_{i+2}\right)\left(\mathbf{x}_{i+3}-\mathbf{x}_{i+1}\right)}$.
These cross-ratios are actually not independent and we have

$$
\begin{equation*}
\xi_{i} \equiv \xi_{2 i}=1-\xi_{3 i} . \tag{3.15}
\end{equation*}
$$

Let us further introduce the cross-ratios

$$
\begin{equation*}
z_{i} \equiv 1-\frac{1}{\xi_{i}}=\frac{\left(\mathbf{x}_{1}-\mathbf{x}_{i+3}\right)\left(\mathbf{x}_{i+2}-\mathbf{x}_{i+1}\right)}{\left(\mathbf{x}_{1}-\mathbf{x}_{i+1}\right)\left(\mathbf{x}_{i+2}-\mathbf{x}_{i+3}\right)}=-\frac{\mathbf{q}_{i+1} \mathbf{k}_{i}}{\mathbf{q}_{i-1} \mathbf{k}_{i+1}} . \tag{3.16}
\end{equation*}
$$



Figure 3.2: The $t$-channel ladder in transverse space with the corresponding dual coordinates. The dashed lines indicate the forward momenta that should be absent in this picture, as their transverse momentum is zero.
that will play an important role in the remainder of this chapter. They are related to the $w_{i}$ that frequently appear in the literature via $w_{i} \equiv-z_{i}$.

Amplitudes in MRK are equipped with a natural $\mathbb{Z}_{2}$ symmetry, called targetprojectile symmetry 22,23 , which corresponds to the mirror-symmetry of fig. 3.2 along the horizontal axis. It acts on the transverse dual coordinates via

$$
\mathbf{x}_{i} \mapsto \begin{cases}\mathbf{x}_{1}, & \text { if } i=1  \tag{3.17}\\ \mathbf{x}_{N-i}, & \text { if } 2 \leq i \leq N-2\end{cases}
$$

and on the cross ratios $z_{i}$ as

$$
\begin{equation*}
z_{i} \mapsto 1 / z_{N-4-i} \tag{3.18}
\end{equation*}
$$

### 3.1.2 Coordinate Systems on $\mathfrak{M}_{0, n}$

As we have seen, scattering amplitudes in the multi-Regge limit of $\mathcal{N}=4$ SYM can be written in terms of the $n=N-2$ transverse dual coordinates $\mathbf{x}_{i} \in \mathbb{C P}^{1}$ and can therefore be described by the configuration space $\operatorname{Conf}_{n}\left(\mathbb{C P}^{1}\right)$. This space is isomorphic to the space of genus zero curves with $n$ marked points, $\mathfrak{M}_{0, n}$. We will now discuss this space in more detail and review some choices of coordinates that are useful for the computation of scattering amplitudes in this limit. Geometrically, we can describe $\mathfrak{M}_{0, n}$ as the space of Riemann spheres
with $n$ marked points. The Riemann sphere is symmetric under $S L(2, \mathbb{C})$ transformations and we will identify configurations of marked points that are related by such transformations. The space of $S L(2, \mathbb{C})$ transformations has dimension 3 , and hence

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{C}} \mathfrak{M}_{0, n}=n-3 \tag{3.19}
\end{equation*}
$$

We can find a basis of $\mathfrak{M}_{0, n}$ by using $S L(2, \mathbb{C})$ invariance to fix three of the points $\mathbf{x}_{i} \in \mathfrak{M}_{0, n}$ to concrete values. One such basis is given by the crossratios (3.16), which will play an important role in the description of the amplitude in so-called Fourier-Mellin space (c.f. sec. 3.2 ). We will therefore refer to these coordinates as Fourier-Mellin coordinates. While they are well suited for the description of scattering amplitudes in this space, they are not the optimal choice to express iterated integrals on $\mathfrak{M}_{0, n}$.

Let us now review some local coordinate systems called simplicial coordinates, studied in ref. [88, that allow for a nice description of scattering amplitudes in the multi-Regge limit. These coordinate systems can be obtained by setting three of the marked points on the Riemann sphere to 0,1 , and $\infty$, e.g.

$$
\begin{equation*}
\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right) \rightarrow\left(0,1, \infty, t_{1}, \ldots, t_{n-3}\right), \tag{3.20}
\end{equation*}
$$

which gives

$$
\begin{equation*}
t_{i-3}=\frac{\left(\mathbf{x}_{i}-\mathbf{x}_{1}\right)\left(\mathbf{x}_{2}-\mathbf{x}_{3}\right)}{\left(\mathbf{x}_{i}-\mathbf{x}_{3}\right)\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right)}, 4 \leq i \leq n \tag{3.21}
\end{equation*}
$$

There are $6\binom{n}{3}=n(n-1)(n-2)$ different sets of simplicial coordinates, and they are all equally well-suited to describe functions on $\mathfrak{M}_{0, n}$, as iterated integrals will only have singularities for $t_{i} \in\left\{0,1, t_{j}\right\}$. There are, however, simplicial coordinates that transform nicely under the target-projectile symmetry of scattering amplitudes in MRK. These coordinates are given by fixing $\left(\mathbf{x}_{1}, \mathbf{x}_{k}, \mathbf{x}_{N-k}\right), 2 \leq k \leq\left\lceil\frac{N-1}{2}\right\rceil$, or, for $N$ even, $\left(\mathbf{x}_{N / 2}, \mathbf{x}_{k}, \mathbf{x}_{N-k}\right)$.

One set of these coordinates turns out to be particularly nice. When fixing the coordinates as

$$
\begin{equation*}
\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N-2}\right) \rightarrow\left(1,0, \rho_{1}, \ldots, \rho_{N-5}, \infty\right) \tag{3.22}
\end{equation*}
$$

all two-loop MHV amplitudes at leading logarithmic accuracy in MRK factorise into sums of six-point amplitudes 8587 . We will refer to these coordinates as simplicial MRK coordinates. They transform nicely under target-projectile symmetry,

$$
\begin{equation*}
\left(\rho_{1}, \ldots, \rho_{N-5}\right) \mapsto\left(1 / \rho_{N-5}, \ldots, 1 / \rho_{1}\right), \tag{3.23}
\end{equation*}
$$

and are related to Fourier-Mellin coordinates as

$$
\begin{equation*}
z_{i}=\frac{\left(\rho_{i}-\rho_{i-1}\right)\left(\rho_{i+1}-1\right)}{\left(\rho_{i}-\rho_{i+1}\right)\left(\rho_{i-1}-1\right)} \tag{3.24}
\end{equation*}
$$

with $\rho_{0}=0$ and $\rho_{N-4}=\infty$.
Another class of simplicial coordinates that is well-suited for MRK is the class of all simplicial coordinates defined by

$$
\begin{equation*}
\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N-2}\right) \rightarrow\left(\infty, t_{1}^{(i)}, \ldots, t_{i}^{(i)}, 0,1, \ldots, t_{N-5}^{(i)}\right) \tag{3.25}
\end{equation*}
$$

These coordinates interpolate between Fourier-Mellin coordinates and simplicial coordinates, because $t_{i}^{(i)}=z_{i}$. These coordinates are not unique in the sense that there are other choices of coordinates with the property that $t_{i}^{(i)}=z_{i}$. We will refer to these coordinates as simplicial coordinates based at $z_{i}$.

### 3.2 The Ratio $\mathcal{R}_{N}$ at Finite Coupling

Now that we have covered the kinematical dependence of scattering amplitudes in MRK in planar $\mathcal{N}=4 \mathrm{SYM}$, let us turn to a more concrete description of scattering amplitudes in this limit. The gluons going very forward are barely deflected and helicity must be conserved along their path. We will therefore label the BDS normalized ratio $\mathcal{R}$ (c.f. 1.26 ) only by the helicities $h_{1} \ldots h_{N-4}$ of the gluons produced along the ladder

$$
\begin{equation*}
e^{i \Phi_{h_{1}, \ldots, h_{N-4}}} \mathcal{R}_{h_{1}, \ldots, h_{N-4}} \equiv\left[\frac{A_{N}\left(-,+, h_{1}, \ldots, h_{N-4},+,-\right)}{A_{N}^{\operatorname{BDS}}(-,+, \ldots,+,-)}\right]_{\mid \mathrm{MRK}} \tag{3.26}
\end{equation*}
$$

The l.h.s. of eq. 3.26 is dual conformally invariant and tends to a phase, $e^{i \Phi}$, in the Euclidean region. This phase is immaterial for the remainder of this work and was made explicit such that $\mathcal{R} \rightarrow 1$ in the multi-Regge limit in the Euclidean region. After analytically continuing the final state momenta $k_{i}$ of a consecutive set of particles $[p, q] \in\{1, \ldots, N-4\}$ to a different Mandelstam region, the ratio $\mathcal{R}$ will no longer be trivial due to the presence of a Regge cut (c.f. fig. 3.3) 23, 69, 70, 76 $78,86,89,90$. The function we obtain after analytic continuation of $q-p+1$ consecutive final state momenta is the same no matter the total number of external momenta. This means that we can reconstruct all other cases from the Mandelstam regions $[1, N-4]$ and we will therefore always consider that case.

By imposing a strong ordering in rapidity, the kinematical dependence on the longitudinal part factores into large logarithms $\log \tau_{k}$, with $\tau_{k} \equiv \sqrt{u_{2 k} u_{3 k}}$. It is


Figure 3.3: Diagrammatic representation of the Mandelstam region $[p, q]$. The discontinuity in the $\left(k_{p}+\ldots+k_{q}\right)^{2}$ channel is indicated by the dashed line.
possible to resum these large logarithms to all orders in perturbation theory in Fourier-Mellin space where the amplitude is conjectured to factorize into three building blocks (c.f. fig. 3.4

$$
\begin{align*}
\omega\left(\nu_{i}, n_{i}\right) & \equiv \omega_{i}=-a\left(E_{i}+a E_{i}^{(1)}+\mathcal{O}\left(a^{2}\right)\right),  \tag{3.27}\\
\chi^{ \pm}\left(\nu_{i}, n_{i}\right) & \equiv \chi_{i}^{ \pm}=\chi_{0, i}^{ \pm}\left(1+a \kappa_{1}^{ \pm}+\mathcal{O}\left(a^{2}\right)\right),  \tag{3.28}\\
C^{ \pm}\left(\nu_{i}, n_{i}, \nu_{j}, n_{j}\right) & \equiv C_{i, j}^{ \pm}=C_{0, i, j}^{ \pm}\left(1+a c_{1, i, j}^{ \pm}+\mathcal{O}\left(a^{2}\right)\right), \tag{3.29}
\end{align*}
$$

called the BFKL eigenvalue, impact factor and central emission block respectively. We will collectively refer to these objects as the BFKL building blocks and they are given explicitly in appendix C.


Figure 3.4: The structure of the $N$ point amplitude in MRK.

Introducing the shorthand $\mathcal{R}_{N} \equiv \mathcal{R}_{h_{1} \ldots h_{N-4}}$, the conjectured factorized form of the remainder function reads

$$
\begin{equation*}
\mathcal{R}_{N} e^{i \delta_{N}}=1+\text { ai } i \pi \mathcal{F}_{N-5}\left[\chi_{1}^{h_{1}}\left[\prod_{k=2}^{N-5} C_{k-1, k}^{h_{k}}\right] \chi_{N-5}^{-h_{N-4}} \prod_{k=1}^{N-5} e^{-L_{k} \omega_{k}}\right], \tag{3.30}
\end{equation*}
$$

where $a$ is the 't Hooft coupling and $L_{k}=\log \tau_{k}+i \pi$. The term $\delta_{N}$ is the so-called BDS phase,

$$
\begin{equation*}
\delta_{N}=\pi \Gamma \log \left|\frac{\rho_{1}}{\left(\rho_{1}-1\right)\left(\rho_{N-5}-1\right)}\right|^{2}, \tag{3.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma \equiv \frac{\gamma_{K}}{8}=\frac{a}{2}-\frac{\zeta_{2} a^{2}}{2}+\mathcal{O}\left(a^{3}\right) \tag{3.32}
\end{equation*}
$$

is proportional to the cusp anomalous dimension $\gamma_{K}$ known to all orders from integrability 91. The BDS phase was introduced so that in the MHV configuration, the remainder $R_{N}$ starts at two loops and the two-loop remainder is purely imaginary. The function $\mathcal{F}_{m}$ in 3.30 denotes the $m$-fold inverse Fourier-Mellin transform,

$$
\begin{equation*}
\mathcal{F}_{m}\left[f\left(\left\{\nu_{i}, n_{i}\right\}\right)\right] \equiv \prod_{k=1}^{m} \sum_{n_{k}=-\infty}^{+\infty}\left(\frac{z_{k}}{\bar{z}_{k}}\right)^{n_{k} / 2} \int_{-\infty}^{+\infty} \frac{d \nu_{k}}{2 \pi}\left|z_{k}\right|^{2 i \nu_{k}} f\left(\left\{\nu_{i}, n_{i}\right\}\right) \tag{3.33}
\end{equation*}
$$

with the contour of integration given in fig. 3.5. The conjectural factorization in (3.30) reproduces the known Fourier-Mellin representation of the six-point MHV and NMHV amplitudes in MRK to LLA 69, 70, 86.


Figure 3.5: The initial integration contour for the $N$-gluon BFKL integral.

### 3.3 The Ratio $\mathcal{R}_{N}$ at Weak Coupling

In the previous section we have introduced an all-order representation of the ratio $\mathcal{R}_{N}$ in Fourier-Mellin space, we are however interested in a representation in
kinematical space. In order to achieve this, we would like to expand eq. 3.30 in the coupling $a$ and solve the Fourier-Mellin integral on the r.h.s.. For small values of the coupling, the poles on the real axis in the contours in fig. 3.5 move towards one another and we would have pinched contours in the limit $a \rightarrow 0$. More precisely, the integral would develop a pinch singularity in the weak coupling limit when $n_{i-1}=n_{i}=0$ for $i \in\{2, \ldots, N-5\}$ for all integrands not proportional to a BFKL eigenvalue. These singularities can easily be regularized by deforming the contour of integration before approaching the weak coupling limit. In particular, we deform the contours from the initial contours given in fig. 3.5 that we will refer to as Fourier-Mellin contours to the contours given in fig. 3.6 which we will call pinch-free contours. An algorithmic way to perform these contour deformations is given in appendix F and explicit contour deformations for six, seven or eight external particles can be found in $3 \cdot 4$. The contour deformations can be performed recursively over the number of external legs and the regularized integral can be written as the corresponding integral over pinch-free contours plus lower-point terms. Let us make this process a little more clear by considering the LLA and NLLA cases. For this purpose, we define $\mathcal{F}_{n, 0} \equiv \mathcal{F}_{n}$ to denote the usual Fourier-Mellin transform defined with Fourier-Mellin contours and $\mathcal{F}_{0, n}$ to denote the corresponding Fourier-Mellin transform with pinch-free contours. This notation might seem arbitrary at this point but it is motivated by the algorithm described in appendix $F$




Figure 3.6: The integration contour for the $N$-gluon BFKL integral after contour deformation. The blue and red lines in the middle picture define the contour for even and odd $i$, respectively. Similarly, the blue and red lines in the last picture define the contour for odd and even $N$, respectively.

The one-loop amplitude is completely determined by the BDS amplitude, so we will start all our computations from two loops. At LLA, all two-loop (and higher loop) contributions contain at least one BFKL eigenvalue and hence the original integral

$$
\begin{equation*}
\mathcal{F}_{N-5}\left[\mathcal{I}_{N, \mathrm{LLA}}^{(2)}\right]=\mathcal{F}_{N-5,0}\left[\mathcal{I}_{N, \mathrm{LLA}}^{(2)}\right] \tag{3.34}
\end{equation*}
$$

is finite. At NLLA, the two-loop contributions come without any insertion of the BFKL eigenvalue, and we need to regularize the Fourier-Mellin integral,

$$
\begin{align*}
\mathcal{F}_{N-5}\left[\mathcal{I}_{N, \mathrm{NLLA}}^{(2)}\right] & =\mathcal{F}_{N-5}^{\mathrm{Reg}}\left[\mathcal{I}_{N, \mathrm{NLLA}}^{(2)}\right]  \tag{3.35}\\
& =\mathcal{F}_{0, N-5}\left[\mathcal{I}_{N, \mathrm{NLLA}}\right]+P_{N, \mathrm{NLLA}}^{(2)}+2 \pi i Q_{N, \mathrm{NLLA}}^{(2)}
\end{align*}
$$

where $P$ and $Q$ correspond to the real- and imaginary parts of the lower-point functions introduced by the contour deformations. The explicit form of $P$ and $Q$ in the eight-particle case can be found in [4]. All higher-order NLLA contributions are finite and we keep the original contour. For explicit examples of $P$ and $Q$ we refer the reader to the aforementioned explicit examples in refs. 3, 4].

### 3.3.1 Perturbative Expansion of the Ratio $\mathcal{R}_{N}$

Now that we have regularized the integral (3.30), let us introduce some notation for the perturbative expansion of $\tilde{\mathcal{R}}_{N} \equiv \mathcal{R}_{N} e^{i \delta_{N}}$ that will prove useful in the following. At every loop order $\ell$ in MRK, the ratio $\tilde{\mathcal{R}}_{N}$ can be written as a polynomial in the $\operatorname{logarithms} \log \tau_{k}$,

$$
\begin{align*}
& \tilde{\mathcal{R}}_{h_{1}, \ldots, h_{N-4}}\binom{\tau_{1}, \ldots, \tau_{N-5}}{z_{1}, \ldots, z_{N-5}}=1+2 \pi i \sum_{\ell=1}^{\infty} \sum_{i_{1}, \ldots, i_{N-5}=0}^{\ell-1} a^{\ell}\left(\prod_{k=1}^{N-5} \frac{1}{i_{k}!} \log ^{i_{k}} \tau_{k}\right)  \tag{3.36}\\
& \quad \times\left(\tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right)+2 \pi i \tilde{h}_{h_{1}, \ldots, h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right)\right)
\end{align*}
$$

and we will refer to the imaginary- and real parts $\tilde{g}$ and $\tilde{h}$ of their coefficients as perturbative coefficients. In the following, we will often suppress the explicit kinematical dependence of the perturbative coefficients and write

$$
\begin{align*}
& \tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(\ell, i_{1}, \ldots, i_{N-5}\right)} \equiv \tilde{g}_{h_{1}, \ldots, h_{N-5}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right),  \tag{3.37}\\
& \tilde{h}_{h_{1}, \ldots, h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} \equiv \tilde{h}_{h_{1}, \ldots, h_{N-4}}^{\left(\ell, i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) . \tag{3.38}
\end{align*}
$$

At every loop order $\ell$, the LLA perturbative coefficients are those with $\ell-1=$ $\sum i_{k}$, the NLLA coefficients those with $\ell-2=\sum i_{k}$ etc.. The LLA ratio is purely imaginary, and hence

$$
\begin{equation*}
\tilde{h}_{h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}=0 \text { for } \ell-1=\sum_{k=1}^{N-5} i_{k} \tag{3.39}
\end{equation*}
$$

In the following we will limit ourselves to the computation of the $\tilde{\mathcal{R}}$ at LLA and NLLA. Expanding the r.h.s. of eq. 3.30, we can find a representation of the perturbative coefficients as Fourier-Mellin integrals. At LLA, i.e. for $\ell-1=\sum i_{k}$, we find

$$
\begin{equation*}
\tilde{g}_{h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}=-\frac{1}{2} \mathcal{F}_{N-5}\left[\varpi_{N} \prod_{k=1}^{N-5} E_{\nu_{k}, n_{k}}^{i_{k}}\right], \tag{3.40}
\end{equation*}
$$

where we have introduced the vacuum ladder

$$
\begin{equation*}
\varpi_{N} \equiv \chi_{0,1}^{h_{1}}\left[\prod_{i=2}^{N-5} C_{0, i-1, i}^{h_{i}}\right] \chi_{0, N-5}^{-h_{N-4}} . \tag{3.41}
\end{equation*}
$$

This combination of leading-order impact factors and central emission blocks will appear in the description of all perturbative coefficients, and can be seen as the vacuum state where all other building blocks, like the $E_{i}$ in eq. 3.40, play the role of insertions into the vacuum.

At NLLA, i.e. for $\ell-2=\sum i_{k}$, the situation becomes slightly more complicated, and it is helpful to introduce the corrected perturbative coefficients. Corrected perturbative coefficients are labelled by an additional leading index $j$ in the superscript or subscript respectively, and we write

$$
\begin{align*}
& \tilde{g}_{h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}=\sum_{j=1}^{N-5} i_{j} \tilde{g}_{h_{1} \ldots h_{N-4}}^{j ;\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}+\sum_{j=1}^{N-4} \tilde{g}_{j ; h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}, \\
& \tilde{h}_{h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}=\sum_{j=1}^{N-5} \tilde{h}_{h_{1} \ldots h_{N-4}}^{j ;\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}+\sum_{j=1}^{N-4} \tilde{h}_{j ; h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} . \tag{3.42}
\end{align*}
$$

The additional upper indices represent insertions of corrections to BFKL eigenvalues and additional lower indices represent insertions of corrections to impact factors or central emission blocks into the vacuum ladder. In particular, we have

$$
\begin{align*}
\tilde{g}_{h_{1} \ldots h_{N-4}}^{j ;\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} & =\frac{1}{2} \mathcal{F}_{N-5}\left[\varpi_{N} E_{j}^{(1)} \prod_{k=1}^{N-5} E_{k}^{i_{k}-\delta_{k j}}\right],  \tag{3.43}\\
\tilde{g}_{j ; h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} & =\frac{1}{2} \mathcal{F}_{N-5}\left[\varpi_{N} X_{j} \prod_{k=1}^{N-5} E_{k}^{i_{k}}\right]
\end{align*}
$$

where

$$
X_{j}=\left\{\begin{array}{ll}
\kappa_{1,1}^{h_{1}} & j=1  \tag{3.44}\\
\kappa_{1, N-4}^{h_{N}} & j=N-4 \\
\operatorname{Re}\left(c_{1, j-1 j}^{h_{j}}\right) & 2 \leq j \leq N-5
\end{array} .\right.
$$

Similarly, for the real part, we find

$$
\begin{align*}
\tilde{h}_{h_{1} \ldots h_{N-4}}^{j ;\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} & =-\frac{1}{4} \mathcal{F}_{N-5}\left[\varpi_{N} E_{j} \prod_{k=1}^{N-5} E_{k}^{i_{k}}\right],  \tag{3.45}\\
\tilde{h}_{j ; h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} & =\frac{1}{4 \pi} \mathcal{F}_{N-5}\left[\varpi_{N} Y_{j} \prod_{k=1}^{N-5} E_{k}^{i_{k}}\right],
\end{align*}
$$

where

$$
Y_{j}= \begin{cases}0 & j=1, N-4  \tag{3.46}\\ \operatorname{Im}\left(c_{1, j-1 j}^{h_{j}}\right) & 2 \leq j \leq N-5\end{cases}
$$

It will also be useful to define the corrected perturbative coefficient corresponding to the correction to the entire vacuum ladder,

$$
\begin{align*}
\tilde{g}_{\varpi ; h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} & =\sum_{j=1}^{N-4} \tilde{g}_{j ; h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} \\
\tilde{h}_{\varpi ; h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} & =\sum_{j=1}^{N-4} \tilde{h}_{j ; h_{1} \ldots h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)} . \tag{3.47}
\end{align*}
$$

### 3.4 The Convolution-Formalism for MRK Amplitudes

In this section, we will discuss the computation of the perturbative coefficients that we have introduced in the last section. Traditionally, these computations are performed by closing the integration contour in the upper- or lower-half plane and summing the residues of the integrand $33,76,81,83,84,86$. This works very well for the six-point amplitude, where the two-fold sums can be computed in terms of MPLs using standard techniques [31, 92 95, for more and more points, however, these computations quickly become unmanageable.

We will therefore introduce a new framework to perform computations of scattering amplitudes in the multi-Regge limit. The idea is to move away from explicitly computing Fourier-Mellin transformations and towards performing these computation directly in $z$-space using Fourier-Mellin convolutions

$$
\begin{equation*}
\mathcal{F}[F \cdot G]=\mathcal{F}[F] * \mathcal{F}[G]=f * g \tag{3.48}
\end{equation*}
$$

where the convolution defined as

$$
\begin{equation*}
(f * g)(z)=\frac{1}{\pi} \int \frac{d^{2} w}{|w|^{2}} f(w) g\left(\frac{z}{w}\right) . \tag{3.49}
\end{equation*}
$$

Reading eq. 3.48 from right to left, we can insert BFKL building blocks into the integrand of a previously computed Fourier-Mellin transform. As a tradeoff, we will have to perform integrals over the whole complex plane, which in itself poses a difficult task as well. Using the fact that scattering amplitudes in MRK are single-valued functions on $\mathfrak{M}_{0, N-2}$, we can make use of Stokes' theorem to greatly simplify these computations.
As is easy to see from eqs. 3.40, 3.43) and 3.45, all perturbative coefficients share a common basis, namely the vacuum ladder $\varpi_{N}$ and only differ by the insertions of other building blocks into the integrand. In particular, at a fixed logarithmic order, two perturbative coefficients at different loop orders only differ by insertions of leading order BFKL eigenvalues $E_{k}$. This allows us to easily relate integrals at different loop orders through convolution integrals, and we have, for example,

$$
\begin{equation*}
g_{++}^{(\ell ; \ell-1)}=-\frac{1}{2} \mathcal{F}\left[\chi^{+} E^{\ell-1} \chi^{-}\right]=g_{++}^{(\ell-1 ; \ell-2)} * \mathcal{F}[E] \tag{3.50}
\end{equation*}
$$

Since the perturbative coefficients are single-valued functions in the cross-ratios $z_{i}$, the evaluation of the convolution integral can be simplified to a residuecomputation as was shown in ref. 96. Let $f(z)$ be a linear combination of single-valued polylogarithms whose coefficients are rational functions with singularities at $z=a_{i}$ and $z=\infty$. Then we can expand $f$ around these singularities as

$$
\begin{align*}
& f(z)=\sum_{k, m, n} c_{k, m, n}^{a_{i}} \log ^{k}\left|1-\frac{z}{a_{i}}\right|^{2}\left(z-a_{i}\right)^{m}\left(\bar{z}-\bar{a}_{i}\right)^{n}, \quad z \rightarrow a_{i}  \tag{3.51}\\
& f(z)=\sum_{k, m, n} c_{k, m, n}^{\infty} \log ^{k} \frac{1}{|z|^{2}} \frac{1}{z^{m}} \frac{1}{\bar{z}^{n}}, \quad z \rightarrow \infty \tag{3.52}
\end{align*}
$$

Let us define the holomorphic residue of $f$ at $z=a$ as the coefficient of the simple holomorphic pole with no logarithmic singularities,

$$
\begin{equation*}
\operatorname{Res}_{z=a} f(z) \equiv c_{0,-1,0}^{a} \tag{3.53}
\end{equation*}
$$

Then, if it exists, we can compute the integral of $f$ over the whole complex plane as the sum of the holomorphic residues of its single-valued anti-holomorphic primitive $F$, i.e. if $\bar{\partial} F=f$, then 97

$$
\begin{equation*}
\int \frac{d^{2} z}{\pi} f(z)=\operatorname{Res}_{z=\infty} F(z)-\sum_{i} \operatorname{Res}_{z=a_{i}} F(z) \tag{3.54}
\end{equation*}
$$

Let us now show this procedure in detail at the example of the (already known [33 81) six-point MHV amplitude at LLA. We will compute the two-
loop perturbative coefficient

$$
\begin{equation*}
-2 \tilde{g}_{++}^{(2 ; 1)}=\mathcal{F}\left[\varpi_{6} E\right]=\frac{1}{2} \mathcal{G}_{0,1}(z)+\frac{1}{2} \mathcal{G}_{1,0}(z)-\mathcal{G}_{1,1}(z) \tag{3.55}
\end{equation*}
$$

from the Fourier-Mellin transform of the vacuum ladder

$$
\begin{equation*}
\mathcal{F}\left[\varpi_{6}\right]=\mathcal{G}_{1}(z)-\frac{1}{2} \mathcal{G}_{0}(z) . \tag{3.56}
\end{equation*}
$$

Apart from the Fourier-Mellin transform of the vacuum ladder, we also need the Fourier-Mellin transform of the BFKL eigenvalue,

$$
\begin{equation*}
\mathcal{E}\left(z_{i}\right) \equiv \mathcal{F}\left(E_{i}\right)=-\frac{z_{i}+\bar{z}_{i}}{2\left|1-z_{i}\right|^{2}} . \tag{3.57}
\end{equation*}
$$

The first step is to compute a single-valued anti-holomorphic primitive of

$$
\begin{equation*}
f(w)=\frac{1}{|w|^{2}} \mathcal{F}\left[\varpi_{6}\right](w) \mathcal{E}(z / w) \tag{3.58}
\end{equation*}
$$

This is easily achieved after rewriting all appearing single-valued polylogarithms in terms of anti-holomorphic arguments,

$$
\begin{equation*}
\mathcal{G}_{0}(w)=\mathcal{G}_{0}(\bar{w}) \text { and } \mathcal{G}_{1}(w)=\mathcal{G}_{1}(\bar{w}) . \tag{3.59}
\end{equation*}
$$

Then we have

$$
\begin{align*}
F(w)= & \int d \bar{w} f(w)=\frac{1}{2 w(w-z)} \int d \bar{w}\left[\frac{1}{2} \mathcal{G}_{0}(\bar{w})-\mathcal{G}_{1}(\bar{w})\right] \frac{\bar{w} z+w \bar{z}}{\bar{w}(\bar{w}-\bar{z})} \\
= & \frac{1}{4(w-z)}\left[2 \mathcal{G}_{0, z}(w)-4 \mathcal{G}_{1, z}(w)-\mathcal{G}_{0,0}(w)+2 \mathcal{G}_{1,0}(w)\right. \\
& \left.\quad-4 \mathcal{G}_{1}(w) \mathcal{G}_{0}(z)+4 \mathcal{G}_{1}(w) \mathcal{G}_{1}(z)+2 \mathcal{G}_{0}(z) \mathcal{G}_{z}(w)-4 \mathcal{G}_{1}(z) \mathcal{G}_{z}(w)\right] \\
+ & \frac{1}{4 w}\left[-\mathcal{G}_{0, z}(w)+2 \mathcal{G}_{1, z}(w)+2 \mathcal{G}_{1}(w) \mathcal{G}_{0}(z)-2 \mathcal{G}_{1}(w) \mathcal{G}_{1}(z)\right. \\
& \left.\quad-\mathcal{G}_{0}(z) \mathcal{G}_{z}(w)+2 \mathcal{G}_{1}(z) \mathcal{G}_{z}(w)\right] \tag{3.60}
\end{align*}
$$

where we have rewritten all single-valued polylogarithms in terms of holomorphic arguments using eqs. (3.59) and 2.61). The next step is to compute all residues of $F(w)$ and we can see that $F$ has potential poles at $0, z$ and $\infty$. Since for $w \rightarrow 0$ all polylogarithms either vanish or exhibit logarithmic singularities, the residue at $w=0$ vanishes. At $w=z$, we have

$$
\begin{align*}
\operatorname{Res}_{w=z} F(w) & =-\frac{1}{4} \mathcal{G}_{0,0}(z)-\mathcal{G}_{0,1}(z)-\frac{1}{2} \mathcal{G}_{1,0}(z)+2 \mathcal{G}_{1,1}(z)-\mathcal{G}_{1, z}(z)  \tag{3.61}\\
& =-\frac{1}{4} \mathcal{G}_{0,0}(z)-\frac{1}{2} \mathcal{G}_{1,0}(z)+\mathcal{G}_{1,1}(z)
\end{align*}
$$

In order to compute the residue at $z=\infty$, we will will need to replace $w \rightarrow \frac{1}{u}$, including the Jacobian, and compute the residue at $u=0$, yielding

$$
\begin{equation*}
\operatorname{Res}_{w=\infty} F(w)=\frac{1}{2} \mathcal{G}_{0,1}(z)-\frac{1}{4} \mathcal{G}_{0,0}(z) . \tag{3.62}
\end{equation*}
$$

Summing all residues according to eq. (3.54), we find

$$
\begin{align*}
\mathcal{F}\left[\varpi_{6} E\right] & =\operatorname{Res}_{w=\infty} F(w)-\operatorname{Res}_{w=z} F(w) \\
& =\frac{1}{2} \mathcal{G}_{0,1}(z)+\frac{1}{2} \mathcal{G}_{1,0}(z)-\mathcal{G}_{1,1}(z), \tag{3.63}
\end{align*}
$$

which is indeed the correct answer.
Let us quickly comment on the Fourier-Mellin transform of the vacuum ladder. Since there is no insertion of BFKL eigenvalues, the integral $\mathcal{F}\left[\varpi_{6}\right]$ needs to be regularized and we have

$$
\begin{equation*}
\mathcal{F}\left[\varpi_{6}\right]=\mathcal{F}^{\operatorname{Reg}}\left[\varpi_{6}\right]=\mathcal{F}_{0,1}\left[\varpi_{6}\right]+\frac{1}{8} \mathcal{G}_{0}(z)=\mathcal{G}_{1}(z)-\frac{1}{2} \mathcal{G}_{0}(z) . \tag{3.64}
\end{equation*}
$$

Then we should have performed the convolution on the Fourier-Mellin integral $\mathcal{F}_{0,1}\left[\varpi_{6}\right]$ only, to get

$$
\begin{equation*}
\mathcal{F}_{0,1}\left[\varpi_{6} E\right]=\mathcal{F}_{0,1}\left[\varpi_{6}\right] * \mathcal{E}(z)=\left(\mathcal{F}\left[\varpi_{6}\right]-\frac{1}{8} \mathcal{G}_{0}(z)\right) * \mathcal{E}(z) . \tag{3.65}
\end{equation*}
$$

The reason why we got the correct result anyway is that

$$
\begin{equation*}
\mathcal{G}_{0}(z) * \mathcal{E}(z)=0, \tag{3.66}
\end{equation*}
$$

and that

$$
\begin{equation*}
\mathcal{F}\left[\varpi_{6} E\right]=\mathcal{F}_{1,0}\left[\varpi_{6} E\right]=\mathcal{F}_{0,1}\left[\varpi_{6} E\right] . \tag{3.67}
\end{equation*}
$$

This will not always be the case, as will be discussed in detail in section 3.4.2 This procedure is not limited to the six-point case and allows us to compute (MHV) amplitudes of virtually any loop order provided we have a starting point for our recursion. At LLA, starting from

$$
\begin{equation*}
\tilde{g}_{+\cdots+}^{(1 ; 0, \ldots, 0)}=\frac{1}{4} \delta_{N}^{(1)}, \tag{3.68}
\end{equation*}
$$

we can compute all MHV perturbative coefficients at any loop order by convolution with $\mathcal{E}_{i} \equiv \mathcal{E}\left(z_{i}\right)$. At NLLA the starting points will typically be the corrected perturbative coefficients

$$
\begin{equation*}
\tilde{g}_{\varpi ;+\cdots+}^{(2 ; 0, \ldots, 0)}, \quad \tilde{h}_{\varpi ;+\cdots+}^{(2 ; 0, \ldots, 0)} \text { and } \tilde{g}_{+\cdots+}^{j ;\left(3 ; 0, \ldots, i_{j}=1, \ldots, 0\right)} \tag{3.69}
\end{equation*}
$$

so that we will only ever have to perform convolutions with $\mathcal{E}\left(z_{i}\right)$. Let us stress that this formalism is not limited to performing convolutions with the building blocks $\mathcal{E}_{i}$. In fact, it is possible to insert any of the BFKL building blocks into the vacuum ladder. The reason why we choose the start off our recursion such that we only need to insert leading-order BFKL eigenvalues is that the starting points 3.69 are very easy to obtain.

Let us now extend this procedure to the computation of amplitudes in any helicity configuration. From

$$
\begin{align*}
\mathcal{F}\left[\chi^{+}(\nu, n) F(\nu, n)\right] & \longrightarrow \mathcal{F}\left[\chi^{-}(\nu, n) F(\nu, n)\right]  \tag{3.70}\\
& =\mathcal{F}\left[\frac{\chi^{-}(\nu, n)}{\chi^{+}(\nu, n)}\right] * \mathcal{F}\left[\chi^{+}(\nu, n) F(\nu, n)\right]  \tag{3.71}\\
& =\mathcal{H}(z) * \mathcal{F}\left[\chi^{+}(\nu, n) F(\nu, n)\right]
\end{align*}
$$

it is easy to see that we can flip the helicity of an impact factor $\chi$ by convolution with the helicity fip kernel

$$
\begin{align*}
\mathcal{H}(z)= & \mathcal{F}\left[\frac{\chi_{i}^{-}}{\chi_{i}^{+}}\right]=\mathcal{H}^{(0)}\left(z_{i}\right)+a \mathcal{H}^{(1)}\left(z_{i}\right)+\mathcal{O}\left(a^{2}\right)  \tag{3.72}\\
= & -\frac{z_{i}}{\left(1-z_{i}\right)^{2}}+\frac{a}{4}\left[\mathcal{G}_{1}\left(z_{i}\right)+\frac{z_{i}}{\left(1-z_{i}\right)} \mathcal{G}_{0}\left(z_{i}\right)+\frac{z_{i}}{\left(1-z_{i}\right)^{2}} \mathcal{G}_{0,0}\left(z_{i}\right)\right] \\
& +\mathcal{O}\left(a^{2}\right) .
\end{align*}
$$

The same kernel can also be used to flip the helicity of one of the central emission blocks, as can be inferred from the seven-point amplitude. Since MHV and $\overline{M H V}$ amplitudes are identical, we can relate a helicity flip on the central emission block to flipping the helicities of both impact factors:

$$
\begin{align*}
g_{+++}^{\left(\ell ; i_{1}, i_{2}\right)} \longrightarrow g_{+-+}^{\left(\ell ; i_{1}, i_{2}\right)} & =\mathcal{H}\left(\bar{z}_{1}\right) * \mathcal{H}\left(z_{2}\right) * g_{---}^{\left(\ell ; i_{1}, i_{2}\right)}  \tag{3.73}\\
& =\mathcal{H}\left(\bar{z}_{1}\right) * \mathcal{H}\left(z_{2}\right) * g_{+++}^{\left(\ell ; i_{1}, i_{2}\right)}
\end{align*}
$$

Let us comment on the leading-order helicity flip kernel $\mathcal{H}^{(0)}$. Let $f(z)$ be a pure function in $z$ and let us convolute it with the leading order helicity flip kernel,

$$
\begin{equation*}
\mathcal{H}^{(0)}(z) * f(z)=-\int \frac{d^{2} w}{\pi} \frac{z}{\bar{w}(w-z)^{2}} f(w) \tag{3.74}
\end{equation*}
$$

Computing the anti-holomorphic primitive, we find

$$
\begin{equation*}
\frac{z}{(w-z)^{2}} F(w) \equiv \int \frac{d \bar{w}}{\bar{w}} \frac{z}{(w-z)^{2}} f(w) \tag{3.75}
\end{equation*}
$$

Since the l.h.s. has a double pole in $w=z$, and assuming $f(w)$ is a linear combination of polylogarithms, there is no pole at infinity, and we have

$$
\begin{equation*}
\mathcal{H}^{(0)}(z) * f(z)=\operatorname{Res}_{w=z} \frac{z F(w)}{(w-z)^{2}}=z \partial_{z} F(z) \tag{3.76}
\end{equation*}
$$

We can therefore compute the leading-order helicity flip of any pure function by computing its single-valued anti-holomorphic primitive and taking a derivative.

We have seen how to efficiently compute higher loop scattering amplitudes in MRK given a certain lower-loop amplitude as a starting-point. It is, however, not clear yet how to find convenient starting points for Fourier-Mellin convolutions. In the next chapter we will introduce a property of perturbative coefficients called the factorization theorem, that will help us find some of these starting points and will reduce the number of necessary computations even further.

### 3.4.1 The Factorization Theorem for MRK Amplitudes

In this section we will show that two perturbative coefficients for different numbers of legs with the same pattern of insertions are closely related. More precisely, we will generalize the factorization of scattering amplitudes that was previously observed for the two-loop six-point case at LLA 8587 ,

$$
\begin{equation*}
\tilde{\mathcal{R}}_{N, \mathrm{MHV}}^{(2)}=2 \pi i a^{2} \sum_{k=1}^{N-5} \log \tau_{k} \tilde{g}_{++}^{(2 ; 1)}\left(\rho_{k}\right), \tag{3.77}
\end{equation*}
$$

where we have expressed the result in terms of simplicial MRK coordinates. This implies

$$
\begin{align*}
\tilde{g}_{+\cdots+}^{(2 ; 0, \ldots, 1, \ldots, 0)}\left(\rho_{1}, \ldots, \rho_{N-5}\right) & =\tilde{g}_{++}^{(2 ; 1)}\left(\rho_{k}\right) \\
& =\log \left|1-\rho_{k}\right|^{2} \log \left|1-\frac{1}{\rho_{k}}\right|^{2} \tag{3.78}
\end{align*}
$$

and it appears that we can drop all zero-indices $i_{j}=0$ and the functional dependence on the corresponding simplicial MRK coordinate $\rho_{j}$. Let us now make this statement more precise. As a first step, we will limit ourselves to the leading-logarithmic case and introduce a graphical representation of the perturbative coefficients. As we have seen in fig. 3.2, we can naturally identify the faces of the diagram with the transverse dual coordinates $\mathbf{x}_{j}$ and we can similarly label the same faces with the number $i_{j}$ of insertions of BFKL eigen-
values $E_{i_{j}}$. Then, using simplicial MRK coordinates, and labelling outgoing lines with the helicity of the corresponding particle, we have
and the vacuum ladder corresponds to the diagram with all $i_{j}=0$. Then the factorization theorem can be stated in the simple form

i.e. we delete those faces of the diagram that have no insertions and that are bounded by two external lines with the same helicities. Note that this only holds when at least one of the $i_{k}$ is non-zero. In particular, this implies that we we can delete all faces without the insertion of a BFKL eigenvalue in the MHV case,

$$
\begin{align*}
& \tilde{g}_{+\ldots+}^{\left(\ell ; 0, \ldots, 0, i_{a_{1}}, 0, \ldots, 0, i_{a_{2}}, 0, \ldots, 0, i_{a_{k}}, 0, \ldots, 0\right)}\left(\rho_{1}, \ldots, \rho_{N-5}\right) \\
& \quad=\tilde{g}_{+\ldots+}^{\left(\ell ; i_{a_{1}}, i_{a_{2}}, \ldots, i_{a_{k}}\right)}\left(\rho_{i_{a_{1}}}, \rho_{i_{a_{2}}}, \ldots, \rho_{i_{a_{k}}}\right) \tag{3.81}
\end{align*}
$$

Beyond LLA we can have additional insertions into the vacuum ladder and will need to represent them graphically. At NLLA, we represent the correction to the BFKL eigenvalue with a double line at the base of the corresponding face and the correction to an impact factor or central emission block with a circle
around the corresponding vertex,


Then the factorization theorem is still essentially given by (3.80). In other words, we delete those faces of the diagram that have no insertions and that are bounded by two external lines with the same helicities that don't originate from a corrected vertex. Note that there is no conceptual difference in this regard between the imaginary-and the real part and we limit ourselves to defining the factorization for the imaginary parts. Replacing $\tilde{g}$ by $\tilde{h}$ in the definitions 3.82 and 3.83 , all graphical equations will still be valid. A proof of the factorization theorem is given in appendix $G$.

Let us discuss the implications of the factorization theorem on the structure of scattering amplitudes in the multi-Regge limit of $\mathcal{N}=4$ SYM. At LLA, and at $\ell$ loops, the sum of indices $i_{k}$ is equal to $\ell-1$ and hence we can have at most $\ell-1$ non-zero indices. We can therefore only have a finite number of different perturbative coefficients at every loop order, generalizing the factorisation observed for the two-loop MHV amplitude in MRK to LLA 85 87. Indeed, at two loops we find the factorization (3.77). At three loops the amplitude no longer factorizes completely into six-point terms and we find

$$
\begin{align*}
\tilde{\mathcal{R}}_{+\ldots+}^{(3)}= & i \pi \tag{3.85}
\end{align*} \sum_{i=1}^{N-5} \log ^{2} \tau_{i} \tilde{g}_{++}^{(3 ; 2)}\left(\rho_{i}\right) .
$$

At four loops, we will need to compute the eight-point perturbative coefficient $\tilde{g}_{+++}^{(4 ; 1,1,1)}$ along with four-loop six- and seven-point perturbative coefficients.

Generally, all $\ell$-loop MHV amplitudes at LLA are determined by the perturbative coefficients up to $\ell$-loops with up to $(\ell+4)$ external legs.

A similar statement can be made for amplitudes beyond LLA, but the number of perturbative coefficients that are needed to write the $\ell$-loop amplitude for any number of particles grows quickly with the logarithmic order. At three loops, for example we find the factorization

$$
\begin{align*}
& \frac{\tilde{\mathcal{R}}_{+\ldots++}^{(3)}}{2 \pi i}=\log \tau_{1} \tilde{g}_{1 ;++}^{(3 ; 1)}\left(\rho_{1}\right)+\log \tau_{N-5} \tilde{g}_{2 ;++}^{(3 ; 1)}\left(\rho_{N-5}\right)+\sum_{j=1}^{N-5} \log \tau_{j} \tilde{g}_{++}^{j ;(3 ; 1)}\left(\rho_{j}\right) \\
& +\sum_{j=2}^{N-5}\left[\log \tau_{j-1} \tilde{g}_{2 ;+++}^{(3 ; 1,0)}\left(\rho_{j-1}, \rho_{j}\right)+\log \tau_{j} \tilde{g}_{2 ;+++}^{(3 ; 0,1)}\left(\rho_{j-1}, \rho_{j}\right)\right] \\
& +\sum_{j=2}^{N-5}\left[\log \tau_{j-1} \tilde{g}_{3 ;+++}^{(3 ; 1,0)}\left(\rho_{j-1}, \rho_{N-5}\right)+\log \tau_{j} \tilde{g}_{1 ;+++}^{(3 ; 0,1)}\left(\rho_{1}, \rho_{j}\right)\right]  \tag{3.86}\\
& +\sum_{1 \leq i<j-1 \leq N-5} \log \tau_{i} \tilde{g}_{3 ;++++}^{(3 ; 1,0,0)}\left(\rho_{i}, \rho_{j-1}, \rho_{j}\right) \\
& +\sum_{1 \leq j<i \leq N-5} \log \tau_{i} \tilde{g}_{1 ;++++}^{(3 ; 0,0,1)}\left(\rho_{j-1}, \rho_{j}, \rho_{i}\right)+2 \pi i(\tilde{g} \rightarrow \tilde{h})
\end{align*}
$$

In particular, we have to sum over all distributions of non-zero indices $i_{j}$ relative to the corrected building blocks.

Beyond MHV we can no longer express all $\ell$-loop amplitudes in terms of a finite number of perturbative coefficients, since the perturbative coefficients $\tilde{g}_{-+\ldots+\ldots}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}$ don't have any neighbouring particles with equal helicities and will therefore not simplify to lower-point objects. It is nevertheless possible to obtain results for any number of external legs. In particular, for fixed $k$ we can express all $\mathrm{N}^{k} \mathrm{MHV}$ amplitudes in terms of a finite number of building blocks. At LLA we have, for example

$$
\begin{equation*}
\tilde{\mathcal{R}}_{-+\ldots+}^{(2)}=2 \pi i\left[\log \tau_{i} \tilde{g}_{-+}^{(2 ; 1)}\left(\rho_{1}\right)+\sum_{i=2}^{N-5} \log \tau_{i} \tilde{g}_{-++}^{(2 ; 0,1)}\left(\rho_{1}, \rho_{i}\right)\right] . \tag{3.87}
\end{equation*}
$$

### 3.4.2 Computing Scattering Amplitudes in MRK

Let us finish this section by outlining the strategy for computing scattering amplitudes at LLA and NLLA in the multi-Regge limit of planar $\mathcal{N}=4 \mathrm{SYM}$ using convolutions. Fourier-Mellin convolutions allow us to exploit the singlevaluednes of the perturbative coefficients to efficiently compute scattering amplitudes in MRK given a starting point for this recursion. A set of starting
points that is easily available are the perturbative coefficients

$$
\begin{equation*}
\tilde{g}_{+\ldots+}^{(1 ; 0, \ldots, 0)}, \quad \tilde{g}_{+\ldots+}^{(2 ; 0, \ldots, 0)}, \quad \tilde{h}_{+\ldots+}^{(2 ; 0, \ldots, 0)} \text { and } \tilde{g}_{++}^{1 ;(3 ; 1)} \tag{3.88}
\end{equation*}
$$

Starting from these building blocks, all other perturbative coefficients can be computed using only convolutions with the building blocks $\mathcal{E}\left(z_{i}\right)$ and $\mathcal{H}\left(z_{i}\right)$ and using the factorization theorem. In addition, these building blocks can be easily obtained. The Fourier-Mellin transform of the vacuum ladder corresponds up to a factor to the BDS phase $\delta_{N}$,

$$
\begin{equation*}
\tilde{g}_{+\cdots+}^{(1 ; 0, \ldots, 0)}=\frac{1}{4} \delta_{N}^{(1)}=\frac{1}{4} \mathcal{G}_{0}\left(\rho_{1}\right)-\frac{1}{4} \mathcal{G}_{1}\left(\rho_{1}\right)-\frac{1}{4} \mathcal{G}_{1}\left(\rho_{N-5}\right) . \tag{3.89}
\end{equation*}
$$

The corrections to the vacuum ladder at NLLA can be determined from the two-loop MHV ratio $\mathcal{R}_{N}^{(2)}$ known for any number of particles at LLA 86 and NLLA 3. 87], and we have

$$
\begin{align*}
& \tilde{g}_{+\ldots+}^{(2 ; 0, \ldots, 0)}=\frac{\mathcal{R}_{N}^{(2)}-i \delta_{N}^{(2)}}{2 \pi i}=\tilde{g}_{\varpi ;+\ldots+}^{(2 ; 0, \ldots, 0)}  \tag{3.90}\\
& \tilde{h}_{+\ldots+}^{(2 ; 0, \ldots, 0)}=\frac{\left(i \delta_{N}^{(1)}\right)^{2}}{2(2 \pi i)^{2}}=\sum_{j=1}^{N-5} \tilde{h}_{+\ldots+}^{j ;(2 ; 0, \ldots, 0)}+\tilde{h}_{\varpi ;+\ldots+}^{(2 ; 0, \ldots, 0)} \tag{3.91}
\end{align*}
$$

The remaining starting point, $\tilde{g}_{++}^{1 ;(3 ; 1)}$, corresponds to a six-point Fourier-Mellin integral that can easily be computed using available algorithms 31, 92, 95. In addition, many perturbative coefficients up to four loops have already been computed [1,3, 4, and can be used as starting points as well.

Finally, let us comment on the regularization of Fourier-Mellin integrals with no insertions of BFKL eigenvalues and their effect on Fourier-Mellin convolutions. As we have already mentioned before, we still get the correct result when ignoring the regularization procedure at LLA when inserting a leading-order BFKL eigenvalue into the vacuum ladder. This statement does not generally extend to perturbative coefficients at higher logarithmic orders. The correct prescription is always to perform convolutions only on the well-defined FourierMellin integrals appearing in the regularization procedure. At NLLA, the only integrals that need regularization are the two-loop perturbative coefficients and so we find, for convolutions with $\mathcal{E}\left(z_{i}\right)$,

$$
\begin{align*}
& \tilde{g}_{\varpi ;+\cdots+}^{\left(3 ; \delta_{k, 1}, \ldots, \delta_{k, 3}\right)}=\mathcal{E}\left(z_{k}\right) *\left(\tilde{g}_{\varpi ;+\cdots+}^{(2 ; 0, \ldots, 0)}-P_{+\cdots+}^{(2 ; 0, \ldots, 0)}\right)+P_{+\cdots+}^{\left(3 ; \delta_{k, 1}, \ldots, \delta_{k, 3}\right)} \\
& \tilde{h}_{\varpi ;+\cdots+}^{\left(3 ; \delta_{k, 1}, \ldots, \delta_{k, 3}\right)}=\mathcal{E}\left(z_{k}\right) *\left(\tilde{h}_{\varpi ;+\cdots+}^{(2 ; 0, \ldots, 0)}-Q_{+\cdots+}^{(2 ; 0, \ldots, 0)}\right)+Q_{+\cdots+}^{\left(3 ; \delta_{k, 1}, \ldots, \delta_{k, 3}\right)} \tag{3.92}
\end{align*}
$$

where $P$ and $Q$ are the corresponding coefficients from the perturbative expansion of the lower-point ratios introduced during the regularization procedure 3.35).

As we can infer from the algorithm outlined in appendix F , the Fourier-Mellin integrals with the two contour prescriptions are related by terms including lower-point ratios $\tilde{\mathcal{R}}$ and powers of $\left|z_{i}\right|$ only. Expanding these terms, it is easy to see that $P$ and $Q$ consist only of lower-point perturbative coefficients and powers of logarithms $\mathcal{G}_{0}\left(z_{i}\right)$. Recursively it can be shown that the only obstructions to Fourier-Mellin convolutions due to the regularization procedure can be reduced to the appearences of these logarithms and it can be shown 3 , 4.6 that we have, at NLLA,

$$
\begin{align*}
& P_{+\ldots+}^{\left(3 ; \delta_{k, 1}, \ldots, \delta_{k, 3}\right)}=\mathcal{E}\left(z_{k}\right) * P_{+\ldots+}^{(2 ; 0, \ldots, 0)}  \tag{3.93}\\
& Q_{+\cdots+}^{\left(3 ; \delta_{k, 1}, \ldots, \delta_{k, 3}\right)}=\mathcal{E}\left(z_{k}\right) *\left(Q_{+\cdots+}^{(2 ; 0, \ldots, 0)}-\frac{1}{32} \mathcal{G}_{0}\left(z_{k}\right)^{2}\right), \tag{3.94}
\end{align*}
$$

This implies that at NLLA we can perform convolutions directly on all perturbative coefficients with exception for the two-loop real part.

We have applied the convolution framework described above to compute perturbative coefficients $\tilde{g}$ and $\tilde{h}$ both at leading-logarithmic accuracy and at next-to-leading-logarithmic accuracy. In particular, we have computed all LLA perturbative coefficients required to describe all MHV amplitudes up to five loops for any number of external particles [1]. Beyond MHV we have computed all perturbative coefficients through four loops and up to eight external particles in all helicity configurations [1]. At NLLA we have computed all MHV perturbative coefficients required to write down all three-loop amplitudes for any number of external particles [3, 4. Beyond MHV we have computed all amplitudes up to eight points and three loops in all helicity configurations [3, 4.

### 3.5 The Structure of Scattering Amplitudes

Let us finish this chapter by commenting on the structure of scattering amplitudes in the multi-Regge limit of $\mathcal{N}=4$ SYM. For a formal analysis including proofs we refer the reader to our papers [1, 3, 4, 6]. It is believed that MHV and NMHV amplitudes in planar $\mathcal{N}=4 \mathrm{SYM}$ can be written in terms of multiple polylogarithms 98 and that amplitudes beyond NMHV exhibit more general classes of special functions 99,100 . Despite the lack of constraints on the possible function space of scattering amplitudes in general kinematics it was shown that the six-point amplitude expanded to LLA in the multi-Regge limit can be written in terms of polylogarithms to all orders in perturbation theory 81, 84. This can prove to be valuable information on the structure of scattering amplitudes in general kinematics and it would be nice to have a similar statement for amplitudes with more external legs.

It can be shown $[1,3,4,6$ that this is a universal property of scattering amplitudes in the multi-Regge limit of $\mathcal{N}=4$ SYM that holds to all logarithmic accuracies and for any number of external legs. In particular, it is possible to show that scattering amplitudes in MRK can be written in terms of linear combinations of MPLs of uniform, maximally transcendental weight. The proof is performed using Fourier-Mellin convolutions to show that the insertion of elementary building blocks into the integrand raise the weight of an expression by a fixed amount.

## 4

## Transcendentality Properties of the BFKL Ladder

In the previous chapter we have studied the multi-Regge limit of scattering amplitudes in planar $\mathcal{N}=4 \mathrm{SYM}$. In particular, we have developed a computational framework that is especially well-suited for the computation of scattering amplitudes in this limit. In this section we will apply the convolution-formalism to the multi-Regge limit of scattering amplitudes in more general Yang-Mills theories and in particular in QCD.

As we have seen in the previous chapter, the multi-Regge limit naturally gives rise to large logarithms encoding the longitudinal part of the kinematical dependence and the scattering amplitude can be described by the $t$-channel exchange of an effective particle. Similarly, QCD scattering processes in the forward scattering limit $s \gg|t|$ are dominated by gluon exchanges in the $t$-channel. The BFKL resummation of logarithms $\log (s /|t|)$ in this limit can be acheived at LLA 6365,101 and at NLLA 66, 68.

The NLO corrections to the singlet eigenvalue of the BFKL equation had been previously approximated by Fadin and Lipatov 66 by acting with the NLO BFKL kernel on the leading-order eigenfunctions. This procedure, however is not consistent and it was already predicted by Fadin and Lipatov that the difference to the correct eigenvalue is due to terms related to the running of the coupling. Later, Chirilli and Kovchegov constructed the correct NLO eigenfunctions 102,103 and found that the mismatch was indeed proportional to the beta function. In this chapter, we will show that these corrections to the
eigenfunctions can be eliminated by choosing the scale of the coupling to be the geometric mean of the transverse momenta at both ends of the BFKL ladder.

In ref. 104], it was shown that the BFKL ladder at LLA can be expressed in terms of SVMPLs (c.f. 2.2 .2 ) on the moduli space $\mathfrak{M}_{0,4}$ of Riemann spheres with four marked points. We will extend this result and show that the analytic structure of the BFKL ladder at NLLA is described by the slightly larger class of gSVMPLs (c.f. 2.2.2). We will then use this property to develop techniques for the computation of the BFKL ladder in momentum space to any loop-order at LLA and NLLA and provide explicit results through five loops.

Finally, we will present necessary conditions for the BFKL ladder of a generic $S U(N)$ gauge theory with arbitrary matter content to have maximal transcendental weight. Solving these constraints, we find that the only theories satisfying them have a vanishing beta function and a matter content that can be arranged into supersymmetric multiplets. We also find that there is no theory capturing exactly the maximal transcendental part of QCD.

### 4.1 The BFKL Equation

Let us start by introducing the BFKL ladder and its connection to the BFKL equation. The BFKL ladder $f$ is part of the total cross-section $\sigma$ for parton scattering in the high-energy limit,

$$
\begin{equation*}
\sigma(s) \simeq \int \frac{\mathrm{d}^{2} q_{1} \mathrm{~d}^{2} q_{2}}{(2 \pi)^{2} q_{1}^{2} q_{2}^{2}} \Phi_{A}\left(q_{1}\right) \Phi_{B}\left(q_{2}\right) f\left(q_{1}, q_{2}, \log \left(s / s_{0}\right)\right), \tag{4.1}
\end{equation*}
$$

where $\Phi_{A / B}$ denote the impact factors, $s$ is the center-of-mass energy and where we defined $s_{0}$ as the geometric mean of the transverse momenta $q_{1}$ and $q_{2}$,

$$
\begin{equation*}
s_{0} \equiv \sqrt{q_{1}^{2} q_{2}^{2}} \tag{4.2}
\end{equation*}
$$

The BFKL ladder can be written as

$$
\begin{equation*}
f\left(q_{1}, q_{2}, y\right)=\int_{C} \frac{d \omega}{2 \pi i} e^{y \omega} f_{\omega}\left(q_{1}, q_{2}\right) . \tag{4.3}
\end{equation*}
$$

where the contour $C$ is a straight vertical line such that all poles in $\omega$ are to the right of $C$. The function $f_{\omega}$ is a solution to the BFKL equation

$$
\begin{equation*}
\omega f_{\omega}\left(q_{1}, q_{2}\right)=\frac{1}{2} \delta^{(2)}\left(q_{1}-q_{2}\right)+\left(\mathcal{K} \star f_{\omega}\right)\left(q_{1}, q_{2}\right) \tag{4.4}
\end{equation*}
$$

and the integral operator $\mathcal{K}$ acts as a convolution,

$$
\begin{equation*}
\left(\mathcal{K} \star f_{\omega}\right)\left(q_{1}, q_{2}\right) \equiv \int d^{2} k K\left(q_{1}, k\right) f_{\omega}\left(k, q_{2}\right) \tag{4.5}
\end{equation*}
$$

where $K\left(q_{1}, q_{2}\right)=K\left(q_{2}, q_{1}\right)$ is the BFKL kernel. Due to the symmetry of the BFKL kernel, $\mathcal{K}$ is hermitian and has real eigenvalues.

Solutions to the BFKL equation can be expressed in terms of a complete orthonormal set of eigenfunctions $\Phi_{\nu, n}$ of the BFKL integral operator,

$$
\begin{equation*}
\left(\mathcal{K} \star \Phi_{\nu n}\right)(q)=\omega_{\nu n} \Phi_{\nu n}(q) . \tag{4.6}
\end{equation*}
$$

They are distinguished by a real number $\nu$ and an integer $n$ and they are orthonormal and complete in the sense that

$$
\begin{align*}
2 \int d^{2} q \Phi_{\nu n}(q) \Phi_{\nu^{\prime} n^{\prime}}^{*}(q) & =\int_{0}^{\infty} d q^{2} \int_{0}^{2 \pi} d \theta \Phi_{\nu n}(q) \Phi_{\nu^{\prime} n^{\prime}}^{*}(q)  \tag{4.7}\\
& =\delta\left(\nu-\nu^{\prime}\right) \delta_{n n^{\prime}},
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \nu \Phi_{\nu n}(q) \Phi_{\nu n}^{*}\left(q^{\prime}\right)=\frac{1}{2} \delta^{(2)}\left(q-q^{\prime}\right)=\delta\left(q^{2}-q^{\prime 2}\right) \delta\left(\theta-\theta^{\prime}\right) \tag{4.8}
\end{equation*}
$$

In conformally invariant theories, these eigenfunctions are completely fixed by symmetry constraints 105,

$$
\begin{equation*}
\varphi_{\nu n}(q) \equiv \Phi_{\nu n}^{C F T}(q)=\frac{1}{2 \pi}\left(q^{2}\right)^{-1 / 2+i \nu} e^{i n \theta} \tag{4.9}
\end{equation*}
$$

It is easy to check explicitly that the $\varphi_{\nu n}$ are complete and orthonormal.
Then the function

$$
\begin{equation*}
f_{\omega}\left(q_{1}, q_{2}\right)=\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \nu \frac{1}{\omega-\omega_{\nu n}} \Phi_{\nu n}\left(q_{1}\right) \Phi_{\nu n}^{*}\left(q_{2}\right) \tag{4.10}
\end{equation*}
$$

is a solution to eq. (4.4), as can be easily verified using the completeness relation,

$$
\begin{align*}
\left(\mathcal{K} \star f_{\omega}\right)\left(q_{1}, q_{2}\right) & =\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \nu \frac{1}{\omega-\omega_{\nu n}}\left(\mathcal{K} \star \Phi_{\nu n}\right)\left(q_{1}\right) \Phi_{\nu n}^{*}\left(q_{2}\right) \\
& =\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \nu \frac{\omega_{\nu n}}{\omega-\omega_{\nu n}} \Phi_{\nu n}\left(q_{1}\right) \Phi_{\nu n}^{*}\left(q_{2}\right)  \tag{4.11}\\
& =-\frac{1}{2} \delta^{(2)}\left(q_{1}-q_{2}\right)+\omega f_{\omega}\left(q_{1}, q_{2}\right)
\end{align*}
$$

Inserting $f_{\omega}$ into eq. 4.3, we arrive at

$$
\begin{equation*}
f\left(q_{1}, q_{2}, y\right)=\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \nu \Phi_{\nu n}\left(q_{1}\right) \Phi_{\nu n}^{*}\left(q_{2}\right) e^{y \omega_{\nu n}} \tag{4.12}
\end{equation*}
$$

In the following, we will focus on the perturbative expansion of the BFKL ladder in the renormalized strong coupling constant $\bar{\alpha}_{\mu}=N_{C} \alpha_{S}\left(\mu^{2}\right) / \pi$ evaluated at a scale $\mu^{2}$. The BFKL kernel, eigenvalue and eigenfunctions can each be expanded in $\bar{\alpha}_{\mu}$,

$$
\begin{array}{r}
K\left(q_{1}, q_{2}\right)=\bar{\alpha}_{\mu} \sum_{l=0}^{\infty} \bar{\alpha}_{\mu}^{l} K^{(l)}\left(q_{1}, q_{2}\right) \\
\omega_{\nu n}=\bar{\alpha}_{\mu} \sum_{l=0}^{\infty} \bar{\alpha}_{\mu}^{l} \omega_{\nu n}^{(l)}  \tag{4.13}\\
\Phi_{\nu n}(q)=\sum_{l=0}^{\infty} \bar{\alpha}_{\mu}^{l} \Phi_{\nu n}^{(l)}(q) .
\end{array}
$$

The leading-order BFKL kernel $K^{(0)} 6365,101$ gives the resummation at LLA, i.e. it captures all terms of $\mathcal{O}\left(\left(\bar{\alpha}_{\mu} y\right)^{n}\right)$, the NLO kernel $K^{(1)} 6668$ resums the terms at NLLA, i.e. of $\mathcal{O}\left(\bar{\alpha}_{\mu}\left(\bar{\alpha}_{\mu} y\right)^{n}\right)$, and so forth. The perturbative coefficients $\mathcal{K}^{(k)}$ of the BFKL integral operator are defined as the natural extension of the expansion of the BFKL kernel $K$. Note that the eigenfunctions are completely determined by conformal symmetry, and hence we expect their quantum corrections to be proportional to the beta function in order for them to vanish in conformal theories. Truncating the eigenvalues and eigenfunctions,

$$
\begin{equation*}
\omega_{\nu n}^{\nu^{k} L O}=\bar{\alpha}_{\mu} \sum_{l=0}^{k} \bar{\alpha}_{\mu}^{l} \omega_{\nu n}^{(l)} \text { and } \Phi_{\nu n}^{\nu^{k} L O}(q)=\sum_{l=0}^{k} \bar{\alpha}_{\mu}^{l} \Phi_{\nu n}^{(l)}(q), \tag{4.14}
\end{equation*}
$$

we get eigenvalues and eigenfunctions of the truncated BFKL integral operator,

$$
\begin{equation*}
\left(\mathcal{K}^{N^{k} L O} \star \Phi_{\nu n}^{N^{k} L O}\right)(q)=\omega_{\nu n}^{N^{k} L O} \Phi_{\nu n}^{N^{k} L O}(q)+\mathcal{O}\left(\bar{\alpha}_{\mu}^{k+1}\right) \tag{4.15}
\end{equation*}
$$

In the remainder of this chapter we will discuss the BFKL ladder at LLA, $f^{L L}\left(q_{1}, q_{2}, \eta_{\mu}\right)$, and at NLLA, $f^{N L L}\left(q_{1}, q_{2}, \eta_{\mu}\right)$, corresponding to the first two terms in the expansion of the BFKL ladder,

$$
\begin{equation*}
f\left(q_{1}, q_{2}, y\right)=f^{L L}\left(q_{1}, q_{2}, \eta_{\mu}\right)+\bar{\alpha}_{\mu} f^{N L L}\left(q_{1}, q_{2}, \eta_{\mu}\right)+\ldots, \quad \eta_{\mu}=\bar{\alpha}_{\mu} y \tag{4.16}
\end{equation*}
$$

### 4.2 The BFKL ladder at leading logarithmic accuracy

Let us start by reviewing the BFKL ladder at LLA. Independently of the theory, the leading order BFKL kernel is conformally invariant and hence the leadingorder eigenfunctions are given by eq. (4.9). The LO eigenvalue was computed in refs. 64,65 and is given by

$$
\begin{equation*}
\chi_{\nu n} \equiv \omega_{\nu n}^{(0)}=-2 \gamma_{E}-\psi\left(\frac{|n|+1}{2}+i \nu\right)-\psi\left(\frac{|n|+1}{2}-i \nu\right), \tag{4.17}
\end{equation*}
$$

where $\gamma_{E}=-\Gamma^{\prime}(1)$ is the Euler-Mascheroni constant and $\psi(z)=\frac{d}{d z} \log \Gamma(z)$ is the digamma function, and we have

$$
\begin{equation*}
\left(\mathcal{K}^{L O} \star \varphi_{\nu n}\right)(q)=\chi_{\nu n} \varphi_{\nu n}(q) . \tag{4.18}
\end{equation*}
$$

Then, upon inserting the leading order eigenvalue and eigenfunctions into eq. (4.12), we find the BFKL ladder at LLA,

$$
\begin{equation*}
f^{L L}\left(q_{1}, q_{2}, \eta_{\mu}\right)=\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \nu e^{\eta_{\mu} \chi_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right) \tag{4.19}
\end{equation*}
$$

and we define the perturbative coefficients $f_{k}^{L L}$ through the expansion

$$
\begin{equation*}
f^{L L}\left(q_{1}, q_{2}, \eta_{\mu}\right)=\frac{1}{2} \delta^{(2)}\left(q_{1}-q_{2}\right)+\frac{1}{2 \pi \sqrt{q_{1}^{2} q_{2}^{2}}} \sum_{k=1}^{\infty} \frac{\eta_{\mu}^{k}}{k!} f_{k}^{L L}(z) . \tag{4.20}
\end{equation*}
$$

The coefficients of powers of $\eta_{\mu}$ depend only on the variable

$$
\begin{equation*}
z \equiv \frac{\tilde{q}_{1}}{\tilde{q}_{2}}, \quad \text { with } \tilde{q}_{k} \equiv q_{k}^{x}+i q_{k}^{y} \tag{4.21}
\end{equation*}
$$

and can be written as a Fourier-Mellin transform

$$
\begin{equation*}
f_{k}^{L L}(z)=\mathcal{F}\left[\chi_{\nu n}^{k}\right] \equiv \sum_{n=-\infty}^{+\infty}\left(\frac{z}{\bar{z}}\right)^{n / 2} \int_{-\infty}^{+\infty} \frac{d \nu}{2 \pi}|z|^{2 i \nu} \chi_{\nu n}^{k} \tag{4.22}
\end{equation*}
$$

The inverse of the Fourier-Mellin transform is given by

$$
\begin{equation*}
\mathcal{F}^{-1}[f(z)]=\int \frac{d^{2} z}{\pi} z^{-1-i \nu-n / 2} \bar{z}^{-1-i \nu+n / 2} f(z) \tag{4.23}
\end{equation*}
$$

In ref. [33] it was shown that the natural function space associated to FourierMellin transforms of this type is the space of single-valued harmonic polylogarithms (SVHPLs) $\mathcal{G}\left(a_{1}, \ldots, a_{n} ; z\right), a_{i} \in\{-1,0,1\}$, which form a subspace of the SVMPLs introduced in sec. 2.2.2.

A conjectural generating functional of the BFKL ladder at LLA was given in ref. 104 according to which all coefficients $f_{k}^{L L}(z)$ are given by a linear combination of SVHPLs with singularities at 0 and 1, including single-valued zeta values. Writing

$$
\begin{equation*}
f_{k}^{L L}(z)=\frac{|z|}{2 \pi|1-z|^{2}} F_{k}(z) \tag{4.24}
\end{equation*}
$$

the first few coefficients are given by (104,

$$
\begin{align*}
F_{1}(z) & =1 \\
F_{2}(z) & =2 \mathcal{G}_{1}(z)-\mathcal{G}_{0}(z), \\
F_{3}(z) & =6 \mathcal{G}_{1,1}(z)-3 \mathcal{G}_{0,1}(z)-3 \mathcal{G}_{1,0}(z)+\mathcal{G}_{0,0,0}(z),  \tag{4.25}\\
F_{4}(z) & =24 \mathcal{G}_{1,1,1}(z)+4 \mathcal{G}_{0,0,1}(z)+6 \mathcal{G}_{0,1,0}(z)-12 \mathcal{G}_{0,1,1}(z)+4 \mathcal{G}_{1,0,0}(z) \\
& -12 \mathcal{G}_{1,0,1}(z)-12 \mathcal{G}_{1,1,0}(z)-\mathcal{G}_{0,0,0}(z)+8 \zeta_{3},
\end{align*}
$$

where we used the shorthand $\mathcal{G}_{a_{1}, \ldots, a_{n}}(z) \equiv \mathcal{G}\left(a_{1}, \ldots, a_{n} ; z\right)$. Generally, following the conjecture of ref. 104, all $F_{k}$ are pure linear combinations of SVHPLs of uniform weight $(k-1)$ with singularities at most at $z=0$ or $z=1$.

Our goal is, to extend this analysis to NLLA and to analyse the analytic structure of the BFKL ladder at NLLA. We will start by deriving a consistent representation of the NLLA BFKL ladder as a Fourier-Mellin transform in the following section and by subsequently evaluating $f^{N L L}$ perturbatively using Fourier-Mellin convolutions in section 4.4

### 4.3 The BFKL ladder at next-to-leading logarithmic accuracy

### 4.3.1 Beyond the leading order: the Chirilli-Kovchegov procedure

The BFKL kernel in QCD was determined to NLO in ref. 66] and the corresponding corrections to the BFKL singlet eigenvalue, in the approximation where they are obtained by acting on the corrected BFKL kernel with the leading-order eigenfunctions, was computed in refs. 66, 106, 107. In this approximation the NLO corrections to the BFKL eigenvalues, $\delta_{\nu n}$, are defined by the equation,

$$
\begin{equation*}
\left(\mathcal{K}^{N L O} \star \varphi_{\nu n}\right)(q) \equiv \bar{\alpha}_{S}\left(q^{2}\right)\left(\chi_{\nu n}+\bar{\alpha}_{S}\left(q^{2}\right) \frac{\delta_{\nu n}}{4}\right) \varphi_{\nu n}(q)+\mathcal{O}\left(\bar{\alpha}_{S}^{3}\left(q^{2}\right)\right), \tag{4.26}
\end{equation*}
$$

and are given by

$$
\begin{align*}
\delta_{\nu n}= & 6 \zeta_{3}-\frac{1}{2} \beta_{0} \chi_{\nu n}^{2}+4 \gamma_{K}^{(2)} \chi_{\nu n}+\frac{i}{2} \beta_{0} \partial_{\nu} \chi_{\nu n}+\partial_{\nu}^{2} \chi_{\nu n} \\
- & 2 \Phi(n, \gamma)-2 \Phi(n, 1-\gamma)-\frac{\Gamma(\gamma) \Gamma(1-\gamma)}{2 i \nu}[\psi(\gamma)-\psi(1-\gamma)]  \tag{4.27}\\
\times & {\left[\delta_{n 0}\left(3+\left(1+\frac{N_{f}}{N_{c}^{3}}\right) \frac{2+3 \gamma(1-\gamma)}{(3-2 \gamma)(1+2 \gamma)}\right)\right.} \\
& \left.-\delta_{|n| 2}\left(\left(1+\frac{N_{f}}{N_{c}^{3}}\right) \frac{\gamma(1-\gamma)}{2(3-2 \gamma)(1+2 \gamma)}\right)\right]
\end{align*}
$$

where $\gamma=1 / 2+i \nu, \beta_{0}$ denotes the one-loop beta function and $\gamma_{K}^{(2)}$ the two-loop cusp anomalous dimension for QCD in the dimensional reduction (DRED ${ }^{1}$ scheme,

$$
\begin{equation*}
\beta_{0}=\frac{11}{3}-\frac{2 N_{f}}{3 N_{c}}, \quad \gamma_{K}^{(2)}=\frac{1}{4}\left(\frac{64}{9}-\frac{10 N_{f}}{9 N_{c}}\right)-\frac{\zeta_{2}}{2} . \tag{4.28}
\end{equation*}
$$

The functions $\Phi(n, \gamma)$ appearing in eq. 4.27) are defined as

$$
\begin{align*}
\Phi(n, \gamma) & =\sum_{k=0}^{\infty} \frac{(-1)^{k+1}}{k+\gamma+|n| / 2}\left(\psi^{\prime}(k+|n|+1)-\psi^{\prime}(k+1)\right. \\
& +(-1)^{k+1}\left[\beta^{\prime}(k+|n|+1)+\beta^{\prime}(k+1)\right]  \tag{4.29}\\
& \left.-\frac{1}{k+\gamma+|n| / 2}[\psi(k+|n|+1)-\psi(k+1)]\right),
\end{align*}
$$

with

$$
\begin{equation*}
\beta^{\prime}(z)=\frac{1}{4}\left[\psi^{\prime}\left(\frac{1+z}{2}\right)-\psi^{\prime}\left(\frac{z}{2}\right)\right] . \tag{4.30}
\end{equation*}
$$

For $\mathcal{N}=4 \mathrm{SYM}$, the cusp anomalous dimension reads

$$
\begin{equation*}
\gamma_{K}^{(2) \mathcal{N}=4}=-\frac{1}{2} \zeta_{2}, \tag{4.31}
\end{equation*}
$$

and we find the corrected BFKL eigenvalue

$$
\begin{equation*}
\delta_{\nu n}^{\mathcal{N}=4}=6 \zeta_{3}+4 \gamma_{K}^{(2) \mathcal{N}=4} \chi_{\nu n}+\partial_{\nu}^{2} \chi_{\nu n}-2 \Phi(n, \gamma)-2 \Phi(n, 1-\gamma) . \tag{4.32}
\end{equation*}
$$

Since $\mathcal{N}=4$ SYM is a conformal theory, the eigenfunctions are given to all orders by eq. (4.9) and hence $\delta_{\nu n}^{\mathcal{N}=4}$ is the correct NLO BFKL eigenvalue in $\mathcal{N}=4$ SYM.

[^6]As we have mentioned before, the NLO eigenvalue in eq. 4.27 was derived under the assumption that the eigenfunctions receive no perturbative corrections at NLO. This, of course, is not the case in non-conformal theories. Further, the BFKL eigenvalue must be real and independent of $q^{2}$, which is not the case for the BFKL eigenvalue given above: the r.h.s. of eq. 4.26) contains the strong coupling constant evaluated at $q^{2}$ and the correction to the eigenvalue in eq. 4.27) contains the term $i \beta_{0} \partial_{\nu} \chi_{\nu n}$, which is imaginary.

In refs. 102, 103, Chirilli and Kovchegov showed that it is possible to find the correct description of the BFKL eigenvalue by modifying the leading-order eigenfunctions with terms depending on the running coupling. We will now review this procedure and construct the eigenfunctions and corresponding eigenvalues at NLO for any value of $n$.
Our goal is to construct functions $\omega_{\nu n}^{(1)}$ and $\Phi_{\nu n}^{(1)}(q)$ such that

$$
\begin{align*}
& {\left[\mathcal{K}^{N L O_{\star}}\left(\varphi_{\nu n}+\bar{\alpha}_{\mu} \Phi_{\nu n}^{(1)}\right)\right](q)}  \tag{4.33}\\
& \quad=\bar{\alpha}_{\mu}\left(\chi_{\nu n}+\bar{\alpha}_{\mu} \omega_{\nu n}^{(1)}\right)\left[\varphi_{\nu n}(q)+\bar{\alpha}_{\mu} \Phi_{\nu n}^{(1)}(q)\right]+\mathcal{O}\left(\bar{\alpha}_{\mu}^{3}\right)
\end{align*}
$$

We start with an Ansatz for the NLO eigenvalue $\omega_{\nu n}^{(1)}$ by modifying $\delta_{\nu n}$ with an unknown function $c_{\nu n}$ as

$$
\begin{equation*}
\omega_{\nu n}^{(1)}=\frac{\delta_{\nu n}}{4}+c_{\nu n}=i \frac{\beta_{0}}{8} \partial_{\nu} \chi_{\nu n}+\Delta_{\nu n}+c_{\nu n} \tag{4.34}
\end{equation*}
$$

where $\Delta_{\nu n}$ contains all terms in eq. 4.27) that are symmetric under $\nu \rightarrow-\nu$, and we expect $\omega_{\nu n}^{(1)}$ to be symmetric as well. Inserting this parametrization into eq. 4.33) and using eq. 4.26) and the running of the coupling at NLO,

$$
\begin{equation*}
\bar{\alpha}_{S}\left(q^{2}\right)=\frac{\bar{\alpha}_{S}\left(\mu^{2}\right)}{1+\frac{\beta_{0}}{4} \bar{\alpha}_{S}\left(\mu^{2}\right) \log \frac{q^{2}}{\mu^{2}}}=\bar{\alpha}_{\mu}\left[1-\bar{\alpha}_{\mu} \frac{\beta_{0}}{4} \log \frac{q^{2}}{\mu^{2}}+\mathcal{O}\left(\bar{\alpha}_{\mu}^{2}\right)\right] \tag{4.35}
\end{equation*}
$$

we find

$$
\begin{equation*}
\left(\mathcal{K}^{L O} \star \Phi_{\nu n}^{(1)}\right)(q)=\left(c_{\nu n}+\frac{\beta_{0}}{4} \chi_{\nu n} \log \frac{q^{2}}{\mu^{2}}\right) \varphi_{\nu n}(q)+\chi_{\nu n} \Phi_{\nu n}^{(1)}(q) . \tag{4.36}
\end{equation*}
$$

Following refs. 102, 103, eq. 4.36 must hold for all values of $q$ and therefore $\Phi_{\nu n}^{(1)}$ must be proportional to $\varphi_{\nu n}$ and our Ansatz reads

$$
\begin{equation*}
\Phi_{\nu n}^{(1)}(q)=\left(a_{0, \nu n}+a_{1, \nu n} \log \frac{q^{2}}{\mu^{2}}+a_{2, \nu n} \log ^{2} \frac{q^{2}}{\mu^{2}}\right) \varphi_{\nu n}(q), \tag{4.37}
\end{equation*}
$$

where $a_{j, \nu n}$ for $j=0,1,2$ are complex coefficients. Inserting eq. 4.37) into (4.36), we find

$$
\begin{align*}
a_{2, \nu n} & =i \frac{\beta_{0}}{8} \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}, \\
c_{\nu n} & =-i a_{1, \nu n} \partial_{\nu} \chi_{\nu n}+i \frac{\beta_{0}}{8} \frac{\chi_{\nu n} \partial_{\nu}^{2} \chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}} . \tag{4.38}
\end{align*}
$$

Note that for $n=0$ we have $\partial_{\nu} \chi_{\nu n \mid \nu=0}=0$, and hence the previous equations only hold for $n \neq 0$. We can regularize this singularity for $n=0$ by interpreting the eigenfunctions as distributions and introducing the principle value prescription

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} \nu\left(P \frac{1}{\nu}\right) f(\nu) \equiv \lim _{\epsilon \rightarrow 0}\left(\int_{-\infty}^{-\epsilon} \frac{\mathrm{d} \nu}{\nu} f(\nu)+\int_{\epsilon}^{+\infty} \frac{\mathrm{d} \nu}{\nu} f(\nu)\right) . \tag{4.39}
\end{equation*}
$$

Then we have

$$
\begin{align*}
a_{2, \nu n} & =i \frac{\beta_{0}}{8} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}, \\
c_{\nu n} & =-i a_{1, \nu n} \partial_{\nu} \chi_{\nu n}+i \frac{\beta_{0}}{8} P \frac{\chi_{\nu n} \partial_{\nu}^{2} \chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}} . \tag{4.40}
\end{align*}
$$

Note that for regular functions $g_{\nu}$, we must have

$$
\begin{equation*}
P\left(g_{\nu} / \nu\right) \equiv g_{\nu} P \frac{1}{\nu} \text { and } P g_{\nu} \equiv g_{\nu} \tag{4.41}
\end{equation*}
$$

and hence it is natural to define the principal value for a function $X_{\nu}$ with a simple pole at $\nu=0$ to be

$$
\begin{equation*}
P X_{\nu} \equiv \nu X_{\nu} P \frac{1}{\nu} \tag{4.42}
\end{equation*}
$$

This determines the eigenfunctions up to the coefficients $a_{0, \nu n}$ and $a_{1, \nu n}$ and we have

$$
\begin{equation*}
\Phi_{\nu n}^{(1)}(q)=\varphi_{\nu n}(q)\left(a_{0, \nu n}+a_{1, \nu n} \log \frac{q^{2}}{\mu^{2}}+i \frac{\beta_{0}}{8} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}} \log ^{2} \frac{q^{2}}{\mu^{2}}\right) . \tag{4.43}
\end{equation*}
$$

The free coefficients in eq. 4.43 can be further constrained by requiring that the $\Phi_{\nu n}(q)$ form a complete and orthonormal set of functions. Imposing completenes, we find that

$$
\begin{align*}
\operatorname{Re}\left[a_{1, \nu n}\right] & =\frac{\beta_{0}}{8} \partial_{\nu} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}},  \tag{4.44}\\
2 \operatorname{Re}\left[a_{0, \nu n}\right] & =\partial_{\nu} \operatorname{Im}\left[a_{1, \nu n}\right]
\end{align*}
$$

which then leaves us with

$$
\begin{align*}
\Phi_{\nu n}(q) & =\varphi_{\nu n}(q)\left[1+\bar{\alpha}_{\mu}\left(\frac{1}{2} \partial_{\nu} \operatorname{Im}\left[a_{1, \nu n}\right]+i \operatorname{Im}\left[a_{1, \nu n}\right] \log \frac{q^{2}}{\mu^{2}}\right.\right.  \tag{4.45}\\
& \left.\left.+i \operatorname{Im}\left[a_{0, \nu n}\right]+\frac{\beta_{0}}{8} \log \frac{q^{2}}{\mu^{2}} \partial_{\nu} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}+i \frac{\beta_{0}}{8} \log ^{2} \frac{q^{2}}{\mu^{2}} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}\right)\right] .
\end{align*}
$$

The eigenfunctions given in 4.45 are already orthonormal, and hence we can not further constrain them. It is, however, possible to absorb the real parameter $\operatorname{Im}\left[a_{0, \nu n}\right]$ into the definition of the phase of the eigenfunctions. Finally, the last parameter $\operatorname{Im}\left[a_{1, \nu n}\right]$ can be eliminated through a shift in the integration parameter $\nu$. Then the BFKL eigenfunctions through NLO can be defined as

$$
\begin{equation*}
\Phi_{\nu n}(q)=\varphi_{\nu n}(q)\left[1+\bar{\alpha}_{\mu} \frac{\beta_{0}}{8} \log \frac{q^{2}}{\mu^{2}}\left(\partial_{\nu} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}+i \log \frac{q^{2}}{\mu^{2}} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}\right)\right] \tag{4.46}
\end{equation*}
$$

with corresponding eigenvalues

$$
\begin{equation*}
\omega_{\nu n}^{(1)}=\Delta_{\nu n}=\frac{\delta_{\nu n}}{4}-i \frac{\beta_{0}}{8} \partial_{\nu} \chi_{\nu n} \tag{4.47}
\end{equation*}
$$

We see that the NLO BFKL eigenvalue is given by the real part of $\delta_{\nu n}$ and that the correction is proportional to $\beta_{0}$. Therefore, the eigenvalue did not change for conformal theories and we still find the correct eigenvalues in the $\mathcal{N}=4$ case. Similarly, we find that the corrections to the eigenfunctions are proportional to the beta function and we recover the correct eigenfunctions for conformal theories.

### 4.3.2 The BFKL ladder through NLLA

Let us now consider the BFKL ladder (4.12) through NLLA when using the full NLO eigenfunctions given in eq. 4.46) and the corresponding eigenvalues 4.47), and let us define the function

$$
\begin{equation*}
X_{\nu n}(x)=\partial_{\nu} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}+i \log x P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}} \tag{4.48}
\end{equation*}
$$

The the product of the two eigenfunctions through NLO reads

$$
\begin{align*}
\Phi_{\nu n}\left(q_{1}\right) & \Phi_{\nu n}^{*}\left(q_{2}\right)=\varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right) \\
& \times\left[1+\bar{\alpha}_{\mu} \frac{\beta_{0}}{8} \log \frac{q_{1}^{2} q_{2}^{2}}{\mu^{4}}\left(\partial_{\nu} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}+i \log \frac{q_{1}^{2}}{q_{2}^{2}} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}\right)\right]  \tag{4.49}\\
= & \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right)\left[1+\bar{\alpha}_{\mu} \frac{\beta_{0}}{4} \log \frac{s_{0}}{\mu^{2}} X_{\nu n}\left(q_{1}^{2} / q_{2}^{2}\right)\right]
\end{align*}
$$

where $s_{0}$ is the geometric mean defined in eq. 4.2 and the BFKL ladder through NLLA takes the form

$$
\begin{align*}
& f\left(q_{1}, q_{2}, y\right)=\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathrm{d} \nu e^{y \omega_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right)  \tag{4.50}\\
& \times\left(1+\bar{\alpha}_{\mu} \frac{\beta_{0}}{4} \log \frac{s_{0}}{\mu^{2}} X_{\nu n}\left(q_{1}^{2} / q_{2}^{2}\right)+\mathcal{O}\left(\bar{\alpha}_{\mu}^{2}\right)\right)
\end{align*}
$$

Using integration by parts, we can simplify the the term including the function $X$, and we have

$$
\begin{align*}
& e^{y \omega_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right) \partial_{\nu} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}} \\
& \quad=-e^{y \omega_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right)\left(y \partial_{\nu} \omega_{\nu n}+i \log \frac{q_{1}^{2}}{q_{2}^{2}}\right) P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}} \\
& \quad=e^{y \omega_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right)\left(-y \bar{\alpha}_{\mu} \partial_{\nu} \chi_{\nu n}-i \log \frac{q_{1}^{2}}{q_{2}^{2}}+\mathcal{O}\left(\bar{\alpha}_{\mu}^{2}\right)\right) P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}  \tag{4.51}\\
& \quad=e^{y \omega_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right)\left(-i \log \frac{q_{1}^{2}}{q_{2}^{2}} P \frac{\chi_{\nu n}}{\partial_{\nu} \chi_{\nu n}}-y \bar{\alpha}_{\mu} \chi_{\nu n}+\mathcal{O}\left(\bar{\alpha}_{\mu}^{2}\right)\right),
\end{align*}
$$

which yields

$$
\begin{align*}
e^{y \omega_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) & \varphi_{\nu n}^{*}\left(q_{2}\right) X_{\nu n}\left(q_{1}^{2} / q_{2}^{2}\right) \\
& =e^{y \omega_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right)\left(-y \bar{\alpha}_{\mu} \chi_{\nu n}+\mathcal{O}\left(\bar{\alpha}_{\mu}^{2}\right)\right) \tag{4.52}
\end{align*}
$$

Then, in agreement with the result in refs. 102, 103, the BFKL ladder takes the form

$$
\begin{align*}
& f\left(q_{1}, q_{2}, y\right)=\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathrm{d} \nu e^{y \omega_{\nu n}} \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right)  \tag{4.53}\\
& \times\left(1-\bar{\alpha}_{\mu}^{2} \frac{\beta_{0}}{4} \log \frac{s_{0}}{\mu^{2}} y \chi_{\nu n}+\mathcal{O}\left(\bar{\alpha}_{\mu}^{3}\right)\right)
\end{align*}
$$

Finally, the remaining correction to the product of leading-order eigenfunctions can be absorbed into the coupling constant. More precisely, through NLLA, the term is exactly cancelled by the running of the coupling when changing the scale of $\bar{\alpha}$ from $\mu$ to $s_{0}$,

$$
\begin{align*}
\exp y & {\left[\bar{\alpha}_{S}\left(s_{0}\right) \chi_{\nu n}+\bar{\alpha}_{S}\left(s_{0}\right)^{2} \Delta_{\nu n}+\mathcal{O}\left(\bar{\alpha}_{S}^{3}\right)\right] } \\
& =\exp y\left[\bar{\alpha}_{\mu}\left(1-\bar{\alpha}_{\mu} \frac{\beta_{0}}{4} \log \frac{s_{0}}{\mu^{2}}\right) \chi_{\nu n}+\bar{\alpha}_{\mu}^{2} \Delta_{\nu n}+\mathcal{O}\left(\bar{\alpha}_{\mu}^{3}\right)\right]  \tag{4.54}\\
& =e^{y \omega_{\nu n}}\left(1-\bar{\alpha}_{\mu}^{2} \frac{\beta_{0}}{4} \log \frac{s_{0}}{\mu^{2}} y \chi_{\nu n}+\mathcal{O}\left(\bar{\alpha}_{\mu}^{3}\right)\right) .
\end{align*}
$$

This brings us to the final form of the BFKL ladder through NLLA,
$f\left(q_{1}, q_{2}, y\right)=\sum_{n=-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \nu \varphi_{\nu n}\left(q_{1}\right) \varphi_{\nu n}^{*}\left(q_{2}\right) e^{y \bar{\alpha}_{S}\left(s_{0}\right)\left[\chi_{\nu n}+\bar{\alpha}_{S}\left(s_{0}\right) \Delta_{\nu n}\right]}$,
and we see that we can use the leading-order eigenfunctions $\varphi_{\nu n}$ when evaluating the coupling at $\mu^{2}=s_{0}=\sqrt{q_{1}^{2} q_{2}^{2}}$.

### 4.4 Analytic results for the BFKL ladder at NLLA in QCD

### 4.4.1 Fourier-Mellin representation of the BFKL ladder at NLLA

In this section we will use the description of the BFKL ladder we have worked out in the previous section to obtain analytic results, i.e. we will evaluate the coupling at $s_{0}$, allowing us to use the leading-order eigenfunctions. Expanding the BFKL ladder in $\eta_{s_{0}}=y \bar{\alpha}_{S}\left(s_{0}\right)$, we define

$$
\begin{equation*}
f^{N L L}\left(q_{1}, q_{2}, \eta_{s_{0}}\right)=\frac{1}{2 \pi \sqrt{q_{1}^{2} q_{2}^{2}}} \sum_{k=1}^{\infty} \frac{\eta_{s_{0}}^{k}}{k!} f_{k+1}^{N L L}(z), \tag{4.56}
\end{equation*}
$$

where the perturbative coefficients are given by the Fourier-Mellin transform,

$$
\begin{equation*}
f_{k}^{N L L}(z)=\mathcal{F}\left[\Delta_{\nu n} \chi_{\nu n}^{k-2}\right]=\sum_{n=-\infty}^{+\infty}\left(\frac{z}{\bar{z}}\right)^{n / 2} \int_{-\infty}^{+\infty} \frac{\mathrm{d} \nu}{2 \pi}|z|^{2 i \nu} \Delta_{\nu n} \chi_{\nu n}^{k-2} \tag{4.57}
\end{equation*}
$$

In the following it will be useful to split the NLO eigenvalue $\Delta_{\nu n}$ into several terms,

$$
\begin{equation*}
\Delta_{\nu n}=\frac{1}{4} \delta_{\nu n}^{(1)}+\frac{1}{4} \delta_{\nu n}^{(2)}+\frac{1}{4} \delta_{\nu n}^{(3)}+\frac{3}{2} \zeta_{3}+\gamma_{K}^{(2)} \chi_{\nu n}-\frac{1}{8} \beta_{0} \chi_{\nu n}^{2} . \tag{4.58}
\end{equation*}
$$

The terms that depend (up to constants in $(\nu, n)$ ) only on the leading order eigenvalue $\chi_{\nu n}$ evaluate to the LLA coefficients that have already been computed in eq. 4.22 . In the QCD case, the remaining terms are

$$
\begin{align*}
& \delta_{\nu n}^{(1)}=\partial_{\nu}^{2} \chi_{\nu n}  \tag{4.59}\\
& \delta_{\nu n}^{(2)}=-2 \Phi(n, \gamma)-2 \Phi(n, 1-\gamma)  \tag{4.60}\\
& \delta_{\nu n}^{(3)}=-\frac{\Gamma\left(\frac{1}{2}+i \nu\right) \Gamma\left(\frac{1}{2}-i \nu\right)}{2 i \nu}\left[\psi\left(\frac{1}{2}+i \nu\right)-\psi\left(\frac{1}{2}-i \nu\right)\right]  \tag{4.61}\\
& \quad \times\left[\delta_{n 0}\left(3+A \frac{2+3 \gamma(1-\gamma)}{(3-2 \gamma)(1+2 \gamma)}\right)-\delta_{|n| 2}\left(A \frac{\gamma(1-\gamma)}{2(3-2 \gamma)(1+2 \gamma)}\right)\right],
\end{align*}
$$

with $A=\left(1+N_{f} / N_{c}^{3}\right)$. Equivalently, we write the BFKL ladder as

$$
\begin{align*}
f_{k}^{N L L}(z)= & \frac{1}{4} C_{k}^{(1)}(z)+\frac{1}{4} C_{k}^{(2)}(z)+\frac{1}{4} C_{k}^{(3)}(z) \\
& +\frac{3}{2} \zeta_{3} f_{k-2}^{L L}(z)+\gamma_{K}^{(2)} f_{k-1}^{L L}(z)-\frac{1}{8} \beta_{0} f_{k}^{L L}(z), \tag{4.62}
\end{align*}
$$

where we set $f_{0}^{L L}(z)=\mathcal{F}[1]=\pi \delta^{(2)}(1-z)$. Then the terms $C_{k}^{(i)}$ correspond to the Fourier-Mellin transforms of the respective $\delta_{\nu n}^{(i)}$,

$$
\begin{equation*}
C_{k}^{(i)}(z)=\mathcal{F}\left[\delta_{\nu n}^{(i)} \chi_{\nu n}^{k-2}\right] \tag{4.63}
\end{equation*}
$$

with $k \geq 2$, and all other terms are correspond to LLA perturbative coefficients. We will now turn to the computation of the missing terms $C_{k}^{(i)}$.

### 4.4.2 The contribution from $\delta_{\nu n}^{(3)}$

Let us start by discussing the term $C_{k}^{(3)} \equiv C_{k}^{(3,0)}(z)+C_{k}^{(3,2)}(z)$, where $C_{k}^{(3, i)}(z)$ is due to the term proportional to $\delta_{|n| i}$. The Kronecker deltas in these terms cause the Fourier-Mellin transform to reduce to an ordinary Mellin transform,

$$
\begin{align*}
C_{k}^{(3)}(z)=- & \int_{-\infty}^{+\infty} \frac{d \nu}{2 \pi}|z|^{2 i \nu} \frac{\Gamma\left(\frac{1}{2}+i \nu\right) \Gamma\left(\frac{1}{2}-i \nu\right)}{2 i \nu}\left[\psi\left(\frac{1}{2}+i \nu\right)-\psi\left(\frac{1}{2}-i \nu\right)\right] \\
& \times\left[\chi_{\nu 0}^{k-2} A_{0}(\nu)+\left(\frac{z}{\bar{z}}+\frac{\bar{z}}{z}\right) \chi_{\nu 2}^{k-2} A_{2}(\nu)\right] \tag{4.64}
\end{align*}
$$

where we have introduced a shorthand for the rational pre factors

$$
\begin{equation*}
A_{0}(\nu)=3+A \frac{2+3 \gamma(1-\gamma)}{(3-2 \gamma)(1+2 \gamma)}, \quad A_{2}(\nu)=-A \frac{\gamma(1-\gamma)}{2(3-2 \gamma)(1+2 \gamma)} \tag{4.65}
\end{equation*}
$$

The integral in eq. 4.64) can be computed summing all residues $\nu=i\left(\frac{1}{2}+m\right)$, $m \in \mathbb{N}$ in the upper half-plane and the resulting sum can always be performed using the techniques of ref. 3193 108. We find that the result can be expressed in terms of MPLs $G\left(a_{1}, \ldots, a_{n} ;|z|\right)$, with $a_{k} \in\{-i, 0, i\}$. Since there are no singularities on the positive real axis, it is easy to see that these functions are single-valued in $z$.

Further, the set of functions is closed under complex conjugation, and we can write them in terms of their real and imaginary parts, e.g.

$$
G(0, i ;|z|) \pm G(0,-i ;|z|)=\left\{\begin{array}{l}
\frac{1}{2} G\left(0,-1,|z|^{2}\right)  \tag{4.66}\\
2 i \operatorname{Ti}_{2}(|z|)
\end{array}\right.
$$

where $\mathrm{Ti}_{n}(z)$ are the inverse tangent integrals,

$$
\begin{equation*}
\operatorname{Ti}_{n}(z)=\operatorname{Im} \operatorname{Li}_{n}(i z)=-\operatorname{Im} G\left(\overrightarrow{0}_{n-1}, 1 ; i z\right)=\operatorname{Im} G\left(\overrightarrow{0}_{n-1}, i ; z\right), \tag{4.67}
\end{equation*}
$$

with $\overrightarrow{0}_{n}=(\underbrace{0, \ldots, 0}_{n \text { times }})$.
We find that all $C_{k}^{(3)}$ can be written in terms of HPLs $G\left(b_{1}, \ldots, b_{n} ;|z|^{2}\right)$ with $b_{i} \in\{-1,0\}$ and generalised inverse tangent integrals,

$$
\begin{equation*}
\operatorname{Ti}_{m_{1}, \ldots, m_{k}}(|z|)={\operatorname{Im} \operatorname{Li}_{m_{1}, \ldots, m_{k}}\left(\sigma_{1}, \ldots, \sigma_{k-1}, i \sigma_{k}|z|\right), ~, ~}_{\text {and }} \tag{4.68}
\end{equation*}
$$

where $\sigma_{j}=\operatorname{sign}\left(m_{j}\right)$, and where

$$
\begin{align*}
\operatorname{Li}_{m_{1}, \ldots, m_{k}}\left(z_{1}, \ldots, z_{k}\right)= & \sum_{0<n_{1}<n_{2}<\cdots<n_{k}} \frac{z_{1}^{n_{1}} \ldots z_{k}^{n_{k}}}{n_{1}^{m_{1}} \ldots n_{k}^{m_{k}}} \\
& =(-1)^{k} G(\underbrace{0, \ldots, 0}_{m_{k}-1}, \frac{1}{z_{k}}, \ldots, \underbrace{0, \ldots, 0}_{m_{1}-1}, \frac{1}{z_{1} \ldots z_{k}} ; 1) . \tag{4.69}
\end{align*}
$$

We find that neither $C_{k}^{(3,0)}$ nor $C_{k}^{(3,2)}$ are of uniform weight and they each contain functions of weight $0 \leq w \leq k$.

### 4.4.3 The contribution from $\delta_{\nu n}^{(1)}$

Next, let us consider the term $C_{k}^{(3)}$. The second derivative in $\delta_{\nu n}^{(1)}$ does not affect the evaluation of the Fourier-Mellin transform much, and the integral can easily be solved employing the same techniques as in the LLA case. The resulting double sums can be computed using the sum algorithms presented in refs. 31,93 and evaluate to linear combinations of SVHPLs with singularities at most at 0 and 1 . The integral can, however, also be solved recursively using the techniques we have previously introduced in chapter 3.
The derivative in the Fourier-Mellin integral can easily be taken care of using integration by parts. The only term in the definition of the Fourier-Mellin transform depending on $\nu_{i}$ is the term $\left|z_{i}\right|^{2 i \nu_{i}}$, and so we have

$$
\begin{equation*}
\mathcal{F}_{N-5}\left[D_{\nu_{i}} X\right]=-\mathcal{G}_{0}\left(z_{i}\right) \mathcal{F}[X] . \tag{4.70}
\end{equation*}
$$

Then the two-loop coefficient reads

$$
\begin{equation*}
C_{2}^{(1)}(z)=\mathcal{F}\left[\partial_{\nu}^{2} \chi_{\nu n}\right]=-\mathcal{X}(z) \log ^{2}|z|^{2}=-\frac{|z|}{\pi|1-z|^{2}} \mathcal{G}_{0,0}(z), \tag{4.71}
\end{equation*}
$$

where we defined $\mathcal{X}$ to be the Fourier-Mellin transform of the leading order BFKL eigenvalue $\chi$,

$$
\begin{equation*}
\mathcal{X}(z) \equiv \mathcal{F}\left[\chi_{\nu n}\right]=f_{1}^{L L}(z)=\frac{|z|}{2 \pi|1-z|^{2}} \tag{4.72}
\end{equation*}
$$

Then we can compute higher-order results by using Fourier-Mellin convolutions to insert leading-order BFKL eigenvalues $\chi_{\nu n}$ into the integrand,

$$
\begin{equation*}
C_{k+1}^{(1)}(z)=\mathcal{X}(z) * C_{k}^{(1)}(z), \tag{4.73}
\end{equation*}
$$

with $k \geq 2$. Since the $C_{k}^{(1)}(z)$ are single-valued functions, we can evaluate the convolution integrals using Stokes' theorem, as we have done in the previous chapter.

We find that the functions $C_{k}^{(1)}$ are, up to a global rational pre factor, pure combinations of SVMPLs of uniform weight $k$ with singularities at most at $z=0$ and $z=1$. It can be shown that this property holds at every loop order [2].

### 4.4.4 The contribution from $\delta_{\nu n}^{(2)}$

Let us now consider the contribution $C_{k}^{(2)}$ arising from the Fourier-Mellin integral involving $\delta_{\nu n}^{(2)}$. After computing the two-loop contribution by evaluating the double-sum we obtain from closing the integration contour in the complex $\nu$-plane, we find

$$
\begin{equation*}
C_{2}^{(2)}(z)=\mathcal{F}\left[\delta_{\nu n}^{(2)}\right]=C_{2}^{(2,1)}(z)+C_{2}^{(2,2)}(z) \tag{4.74}
\end{equation*}
$$

with

$$
\begin{align*}
C_{2}^{(2,1)}(z) & =\frac{|z|(z-\bar{z})}{2 \pi|1+z|^{2}|1-z|^{2}}\left[\mathcal{G}_{1,0}(z)-\mathcal{G}_{0,1}(z)\right] \\
C_{2}^{(2,2)}(z) & =\frac{|z|\left(1-|z|^{2}\right)}{2 \pi|1+z|^{2}|1-z|^{2}}\left[\mathcal{G}_{1,0}(z)+\mathcal{G}_{0,1}(z)-G_{-1,0}\left(|z|^{2}\right)-\zeta_{2}\right] \tag{4.75}
\end{align*}
$$

We see that unlike the previous terms we have considered, $C_{2}^{(2)}(z)$ can no longer be written as a pure function multiplying a global rational prefactor but we find two separate rational prefactors multiplying pure functions. Further, we see that $C_{2}^{(2,2)}$ contains not only SVHPLs, but also regular polylogarithms evaluated at $|z|^{2}$. Since those polylogarithms only have singularities at most at 0 and -1 , and their argument is positive-definite, they are still single-valued
functions of $z$. In fact, $C_{k}^{(2,1)}(z)$ and $C_{k}^{(2,2)}(z)$ can each be written as pure linear combinations of gSVMPLs (c.f. sec. 2.2.2 with a global rational prefactor. The gSVMPLs we need to consider in this work are the $\mathscr{G}\left(a_{1}, \ldots, a_{n} ; z\right)$ with $a_{i} \in\{-1,0,1,-1 / \bar{z}\}$ that we have previously introduced in section 2.2 .2 .
Higher-order contributions from $\delta_{\nu n}^{(2)}$ can again be obtained through the recursion

$$
\begin{equation*}
C_{k+1}^{(2)}(z)=\mathcal{X}(z) * C_{k}^{(2)}(z) \tag{4.76}
\end{equation*}
$$

Since $1+|z|^{2}$ never vanishes $C_{k}^{(2)}$ only has isolated singularities, and because $C_{k}^{(2)}$ is composed of single-valued functions, we can perform the convolution integrals using Stokes' theorem, as we have described before. The single-valued primitives that we need to compute in the process can be computed using the algorithm described in sec. 2.2 .2 and they evaluate naturally to gSVMPLs. The results can, at every 2 order, be written in the form

$$
\begin{equation*}
C_{k}^{(2)}(z)=\frac{|z|(z-\bar{z})}{2 \pi|1+z|^{2}|1-z|^{2}} \mathcal{C}_{k}^{(2,1)}+\frac{|z|\left(1-|z|^{2}\right)}{2 \pi|1+z|^{2}|1-z|^{2}} \mathcal{C}_{k}^{(2,2)} \tag{4.77}
\end{equation*}
$$

where the functions $\mathcal{C}_{k}^{(2, i)}$ are pure combinations of gSVMPLs of uniform weight $k$. The explicit form of the contributions $C_{k}^{(2)}(z)$ through five loops can be found in [2].

### 4.5 Transcendental weight properties of the BFKL ladder at NLLA

### 4.5.1 Transcendental weight of the BFKL ladder in QCD

In the previous section we have computed the QCD BFKL ladder at NLLA through five loops in momentum space. We have found that the $\ell$-loop BFKL ladder at NLLA in QCD can be expressed as single-valued combinations of HPLs with weights up to $\ell$. In particular, we have found that the QCD BFKL ladder is not a maximally transcendental function, matching the analysis of the corresponding result in moment space [106, 107, 109]. There, it was further discovered that the anomalous dimension of the leading-twist operators controlling the Bjorken scaling violations in $\mathcal{N}=4$ SYM was of uniform, maximal transcendental weight in moment space and that it corresponds exactly to maximal weight part of the corresponding anomalous dimension in QCD. We will now make a similar analysis of the transcendental properties of the BFKL
ladder in Momentum space. We will start by considering the QCD case and then generalise this analysis to theories with arbitrary matter content.

As the results from the previous section show, the various terms contributing to eq. 4.62 have the following transcendental weights: The functions $f_{k}^{L L}$ have uniform transcendental weight $k-1$, the functions $C_{k}^{(1)}$ and $C_{k}^{(2)}$ have uniform weight $k$ and the function $C_{k}^{(3)}$ contains terms of transcendental weights $0 \leq w \leq k$. We see that terms with transcendental weight less than $k$ in eq. 4.62 arise only in the following places:

1. The term $\beta_{0} f_{k}^{L L}(z)$ involving the beta function has weight $k-1$.
2. The contribution multiplying the cusp anomalous dimension in eq. 4.62), $\gamma_{K}^{(2)} f_{k-1}^{L L}(z)$, involves a range of weights $k-2 \leq w \leq k$ and lower weight terms arise entirely because the cusp anomalous dimension in QCD is not of maximal weight.
3. Using the explicit results through five loops of section 4.4.2 we see that in QCD the functions $C_{k}^{(3)}$ involve terms of weight $0 \leq w \leq k$.

Similarly to what has been found in refs. 106, 107, 109] in moment space, the $\mathcal{N}=4$ result is of maximal weight and is completely contained in the result for QCD. The exact relation between the two is different, however. In momentum space, the contribution $C_{k}^{(3)}$, which is absent in $\mathcal{N}=4$, also contains terms of maximal weight, and therefore $\mathcal{N}=4$ is not equal to the maximal weight part of QCD. This raises the question, if we can find another theory describing exactly the maximal weight part of QCD. We will tend to this question in the following section.

### 4.5.2 The BFKL ladder in generic gauge theories

Let us now generalize the previous analysis to the NLLA BFKL ladder in a generic $S U\left(N_{c}\right)$ gauge theory with scalar or fermionic matter in arbitrary representations. We will start from the BFKL eigenvalue at NLO in a generic theory 106 and we write, analogously to eq. 4.62,

$$
\begin{align*}
\Delta_{\nu n}=\frac{1}{4} \delta_{\nu n}^{(1)} & +\frac{1}{4} \delta_{\nu n}^{(2)}+\frac{1}{4} \delta_{\nu n}^{(3)}\left(\tilde{N}_{f}, \tilde{N}_{s}\right)  \tag{4.78}\\
& +\frac{3}{2} \zeta_{3}+\gamma^{(2)}\left(\tilde{n}_{f}, \tilde{n}_{s}\right) \chi_{\nu n}-\frac{1}{8} \beta_{0}\left(\tilde{n}_{f}, \tilde{n}_{s}\right) \chi_{\nu n}^{2} .
\end{align*}
$$

The quantities $\delta_{\nu n}^{(1)}$ and $\delta_{\nu n}^{(2)}$ are independent of the particle content of the theory and are therefore equal to the corresponding terms in QCD given in eq. 4.59
and eq. 4.60. The one-loop beta function and two-loop cusp anomalous dimension only depend on the theory through one-loop corrections to the gluon propagator and are therefore independent of the details of the theory (e.g. Yukava couplings or scalar potentials). In DRED, they are given by

$$
\begin{align*}
\beta_{0}\left(\tilde{n}_{f}, \tilde{n}_{s}\right) & =\frac{11}{3}-\frac{2 \tilde{n}_{f}}{3 N_{c}}-\frac{\tilde{n}_{s}}{6 N_{c}} \\
\gamma^{(2)}\left(\tilde{n}_{f}, \tilde{n}_{s}\right) & =\frac{1}{4}\left(\frac{64}{9}-\frac{10 \tilde{n}_{f}}{9 N_{c}}-\frac{4 \tilde{n}_{s}}{9 N_{c}}\right)-\frac{\zeta_{2}}{2} \tag{4.79}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{n}_{f}=\sum_{R} n_{f}^{R} T_{R} \text { and } \tilde{n}_{s}=\sum_{R} n_{s}^{R} T_{R} . \tag{4.80}
\end{equation*}
$$

The sum in eq. 4.80) runs over all irreducible representations $R$ of $S U\left(N_{c}\right)$, and $n_{f}^{R}$ and $n_{s}^{R}$ denote the number of Weyl fermions and real scalars transforming in the representation $R$. The index $T_{R}$ of the representation is defined by the normalization of the infinitesimal generators $T_{R}^{a}$ of the representation $R$ through $\operatorname{Tr}\left(T_{R}^{a} T_{R}^{b}\right)=T_{R} \delta^{a b}$. We normalize the structure constants of $S U\left(N_{c}\right)$ such that the index of the fundamental representation is $T_{F}=1 / 2$. The contribution $\delta_{\nu n}^{(3)}$ arises through (scalar) QED-type diagrams 106 and only depends on the matter content of the theory,

$$
\begin{equation*}
\delta_{\nu n}^{(3)}\left(\tilde{N}_{f}, \tilde{N}_{s}\right)=\delta_{\nu n}^{(3,1)}\left(\tilde{N}_{f}, \tilde{N}_{s}\right)+\delta_{\nu n}^{(3,2)}\left(\tilde{N}_{f}, \tilde{N}_{s}\right), \tag{4.81}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{N}_{x}=\frac{1}{2} \sum_{R} n_{x}^{R} T_{R}\left(2 C_{R}-N_{c}\right), \quad x=f, s \tag{4.82}
\end{equation*}
$$

$C_{R}$ is the quadratic Casimir of the representation $R$ and the functions $\delta_{\nu n}^{(3, i)}$ read

$$
\begin{align*}
& \begin{aligned}
\delta_{\nu n}^{(3,1)}\left(\tilde{N}_{f}, \tilde{N}_{s}\right)= & \frac{f(\gamma)}{8}[
\end{aligned} \delta_{n 0}\left(2 \tilde{N}_{s}+12 \tilde{N}_{f}-30 N_{c}^{2}\right)  \tag{4.83}\\
& \\
& \left.\quad+\delta_{|n| 2}\left(N_{c}^{2}-2 \tilde{N}_{f}+\tilde{N}_{s}\right)\right] \\
& \delta_{\nu n}^{(3,2)}\left(\tilde{N}_{f}, \tilde{N}_{s}\right)=\frac{f(\gamma)}{8}\left[\frac{\left(3 \delta_{|n| 2}-2 \delta_{n 0}\right)(2 \gamma-1)}{2(2 \gamma-3)(2 \gamma+1)}\left(N_{c}^{2}-2 \tilde{N}_{f}+\tilde{N}_{s}\right)\right]
\end{align*}
$$

where $\gamma=\frac{1}{2}+i \nu$ and

$$
\begin{equation*}
f(\gamma)=\frac{1}{4 \pi^{2}(1-2 \gamma)} \Gamma(1-\gamma) \Gamma(\gamma)[\psi(1-\gamma)-\psi(\gamma)] . \tag{4.84}
\end{equation*}
$$

We have computed the contributions arising from $\delta_{\nu n}^{(3)}\left(\tilde{N}_{f}, \tilde{N}_{s}\right)$ explicitly through five loops and have found that the Fourier-Mellin transforms $\mathcal{F}\left[\delta_{\nu n}^{(3,1)} \chi_{\nu n}^{k}\right]$ evaluate to functions of uniform weight $k+2$ while $\mathcal{F}\left[\delta_{\nu n}^{(3,2)} \chi_{\nu n}^{k}\right]$ evaluates exclusively to lower-weight terms. While we have no proof that this holds to all loop orders, we believe that our explicit computations through five loops provide compelling evidence that this holds in general.

In a gauge theory that is minimally coupled to matter fields, the NLO BFKL eigenvalue is entirely determined by the gauge group and the matter content of the theory 106 and is independent of the details of the interactions among the matter-fields of the theory. Therefore, we can repeat the analysis of the transcendental properties of the BFKL ladder from the last section for a generic gauge theory with variable fermionic and scalar matter content. From our previous analysis of the appearing Fourier-Mellin integrals we can formulate a set of necessary and sufficient conditions for a theory such that its BFKL ladder at NLLA is of uniform transcendental weight in momentum space:

1. The one-loop beta function vanishes, i.e., we have

$$
\begin{equation*}
\frac{11}{3}-\frac{2 \tilde{n}_{f}}{3 N_{c}}-\frac{\tilde{n}_{s}}{6 N_{c}}=0 . \tag{4.85}
\end{equation*}
$$

2. The two-loop cusp anomalous dimension is proportional to $\zeta_{2}$. In DRED, this implies

$$
\begin{equation*}
\frac{16}{9}-\frac{5 \tilde{n}_{f}}{18 N_{c}}-\frac{\tilde{n}_{s}}{9 N_{c}}=0 . \tag{4.86}
\end{equation*}
$$

3. The contribution from $\delta_{\nu n}^{(3,2)}$ vanishes, which implies

$$
\begin{equation*}
2 \tilde{N}_{f}=N_{c}^{2}+\tilde{N}_{s} . \tag{4.87}
\end{equation*}
$$

The equations 4.85, 4.86) and 4.87) can be interpreted as conditions on the matter content of a theory for its NLLA BFKL ladder to have maximal weight. Before we solve these conditions for a mix of adjoint and fundamental matter in the next section, let us make a quick observation that holds independently of the representations of the matter fields. If eq. (4.87) is satisfied, then not only the term $\delta_{\nu n}^{(3,2)}$ vanishes, but the term proportional to $\delta_{|n| 2}$ in $\delta_{\nu n}^{(3,1)}$ vanishes as well,

$$
\begin{equation*}
\delta_{\nu n}^{(3,1)}\left(\tilde{N}_{f}, 2 \tilde{N}_{f}-N_{c}^{2}\right)=2 f(\gamma) \delta_{n 0}\left(\tilde{N}_{f}-2 N_{c}^{2}\right) . \tag{4.88}
\end{equation*}
$$

This term, however, evaluates to functions of maximal transcendental weight, which leads us to conclude that there exists no theory such that the NLLA BFKL ladder corresponds exactly to the maximal weight part in QCD.

### 4.5.3 Theories with adjoint and fundamental matter

Let us now study the conditions 4.85, 4.86 and 4.87) in a theory containing only matter in the fundamental and adjoint representations. The indices and Casimir operators of the fundamental and adjoint representations are

$$
\begin{equation*}
T_{A}=C_{A}=N_{c} \text { and } C_{F}=T_{F} \frac{N_{c}^{2}-1}{N_{c}} \tag{4.89}
\end{equation*}
$$

and we have, for $x=s, f$,

$$
\begin{align*}
\tilde{n}_{x} & =T_{A} n_{x}^{A}+T_{F} n_{x}^{F} \\
\widetilde{N}_{x} & =\frac{1}{2} T_{A}\left(2 C_{A}-N_{c}\right) n_{x}^{A}+\frac{1}{2} T_{F}\left(2 C_{F}-N_{c}\right) n_{x}^{F} \tag{4.90}
\end{align*}
$$

We are now going to solve the constraints given in eqs. 4.85, 4.86) and 4.87 for an arbitrary number $N_{c}$ of colours ${ }^{2}$.

Inserting eq. 4.90 into eq. 4.87, we find

$$
\begin{equation*}
T_{F}\left(2 C_{F}-N_{c}\right) n_{f}^{F}+N_{c}^{2} n_{f}^{A}=N_{c}^{2}+\frac{1}{2} N_{c}^{2} n_{s}^{A}+\frac{1}{2} T_{F}\left(2 C_{F}-N_{c}\right) n_{s}^{F} \tag{4.91}
\end{equation*}
$$

If we want this equation to hold for any number of colours $N_{c}$, we find the relations

$$
\begin{equation*}
2 n_{f}^{F}=n_{s}^{F} \text { and } 2 n_{f}^{A}=2+n_{s}^{A} . \tag{4.92}
\end{equation*}
$$

between the number of scalars and the number of fermions in the adjoint and fundamental representations. Plugging these relations into eqs. 4.85 and (4.86), we find a relation between the number of fermions in the adjoint and fundamental representations,

$$
\begin{equation*}
4-n_{f}^{A}-T_{F} \frac{n_{f}^{F}}{N_{c}}=0 \tag{4.93}
\end{equation*}
$$

The relations 4.92 and 4.93 are necessary conditions for a gauge theory with fundamental and adjoint matter only to have a BFKL ladder at NLLA of uniform and maximal transcendental weight.

While the previous conditions are independent of the details of the interactions between matter-particles, it is worth pointing out that eq. 4.92 describes the spectrum of a gauge theory with $\mathcal{N}$ supersymmetry generators and $n_{F} \equiv n_{f}^{F}$

[^7]| $\mathcal{N}$ | 4 | 2 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| $n_{A}$ | 0 | 0 | 0 | 2 |
| $n_{F}$ | 0 | $4 N_{c}$ | $6 N_{c}$ | $2 N_{c}$ |

Table 4.1: The four solutions to the constraints in eq. 4.94) into eq. 4.85 and (4.86).
chiral multiplet $\int^{3}$ in the fundamental representation and $n_{A} \equiv n_{f}^{A}-\mathcal{N}$ chiral multiplets in the adjoint representation. To make this more obvious, we can reformulate the constraint 4.92 as

$$
\begin{align*}
n_{f}^{A} & =\mathcal{N}+n_{A}, \\
n_{f}^{F} & =n_{F},  \tag{4.94}\\
n_{s}^{A} & =2(\mathcal{N}-1)+2 n_{A}, \\
n_{s}^{F} & =2 n_{F} .
\end{align*}
$$

Let us stress again, that the reformulation in terms of supersymmetric matter multiplets is purely a matter of convenience and that our analysis is impervious to the details of the interactions between those particles and that the analysis applies equally to any other theory with the same matter content and interactions that break supersymmetry.

After inserting eq. (4.94) into eq. (4.93), we find

$$
\begin{equation*}
n_{A}+\frac{n_{F}}{2 N_{c}}+\mathcal{N}=4 \tag{4.95}
\end{equation*}
$$

This equation has only four solutions for positive integers, shown in Table 4.1 For these theories, the NLO BFKL eigenvalue takes the form,

$$
\begin{equation*}
\Delta_{\nu n}=\frac{1}{4} \delta_{\nu n}^{(1)}+\frac{1}{4} \delta_{\nu n}^{(2)}+\frac{3}{2} \zeta_{3}+\frac{\zeta_{2}}{2} \chi_{\nu n}+f(\gamma)\left(N_{c}^{2}+1\right)\left(n_{f}^{A}-4\right) \delta_{n 0} \tag{4.96}
\end{equation*}
$$

As we have seen, the matter content of the four solutions we found can be put into supersymmetric hypermultiplets for different numbers $\mathcal{N}$ of supersymmetries. In particular, they correspond to the following supersymmetric theories: The solution $\left(\mathcal{N}, n_{A}, n_{F}\right)=(4,0,0)$ has the same field content as $\mathcal{N}=4 \mathrm{SYM}$ which we already knew from previous considerations, has a maximally transcendental BFKL ladder. The solution $\left(\mathcal{N}, n_{A}, n_{F}\right)=\left(2,0,4 N_{c}\right)$ corresponds

[^8]to $\mathcal{N}=2$ superconformal QCD with $N_{f}=2 N_{c}$ hypermultiplets 110. The solution $\left(\mathcal{N}, n_{A}, n_{F}\right)=\left(1,0,6 N_{c}\right)$ has the matter content of $\mathcal{N}=1$ super-QCD at the upper end of the conformal window. The lower end of the conformal window, $\left(\mathcal{N}, n_{A}, n_{F}\right)=\left(1,0,3 N_{c}\right)$ does not solve the constraints we have found. The fourth solution we found, $\left(\mathcal{N}, n_{A}, n_{F}\right)=\left(1,2,2 N_{c}\right)$, to the best of our knowledge, has no interpretation as any specific superconformal theory.

## The Banana Integral

In the previous chapters we have studied scattering amplitudes both in an especially nice theory as well as in a special kinematic regime, the multi-Regge limit, in which scattering amplitudes seem to be expressible in terms of the well-known multiple polylogarithms. More precisely, all amplitudes we have seen in the previous chapters are single-valued linear combinations of multiple polylogarithms of transverse cross-ratios. We have seen how a careful analysis of the function space constituting scattering amplitudes in this limit and a good understanding of the algebraic properties of this function space can facilitate the computation of scattering amplitudes. As a result, we have been able to develop a mathematical framework that is especially well-suited for the computation of scattering amplitudes in the multi-Regge limit and that allowed us to compute scattering amplitudes in MRK to unprecedented accuracies.

In this chapter we will loosen the constraint we have imposed on the kinematics of our calculations and consider scattering amplitudes in general kinematics. The computation we will perform is also not related to any specific theory but is defined for Feynman integrals in general and can be of use for precision calculations in any theory. In order to properly define the family of integrals we are computing, let us give a slightly more detailed review of the mathematical theory around the computation of Feynman integrals.

### 5.1 Integral Families and How to Compute Them

In this section we will give a short review of some computational techniques that are very useful when computing scattering amplitudes via Feynman integrals. In doing so, we will also lay the groundwork for the computation of the banana integral. We will demonstrate how all Feynman integrals can be expressed in terms of Feynman integrals involving only scalar propagators. Then we will show how we can relate different Feynman integrals in order to reduce the number of individual Feynman integrals that need to be computed. In particular, we will see that we can associate families of Feynman integrals to given Feynman graphs and that we can express all integrals in a family in terms of just a few Feynman integrals. Finally, we will consider the sunrise integral and apply the concepts we will introduce in this section.

### 5.1.1 Master Integrals and Differential Equations

As we have already seen in chapter 1. Feynman integrals can be represented by Feynman graphs, where each line corresponds to the propagation of a particle of the theory and every intersection corresponds to an interaction term among the connected particle lines. One simple example of such an integral is the scalar one-loop integral given in (1.9). In general, the appearing internal lines in a Feynman graph don't always have to correspond to scalar particles and a Feynman integral can involve the integration over Lorentz tensors.

The one-loop correction to the propagator of a Fermion, for example, can contain the term

$$
\begin{equation*}
\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}} \frac{k^{\mu}}{\left((k+p)^{2}-m_{1}^{2}\right)\left(k^{2}-m_{2}^{2}\right)} . \tag{5.1}
\end{equation*}
$$

It was shown [111 that these types of integrals can be rewritten as linear combinations of integrals where the Lorentz structure is completely captured by other quantities. Indeed, it makes sense that the solved integral does not depend on the integration variable $k$, and hence the Lorentz structure of the expression can only be in the form of external momenta or other Lorentz tensors like the metric tensor $g^{\mu \nu}$. Consider, for example, the integral in eq. 5.1. The solved integral can only be a function of the external momentum $p^{\mu}$ and hence must be of the form

$$
\begin{equation*}
\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}} \frac{k^{\mu}}{\left((k+p)^{2}-m_{1}^{2}\right)\left(k^{2}-m_{2}^{2}\right)}=A p^{\mu} \tag{5.2}
\end{equation*}
$$

Multiplying both sides with $p_{\mu}$, we find

$$
\begin{equation*}
\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}} \frac{k \cdot p}{\left((k+p)^{2}-m_{1}^{2}\right)\left(k^{2}-m_{2}^{2}\right)}=A p^{2}, \tag{5.3}
\end{equation*}
$$

and hence

$$
\begin{equation*}
A=\frac{1}{p^{2}} \int \frac{\mathrm{~d}^{d} k}{\pi^{d / 2}} \frac{k \cdot p}{\left((k+p)^{2}-m_{1}^{2}\right)\left(k^{2}-m_{2}^{2}\right)} . \tag{5.4}
\end{equation*}
$$

As we can see, we have successfully replaced the integration over a vector-like integration kernel by the integration over a scalar at the cost of introducing an additional scalar product in the numerator. It is useful to rewrite the additional scalar products introduced in the numerator as inverse powers of scalar propagators. We have, for example,

$$
\begin{equation*}
\frac{k \cdot p}{k^{2}(k+p)^{2}}=\frac{1}{2} \frac{(k+p)^{2}}{k^{2}(k+p)^{2}}-\frac{1}{2} \frac{k^{2}}{k^{2}(k+p)^{2}}-\frac{1}{2} \frac{p^{2}}{k^{2}(k+p)^{2}} . \tag{5.5}
\end{equation*}
$$

Then we can write all Feynman integrals as linear combinations of integrals of the form

$$
\begin{align*}
\mathcal{I}\left(a_{1}, \ldots, a_{n}\right) & \equiv \int \frac{\mathrm{d}^{d} k_{1}}{\pi^{d / 2}} \ldots \frac{\mathrm{~d}^{d} k_{m}}{\pi^{d / 2}} \frac{1}{D_{1}^{a_{1}} \ldots D_{n}^{a_{n}}} \\
& \equiv \int \frac{\mathrm{~d}^{d} k_{1}}{\pi^{d / 2}} \cdots \frac{\mathrm{~d}^{d} k_{m}}{\pi^{d / 2}} I\left(a_{1}, \ldots, a_{n}\right) \tag{5.6}
\end{align*}
$$

with $a_{i} \in \mathbb{Z}, D_{i}=\left(q_{i}^{2}-m_{i}^{2}\right)$ and where the $q_{i}$ are linear combinations of loop momenta $k_{i}$ and external momenta $p_{i}$.

When performing these integrals we can use the fact that integrals over surface terms vanish 112 . This allows us to relate different integrals of the form (5.6) using integration by parts (IBP) and setting integrals over surface terms to zero. For the integral $\mathcal{I}\left(a_{1}, a_{2}\right)$ with $D_{1}=k^{2}$ and $D_{2}=(k+p)^{2}$ for example, we find

$$
\begin{align*}
0 & =\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}} \partial^{\mu} k_{\mu} I\left(a_{1}, a_{2}\right)  \tag{5.7}\\
& =\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}} d I\left(a_{1}, a_{2}\right)-2 a_{1} k^{2} I\left(a_{1}+1, a_{2}\right)-2 a_{2} k \cdot(k+p) I\left(a_{1}, a_{2}\right) \\
& =\left(d-2 a_{1}-a_{2}\right) \mathcal{I}\left(a_{1}, a_{2}\right)+a_{2} p^{2} \mathcal{I}\left(a_{1}, a_{2}+1\right)-a_{1} \mathcal{I}\left(a_{1}-1, a_{2}+1\right)
\end{align*}
$$

and

$$
\begin{align*}
0 & =\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}} \partial^{\mu} p_{\mu} I\left(a_{1}, a_{2}\right) \\
& =\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}}-2 a_{1} k \cdot p I\left(a_{1}+1, a_{2}\right)-2 a_{2} p \cdot(k+p) I\left(a_{1}, a_{2}\right)  \tag{5.8}\\
& =a_{1} p^{2} \mathcal{I}\left(a_{1}+1, a_{2}\right)-a_{2} p^{2} \mathcal{I}\left(a_{1}, a_{2}+1\right)+\left(a_{1}-a_{2}\right) \mathcal{I}\left(a_{1}, a_{2}\right) \\
& -a_{1} \mathcal{I}\left(a_{1}+1, a_{2}-1\right)+a_{2} \mathcal{I}\left(a_{1}-1, a_{2}+1\right),
\end{align*}
$$

where in the last lines we have expressed the appearing scalar products as denominators. The differential $\partial^{\mu}=\partial / \partial k_{\mu}$ in the previous equations acts on the loop momentum $k$ and we have $\partial^{\mu} k_{\mu}=d$. These so-called IBP relations can be used to express the appearing integrals in terms of a set of basis integrals, or master integrals, which greatly reduces the number of integrals that need to be computed, often by orders of magnitude. In this case, for example, it is possible to reduce all integrals $\mathcal{I}\left(a_{1}, a_{2}\right)$ to a single master integral $\mathcal{I}(1,1)$ [113].

Note that the scalar propagators of the original integral are not always enough to capture all possible scalar products among external momenta and loop momenta and it is often necessary to introduce additional factors $D_{i}$ to form a basis. These additional factors will, however, only appear in the numerator, and only these cases must be considered when computing IBP relations. It is then enough to find a basis of master integrals for an integral family $\mathcal{I}\left(a_{1}, \ldots, a_{n}\right)$ with the restriction that $a_{i}<0$ for $i \geq k$ for some $k$.

Having found a basis of master integrals, we can find further relations among integrals by taking derivatives with respect to external quantities. Take, for example, the massive bubble integral family

$$
\begin{equation*}
\mathcal{I}\left(a_{1}, a_{2}\right)=\int \frac{\mathrm{d}^{d} k}{\pi^{d / 2}} \frac{1}{\left(k^{2}-m^{2}\right)^{a_{1}}\left((k+p)^{2}-m^{2}\right)^{a_{2}}} \tag{5.9}
\end{equation*}
$$

and let $\mathcal{I}\left(b_{1}, b_{2}\right)$ be a master integral. Taking the derivative of this integral with respect to $m^{2}$, we find

$$
\begin{equation*}
\partial_{m^{2}} \mathcal{I}\left(b_{1}, b_{2}\right)=b_{1} \mathcal{I}\left(b_{1}+1, b_{2}\right)+b_{2} \mathcal{I}\left(b_{1}, b_{2}+1\right) . \tag{5.10}
\end{equation*}
$$

The integrals appearing on the r.h.s. generally aren't master integrals themselves, but they are still members of the same integral family and we can rewrite them in terms of master integrals. Doing this for all master integrals of the family, we find a closed linear system of differential equations that can be written as a matrix $A$ multiplying the vector $J$ containing all master integrals 32,114 117,

$$
\begin{equation*}
\partial_{m^{2}} J=A J \tag{5.11}
\end{equation*}
$$



Figure 5.1: The two-loop sunrise graph with equal masses.

These differential equations can be used to solve master integrals and can further reduce the number of master integrals that need to be computed through direct integration.

### 5.1.2 The Sunrise Graph

In this section we will consider the sunrise graph and the family of Feynman integrals connected to it. The sunrise- and banana graph are the simplest Feynman graphs that can be drawn at two- or three loops respectively. The computation of the sunrise graph can be performed in an almost identical way as the computation of the banana graph and as such it makes sense to get accustomed to the calculation by considering this simpler example.

## The Sunrise Family

The sunrise integral with all equal masses is the simplest example of a Feynman diagram that requires the introduction of elliptic integrals and this fact has been known for many years already [118, 119]. Consequently, the sunrise integral has been studied many times, and has been computed analytically in terms of many classes of functions generalizing elliptic integrals and multiple polylogarithms $35,36,45,120-125$. As we will see in the following sections, some of these classes of functions are also suited to express the banana integral. For the remainder of this section we will review the sunrise integral family and the functions used to express its solution. These results are well-known and detailed reviews can be found in the literature (cf. e.g. ref. 120,122 ) so we will be brief in their description.

We will compute the Feynman integrals associated with the two-loop equalmass sunrise graph depicted in fig. 5.1, i.e. solutions to all Feynman diagrams corresponding to the combination of scalar propagators given by the sunrise graph, raised to arbitrary powers. The corresponding integral family is given by

$$
\begin{align*}
& S_{a_{1}, \ldots, a_{5}}\left(s, m^{2} ; d\right) \\
& \quad=\int \mathfrak{D}^{d} \ell_{1} \mathfrak{D}^{d} \ell_{2} \frac{\left(\ell_{1} \cdot p\right)^{a_{4}}\left(\ell_{2} \cdot p\right)^{a_{5}}}{\left[\ell_{1}^{2}-m^{2}\right]^{a_{1}}\left[\ell_{2}^{2}-m^{2}\right]^{a_{2}}\left[\left(\ell_{1}-\ell_{2}\right)^{2}-m^{2}\right]^{a_{3}}} \tag{5.12}
\end{align*}
$$

with $s=-p^{2}$ and where we normalize the integration as

$$
\begin{equation*}
\int \mathfrak{D}^{d} \ell=\frac{1}{\Gamma\left(2-\frac{d}{2}\right)} \int \frac{\mathrm{d}^{d} \ell}{i \pi^{d / 2}} \tag{5.13}
\end{equation*}
$$

The scalar products appearing in the numerator are those we needed to add to the propagators of the sunrise graph in order to capture all appearing scalar products from IBP relations.

The sunrise integral family can be solved in terms of three master integrals, one of which is the tadpole integral $S_{1,1,0,0,0}\left(s, m^{2} ; 2-2 \epsilon\right)$. The remaining two master integrals obey a coupled system of differential equations and following ref. 122 we choose our master integrals to be

$$
\begin{align*}
\mathcal{S}_{1}(\epsilon ; t)= & s_{1}(t ; 2-2 \epsilon), \\
\mathcal{S}_{2}(\epsilon ; t)= & {\left[\frac{1}{3}\left(t^{2}-6 t+21\right)-12 \epsilon(t-1)\right] s_{1}(t ; 2-2 \epsilon) }  \tag{5.14}\\
& +2(t-1)(t-9) s_{2}(t ; 2-2 \epsilon),
\end{align*}
$$

where

$$
\begin{align*}
& s_{1}(t ; 2-2 \epsilon)=S_{1,1,1,0,0}\left(s, m^{2} ; 2-2 \epsilon\right)  \tag{5.15}\\
& s_{2}(t ; 2-2 \epsilon)=S_{2,1,1,0,0}\left(s, m^{2} ; 2-2 \epsilon\right)
\end{align*}
$$

In order to reduce the number of scales in our computation, we defined the dimensionless ratio $t=s / m^{2}$ and will express all results in terms of $t$. We will also set $m=1$ to simplify the computation even further. The dependence on the mass of the solution can later be recovered by dimensional analysis. The master integrals defined in eq. (5.14) fulfil the differential equation 122

$$
\begin{equation*}
\partial_{t}\binom{\mathcal{S}_{1}(\epsilon ; t)}{\mathcal{S}_{2}(\epsilon ; t)}=(B(t)-2 \epsilon D(t))\binom{\mathcal{S}_{1}(\epsilon ; t)}{\mathcal{S}_{2}(\epsilon ; t)}+\binom{0}{-4}, \tag{5.16}
\end{equation*}
$$

where $B(t)$ and $D(t)$ are $2 \times 2$ matrices. In the following we are interested in finding a solution of the differential equation (5.16) in $d=2$ dimensions. Since
the two master integrals defined in eq. 5.14) are finite and the matrices $B(t)$ and $D(t)$ are independent of $\epsilon$ we can compute the solution to the differential equation in $d=2$ dimensions by setting $\epsilon \rightarrow 0$ in eq. 5.16. The matrix $B(t)$ is given by

$$
B(t)=\left(\begin{array}{cc}
\frac{3+14 t-t^{2}}{2 t(t-1)(t-9)} & \frac{-3}{2 t(t-1)(t-9)}  \tag{5.17}\\
\frac{(t+3)\left(3+75 t-15 t^{2}+t^{3}\right)}{6 t(t-1)(t-9)} & \frac{t^{2}-14 t-3}{2 t(t-1)(t-9)}
\end{array}\right) .
$$

We can solve this differential equation in two steps. First, we try to find the fundamental solution matrix $\mathcal{W}_{S}(t)$ to the homogeneous differential equation, i.e. a $2 \times 2$ matrix whose columns form a basis to the solution space of the differential equation, $\partial_{t} \mathcal{W}_{S}(t)=B(t) \mathcal{W}_{S}(t)$. Then we try to find a vector $\left(T_{1}(t), T_{2}(t)\right)^{\top}$ such that $\left(\mathcal{S}_{1}(t), \mathcal{S}_{2}(t)\right)^{\top}=\mathcal{W}_{S}(t)\left(T_{1}(t), T_{2}(t)\right)^{\boldsymbol{\top}}$ solves the inhomogeneous differential equation. It is easy to see that this vector must obey the differential equation

$$
\begin{equation*}
\partial_{t}\binom{T_{1}(t)}{T_{2}(t)}=\mathcal{W}_{S}(t)^{-1}\binom{0}{-4} \tag{5.18}
\end{equation*}
$$

The explicit solution $\mathcal{W}_{S}(t)$ of the homogeneous differential equation can be found in ref. 120,122 . Before we get to the solution, let us note that it is possible to rewrite the homogeneous system of differential equations as a second order differential equation fulfilled by the first row of $\mathcal{W}_{S}(t)$. The corresponding differential equation was derived in 120 and reads

$$
\begin{equation*}
\mathcal{L}_{t}^{(2)} \Psi_{i}(t)=0 \tag{5.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{t}^{(2)}=\partial_{t}^{2}+\left(\frac{1}{t-1}+\frac{1}{t}+\frac{1}{t-9}\right) \partial_{t}+\frac{1}{12(t-9)}+\frac{1}{4(t-1)}-\frac{1}{3 t} \tag{5.20}
\end{equation*}
$$

This differential equation can be solved in terms of complete elliptic integrals of the first kind,

$$
\begin{equation*}
\mathrm{K}(\lambda)=\int_{0}^{1} \frac{\mathrm{~d} t}{\sqrt{\left(1-t^{2}\right)\left(1-\lambda t^{2}\right)}} \tag{5.21}
\end{equation*}
$$

and the solution space of this differential equation is spanned by the functions

$$
\begin{align*}
& \Psi_{1}(t)=\frac{4}{\left[(3-\sqrt{t})(1+\sqrt{t})^{3}\right]^{1 / 2}} \mathrm{~K}\left(\frac{t_{14}(t) t_{23}(t)}{t_{13}(t) t_{24}(t)}\right)  \tag{5.22}\\
& \Psi_{2}(t)=\frac{4 i}{\left[(3-\sqrt{t})(1+\sqrt{t})^{3}\right]^{1 / 2}} \mathrm{~K}\left(\frac{t_{12}(t) t_{34}(t)}{t_{13}(t) t_{24}(t)}\right)
\end{align*}
$$

where $t_{i j}(t)=t_{i}(t)-t_{j}(t)$ and where

$$
\begin{equation*}
t_{1}(t)=-4, \quad t_{2}(t)=-(1+\sqrt{t})^{2}, \quad t_{3}(t)=-(1-\sqrt{t})^{2}, \quad t_{4}(t)=0 \tag{5.23}
\end{equation*}
$$

The functions $\Psi_{1}(t)$ and $\Psi_{2}(t)$ are related to the maximal cut of the master integral $S_{1,1,1,0,0}\left(s, m^{2} ; 2\right) \quad 120$ and are real-valued for $0<t<1$.

## The Elliptic Curve Associated to the Sunrise Graph

The appearance of the complete elliptic integral K in the solution of the sunrise integral suggests that the geometry underlying the integral is somehow associated to an elliptic curve, and indeed, the sunrise integral has been computed in terms of eMPLs defined on an elliptic curve in ref. [126. Loosely speaking, an elliptic curve can be defined as the solutions $(x, y)$ of the polynomial equation $y^{2}=\left(x-a_{1}\right) \cdots\left(x-a_{4}\right)$ where the $a_{i}$ are complex constants. In the case of the sunrise integral, this elliptic curve is given by $a_{i}=t_{i}(t)$ where the $t_{i}(t)$ are given in eq. (5.23). Alternatively we can characterize the elliptic curve as a torus defined by the modular parameter (c.f. sec. 2.3)

$$
\begin{equation*}
\tau=\frac{\Psi_{2}(t)}{\Psi_{1}(t)}, \tag{5.24}
\end{equation*}
$$

where the functions $\Psi_{i}(t)$ are the solutions to the homogeneous differential equation given in eq. 5.22 ).

The relation between $t$ and $\tau$ can be inverted (127], and we find

$$
\begin{equation*}
t(\tau)=9 \frac{\eta(\tau)^{4} \eta(6 \tau)^{8}}{\eta(2 \tau)^{8} \eta(3 \tau)^{4}} \tag{5.25}
\end{equation*}
$$

where $\eta(\tau)$ denotes the Dedekind $\eta$-function,

$$
\begin{equation*}
\eta(\tau)=q^{1 / 24} \prod_{n=1}^{\infty}\left(1-q^{n}\right), \quad q=e^{2 \pi i \tau} \tag{5.26}
\end{equation*}
$$

The function $t(\tau)$ is invariant under modular transformations for $\Gamma_{1}(6)$,

$$
t\left(\frac{a \tau+b}{c \tau+d}\right)=t(\tau), \quad\left(\begin{array}{ll}
a & b  \tag{5.27}\\
c & d
\end{array}\right) \in \Gamma_{1}(6) .
$$

We see that the elliptic curves underlying the sunrise integral family are closely related to the congruence subgroup $\Gamma_{1}(6)$ (or $\Gamma_{1}(12)$, depending on whether the curve is defined through the Feynman parameter integral or its maximal cut) 35,45.

Further, one can show that the function

$$
\begin{equation*}
f_{1,0}(\tau) \equiv \Psi_{1}(t(\tau)) \tag{5.28}
\end{equation*}
$$

is a modular form of weight one (c.f. sec. 2.4) for $\Gamma_{1}(6)$ 45, 128]. As we have mentioned before, the space $\mathcal{M}_{k}(\Gamma)$ of modular forms of weight $k$ for a congruence subspace $\Gamma$ is finite-dimensional. A basis that is well-suited for the computation of the sunrise- and banana integral families was introduced in ref. 128] and we will now introduce that basis of the congruence subgroup $\Gamma_{1}(6)$.
Since $f_{1,0}(\tau)$ is a modular form of weight 1 , all powers $f_{1,0}(\tau)^{n}$ will define a modular form of weight $n$. Further, since $t(\tau)$ is invariant under $\Gamma_{1}(6)$, multiplying a modular form by any (rational) function of $t(\tau)$ will preserve its modular properties under transformations in $\Gamma_{1}(6)$. Requiring that modular forms are holomorphic everywhere restricts the possible functions of $t(\tau)$ to polynomials. From the behaviour of $\Psi_{1}(t)$ for $t \rightarrow \infty$ we can further limit the maximal degree of the polynomial [128] and we find that a basis for $\mathcal{M}_{n}\left(\Gamma_{1}(6)\right)$ is given by

$$
\begin{equation*}
f_{n, p}(\tau)=\Psi_{1}(t(\tau))^{n} t(\tau)^{p}, \quad 0 \leq p \leq n \tag{5.29}
\end{equation*}
$$

including $f_{0,0}(\tau)=1$.
This basis is particularly well-suited for the computation of the sunrise- and banana integrals as we will demonstrate in the remainder of this section.

## The Sunrise Integral and Modular Forms for $\Gamma_{1}(6)$

We have seen in a previous section that the homogeneous solution of the differential equation for the master integrals of the sunrise graph is given by the functions $\Psi_{1}(t)$ and $\Psi_{2}(t)$. In order to solve the inhomogeneous system, we need to find functions $T_{1}$ and $T_{2}$ such that equation (5.18) is fulfilled. Plugging in the fundamental solution matrix $\mathcal{W}_{S}(t)$, we find

$$
\begin{equation*}
\partial_{t}\binom{T_{1}(t)}{T_{2}(t)}=-4\binom{-\Psi_{2}(t)}{\Psi_{1}(t)} . \tag{5.30}
\end{equation*}
$$

Using the relation 5.25, we can rewrite this as a differential equation in the modular parameter $\tau$. The Jacobian for this change of variables can be easily computed using eq. (5.24) and

$$
\begin{align*}
\operatorname{det}\left(\begin{array}{cc}
\Psi_{1}(t) & \Psi_{2}(t) \\
\partial_{t} \Psi_{1}(t) & \partial_{t} \Psi_{2}(t)
\end{array}\right) & =\Psi_{1}(t) \partial_{t} \Psi_{2}(t)-\Psi_{2}(t) \partial_{t} \Psi_{1}(t)  \tag{5.31}\\
& =-\frac{6 \pi i}{t(t-1)(t-9)}
\end{align*}
$$

which ultimately yields

$$
\begin{equation*}
\mathrm{d} \tau=-\frac{6 \pi i \mathrm{~d} t}{t(t-1)(t-9) \Psi_{1}(t)^{2}} . \tag{5.32}
\end{equation*}
$$

Changing variables from $t$ to $\tau$ in equation (5.30),

$$
\begin{equation*}
\partial_{\tau}=-\frac{1}{6 \pi i} t(\tau)(t(\tau)-1)(t(\tau)-9) \Psi_{1}(t(\tau))^{2} \partial_{t} \tag{5.33}
\end{equation*}
$$

we can already guess that the functions $T_{i}(t)$ can be computed in terms of iterated integrals of the modular forms defined in eq. 55.29. In section 2.4 we have introduced the notion of iterated integrals of modular forms and have reviewed some of their basic properties. Let us now quickly fix the notation for iterated integrals over the modular forms defined in 5.29. We define

$$
I_{S}\left(\begin{array}{c}
n_{1} \ldots n_{k}  \tag{5.34}\\
p_{1} \ldots p_{k}
\end{array} ; \tau\right) \equiv I\left(f_{n_{1}, p_{1}}, \ldots, f_{n_{k}, p_{k}} ; \tau\right),
$$

where $I\left(f_{i_{1}}, \ldots, f_{i_{k}} ; \tau\right)$ is the iterated integral over modular forms $f_{i_{j}}$ with canonical basepoint $\tau_{0}=i \infty$ defined in eq. 2.141) and where the $f_{n, p}$ correspond to the basis defined in equation (5.29). Note that the modular forms $f_{n, p}$ are normalized such that their Fourier coefficients are proportional to $\pi^{n}$. This allows us to define the weight of an iterated integral of modular forms $I_{S}\left(\begin{array}{lll}n_{1} & \ldots \\ p_{1} & \ldots & n_{k} \\ p_{k}\end{array} ; \tau\right)$ as $\sum_{a=1}^{k} n_{a}$.

Using this notation, it is straight-forward to compute the functions $T_{i}(t)$ and we get, starting from equation (5.30),

$$
\begin{align*}
\partial_{\tau}\binom{T_{1}(t(\tau))}{T_{2}(t(\tau))} & =\frac{1}{24 \pi^{2}} t(\tau)(t(\tau)-1)(t(\tau)-9) \Psi_{1}(t(\tau))^{2}\binom{-\Psi_{2}(t)}{\Psi_{1}(t)} \\
& =\frac{1}{24 \pi^{2}}\left(f_{3,1}(\tau)-10 f_{3,2}(\tau)+9 f_{3,3}(\tau)\right)\binom{-\tau}{1}  \tag{5.35}\\
& =\frac{1}{24 \pi^{2}}\left(f_{3,1}(\tau)-10 f_{3,2}(\tau)+9 f_{3,3}(\tau)\right)\binom{-I_{S}\left(\begin{array}{c}
0 \\
0
\end{array} \tau\right)}{1}
\end{align*}
$$

where we used that

$$
\tau=\int_{i \infty}^{\tau} \mathrm{d} \tau^{\prime} f_{0,0}\left(\tau^{\prime}\right)=I_{S}\left(\begin{array}{l}
0  \tag{5.36}\\
0
\end{array} ; \tau\right) .
$$

The initial condition for the differential equation have been computed in ref. 122 for $t \rightarrow 0$, which corresponds to $\tau \rightarrow i \infty$, and we have

$$
\begin{align*}
& T_{1}(t)=\frac{\mathrm{Cl}_{2}\left(\frac{\pi}{3}\right)}{2 \pi}+\mathcal{O}(t),  \tag{5.37}\\
& T_{2}(t)=\mathcal{O}(t)
\end{align*}
$$



Figure 5.2: The three-loop equal-mass banana graph.
where

$$
\begin{equation*}
\mathrm{Cl}_{2}(x)=\frac{i}{2}\left(\operatorname{Li}_{2}\left(e^{-i x}\right)-\operatorname{Li}_{2}\left(e^{i x}\right)\right) \tag{5.38}
\end{equation*}
$$

is the so-called Clausen function. Finally, this yields

$$
\begin{align*}
& T_{1}(t(\tau))=\frac{\mathrm{Cl}_{2}\left(\frac{\pi}{3}\right)}{2 \pi}-\frac{1}{24 \pi^{2}}\left[I_{S}\left(\begin{array}{cc}
3 & 0 \\
1 & 0
\end{array} ; \tau\right)-10 I_{S}\left(\begin{array}{cc}
3 & 0 \\
2 & 0
\end{array} \tau\right)+9 I_{S}\left(\begin{array}{cc}
3 & 0
\end{array} 0_{0} ; \tau\right)\right]  \tag{5.39}\\
& T_{2}(t(\tau))=\frac{1}{24 \pi^{2}}\left[I_{S}\left(\begin{array}{l}
3 \\
1
\end{array} ; \tau\right)-10 I_{S}\left(\begin{array}{l}
3 \\
2
\end{array} ; \tau\right)+9 I_{S}\left(\begin{array}{l}
3 \\
3
\end{array} ; \tau\right)\right] .
\end{align*}
$$

We have seen how to compute solutions to a family of Feynman integrals by finding a basis of master integrals and how to compute these master integrals using differential equations. In particular, after analysing the elliptic curve underlying the integral and defining a suitable basis of modular forms, the computation of the inhomogeneous solution of the differential equation could be performed straight-forwardly in terms of iterated integrals of modular forms. In the next section we will consider the banana graph and compute the associated integrals in a similar fashion.

### 5.2 The Banana Graph

### 5.2.1 The Banana Family

In this section, we will compute the Feynman integrals associated with the three-loop equal-mass banana graph depicted in fig. 5.2. The corresponding
family of Feynman integrals is given by

$$
\begin{align*}
& I_{a_{1}, \ldots, a_{9}}\left(s, m^{2} ; d\right)=\int \prod_{i=1}^{3} \mathfrak{D}^{d} k_{i}  \tag{5.40}\\
& \quad \times \frac{\left(k_{3}^{2}\right)^{a_{5}}\left(k_{1} \cdot p\right)^{a_{6}}\left(k_{2} \cdot p\right)^{a_{7}}\left(k_{3} \cdot p\right)^{a_{8}}\left(k_{1} \cdot \ell_{2}\right)^{a_{9}}}{\left[k_{1}^{2}-m^{2}\right]^{a_{1}}\left[k_{2}-m^{2}\right]^{a_{2}}\left[\left(k_{1}-\ell_{3}\right)^{2}-m^{2}\right]^{a_{3}}\left[\left(k_{2}-k_{3}-p\right)^{2}-m^{2}\right]^{a_{4}}},
\end{align*}
$$

with $a_{i} \in \mathbb{N}$ and $s=-p^{2}$. The scalar products appearing in the numerator are those we needed to add to the propagators of the banana graph in order to capture all appearing scalar products from IBP relations.

Let us quickly motivate why we are considering exactly this family of integrals. At every loop order $\ell$, the simplest graph we can draw is the one connecting two vertices with $\ell+1$ lines. For this reason, the so-called sunrise integral, the corresponding two-loop version of the banana graph, has been studied extensively and has been computed in various ways, both in the equal-mass case as well as the case where all masses are different. The sunrise graph is also the simplest elliptic Feynman integral and has been expressed in terms of virtually any description of elliptic integrals literature has to offer. A natural extension of this to three loops is to consider the banana graph. For arbitrary masses, the geometry of the integral can be very complicated and it is not easy to determine the function space containing the solved integral. In the equal-mass case, however, we will see that the underlying hypersurface of the integral is related to the hypersurface underlying the sunrise integral, which allows us to find a solution to the integral in terms of the elliptic integrals appearing in the sunrise case.

In order to reduce the number of parameters, we will again express all integrals as functions of the dimensionless ratio

$$
\begin{equation*}
x=\frac{4 m^{2}}{s}, \tag{5.41}
\end{equation*}
$$

and set $m=1$. As before, the dependence on the mass $m$ of the integral can the be restored by analysing the mass-dimensions of each term.

Using integration by parts identities, we find that the class of integrals described in eq. 5.40 has four master integrals, namely a coupled system of three integrals,

$$
\begin{align*}
& \mathcal{I}_{1}(\epsilon ; x)=(1+2 \epsilon)(1+3 \epsilon) I_{1,1,1,1,0,0,0,0,0}(4 x, 1 ; 2-2 \epsilon),  \tag{5.42}\\
& \mathcal{I}_{2}(\epsilon ; x)=(1+2 \epsilon) I_{2,1,1,1,0,0,0,0,0}(4 x, 1 ; 2-2 \epsilon),  \tag{5.43}\\
& \mathcal{I}_{3}(\epsilon ; x)=I_{2,2,1,1,0,0,0,0,0}(4 x, 1 ; 2-2 \epsilon), \tag{5.44}
\end{align*}
$$

as well as the integral

$$
\begin{equation*}
\mathcal{I}_{0}(\epsilon ; x)=I_{2,2,2,0,0,0,0,0,0}(4 x, 1 ; 2-2 \epsilon)=1 \tag{5.45}
\end{equation*}
$$

From simple power-counting of loop momenta $k_{i}$ in the denominator, we see that the master integrals 5.42 can diverge for large momenta in $d=4$ dimensions, and we will therefore compute them in $d=2-2 \epsilon$ dimensions. The coefficients of the Laurent series in $\epsilon$ in $d=2-2 \epsilon$ dimensions can then be related to the Laurent expansion in $d=4-2 \epsilon$ dimensions through dimensional shift identities 129134 . In fact, in order to obtain the correct result of the master integrals in $d=4-2 \epsilon$ dimensions up to order $\mathcal{O}\left(\epsilon^{0}\right)$, it is sufficient to compute the integrals in $d=2-2 \epsilon$ dimensions up to the same order in $\epsilon$.

### 5.2.2 The Coupled System of Differential Equations

As we have already mentioned above, the three integrals in equation 5.42 form a coupled system of differential equations. Taking a derivative with respect to the parameter $x$ and rewriting the resulting integrals in terms of master integrals, we find that the integrals $\mathcal{I}_{1}, \mathcal{I}_{2}, \mathcal{I}_{3}$ fulfil the differential equation 135

$$
\partial_{x}\left(\begin{array}{l}
\mathcal{I}_{1}(\epsilon ; x)  \tag{5.46}\\
\mathcal{I}_{2}(\epsilon ; x) \\
\mathcal{I}_{3}(\epsilon ; x)
\end{array}\right)=[B(x)+\epsilon D(x)]\left(\begin{array}{l}
\mathcal{I}_{1}(\epsilon ; x) \\
\mathcal{I}_{2}(\epsilon ; x) \\
\mathcal{I}_{3}(\epsilon ; x)
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
\frac{1}{2(1-4 x)}
\end{array}\right),
$$

where the matrices $B(x)$ and $D(x)$ are given by

$$
\begin{align*}
& B(x)=\left(\begin{array}{ccc}
\frac{1}{x} & \frac{4}{x} & 0 \\
\frac{1}{4(1-x)} & \frac{1}{x}+\frac{2}{1-x} & \frac{3}{x}+\frac{3}{1-x} \\
\frac{1}{8(1-4 x)}-\frac{1}{8(1-x)} & \frac{3}{2(1-4 x)}-\frac{1}{1-x} & \frac{1}{x}+\frac{6}{1-4 x}-\frac{3}{2(1-x)}
\end{array}\right),  \tag{5.47}\\
& D(x)=\left(\begin{array}{ccc}
\frac{3}{x} & \frac{12}{x} & 0 \\
\frac{1}{1-x} & \frac{2}{x}+\frac{6}{1-x} & \frac{6}{x}+\frac{6}{1-x} \\
\frac{1}{2(1-4 x)}-\frac{1}{2(1-x)} & \frac{9}{2(1-4 x)}-\frac{3}{1-x} & \frac{1}{x}+\frac{12}{1-4 x}-\frac{3}{1-x}
\end{array}\right) . \tag{5.48}
\end{align*}
$$

Since the integrals $\mathcal{I}_{i}$ are finite in $d=2$ dimensions and we are only interested in the results up to $\mathcal{O}\left(\epsilon^{0}\right)$, we can set $\epsilon=0$ and simplify the problem to the differential equation

$$
\partial_{x}\left(\begin{array}{l}
\mathcal{I}_{1}(x)  \tag{5.49}\\
\mathcal{I}_{2}(x) \\
\mathcal{I}_{3}(x)
\end{array}\right)=B(x)\left(\begin{array}{l}
\mathcal{I}_{1}(x) \\
\mathcal{I}_{2}(x) \\
\mathcal{I}_{3}(x)
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
-\frac{1}{2(1-4 x)}
\end{array}\right) .
$$

As we have done for the sunrise integral, we will solve this differential equation in two steps. First, we will consider the homogeneous differential equation

$$
\partial_{x}\left(\begin{array}{l}
\mathcal{J}_{1}(x)  \tag{5.50}\\
\mathcal{J}_{2}(x) \\
\mathcal{J}_{3}(x)
\end{array}\right)=B(x)\left(\begin{array}{c}
\mathcal{J}_{1}(x) \\
\mathcal{J}_{2}(x) \\
\mathcal{J}_{3}(x)
\end{array}\right)
$$

and find its fundamental solution matrix $\mathcal{W}(x)$. Then we will compute a vector $\left(M_{1}(x), M_{2}(x), M_{3}(x)\right)^{\top}$ such that

$$
\left(\begin{array}{l}
\mathcal{I}_{1}(x)  \tag{5.51}\\
\mathcal{I}_{2}(x) \\
\mathcal{I}_{3}(x)
\end{array}\right)=\mathcal{W}(x)\left(\begin{array}{l}
M_{1}(x) \\
M_{2}(x) \\
M_{3}(x)
\end{array}\right)
$$

solves the inhomogeneous differential equation 5.49. Plugging eq. 5.51 into both sides of eq. 5.49 we see that

$$
\partial_{x}\left(\begin{array}{l}
M_{1}(x)  \tag{5.52}\\
M_{2}(x) \\
M_{3}(x)
\end{array}\right)=\mathcal{W}^{-1}(x)\left(\begin{array}{c}
0 \\
0 \\
\frac{1}{2(1-4 x)}
\end{array}\right),
$$

which we will use to compute $\left(M_{1}(x), M_{2}(x), M_{3}(x)\right)^{\top}$. In the remainder of this section we will construct the fundamental solution matrix $\mathcal{W}(x)$ for the equal-mass banana graph.

### 5.2.3 The Fundamental Solution Matrix

It is generally a very demanding task to compute the fundamental solution matrix of a system of differential equations. Considering the differential equation for the banana graph, we are in luck, as there is a rather elegant way to obtain the fundamental solution matrix [135,136, which we will review in the remainder of this section.

Let us explicitly label the different entries of the fundamental solution matrix as

$$
\mathcal{W}(x)=\left(\begin{array}{lll}
H_{1}(x) & J_{1}(x) & I_{1}(x)  \tag{5.53}\\
H_{2}(x) & J_{2}(x) & I_{2}(x) \\
H_{3}(x) & J_{3}(x) & I_{3}(x)
\end{array}\right) .
$$

Then we can rewrite the system of first-order differential equations 5.50 as a single third-order differential equation

$$
\begin{equation*}
\mathcal{L}_{x}^{(3)} H_{1}(x)=\mathcal{L}_{x}^{(3)} J_{1}(x)=\mathcal{L}_{x}^{(3)} I_{1}(x)=0 \tag{5.54}
\end{equation*}
$$

that each element of the first row of $\mathcal{W}(x)$ must fulfil, and where we rewrote

$$
\begin{align*}
& H_{2}(x)=\frac{1}{4}\left(x \partial_{x}-1\right) H_{1}(x) \\
& H_{3}(x)=\frac{1}{12}\left(x^{2}(1-x) \partial_{x}^{2}-x(1+x) \partial_{x}+1\right) H_{1}(x) \tag{5.55}
\end{align*}
$$

and equivalently for $J_{i}$ and $I_{i}$. The differential operator $\mathcal{L}_{x}^{(3)}$ is given by 135 136

$$
\begin{equation*}
\mathcal{L}_{x}^{(3)}=\partial_{x}^{3}+\frac{3(8 x-5)}{2(x-1)(4 x-1)} \partial_{x}^{2}+\frac{4 x^{2}-2 x+1}{(x-1)(4 x-1) x^{2}} \partial_{x}+\frac{1}{x^{3}(4 x-1)} . \tag{5.56}
\end{equation*}
$$

Given a solution for $H_{1}$ of the differential equation 5.54, we can easily compute $H_{2}$ and $H_{3}$ from equation 5.55). This might seem like a step in the wrong direction since there is no known algorithm to compute the solution of a generic third-order differential equation, it is however possible to write the differential operator $\mathcal{L}_{x}^{(3)}$ as the symmetric square of the second-order differential operator 137

$$
\begin{equation*}
\mathcal{L}_{x}^{(2)}=\partial_{x}^{2}+\frac{8 x-5}{2(x-1)(4 x-1)} \partial_{x}-\frac{2 x-1}{4 x^{2}(x-1)(4 x-1)} . \tag{5.57}
\end{equation*}
$$

For this work it is sufficient to think of the symmetric square of a differential operator $\mathcal{L}$ as a higher-order differential operator that can be constructed from $\mathcal{L}$ such that its solutions are given as products of the solutions of $\mathcal{L}$. The operator $\mathcal{L}_{x}^{(2)}$ given in eq. 5.57) is very closely related to the operator $\mathcal{L}_{t}^{(2)}$ we have seen in the previous section, allowing us to rewrite the functions in eq. 5.53 in terms of the functions 5.22 . Upon defining

$$
\begin{equation*}
x(t)=\frac{-4 t}{(t-1)(t-9)}, \tag{5.58}
\end{equation*}
$$

we have

$$
\begin{align*}
H_{1}(x(t)) & =-\frac{1}{3} t \Psi_{1}(t)^{2} \\
J_{1}(x(t)) & =\frac{i}{3} t \Psi_{1}(t)\left(\Psi_{1}(t)+\Psi_{2}(t)\right)  \tag{5.59}\\
I_{1}(x(t)) & =\frac{1}{3} t\left(\Psi_{1}(t)+\Psi_{2}(t)\right)\left(\Psi_{1}(t)+3 \Psi_{2}(t)\right)
\end{align*}
$$

As expected, the solutions of $\mathcal{L}_{x}^{(3)}$ can be cast as sums of products of the solutions of $\mathcal{L}_{t}^{(2)}$.

We have seen that we can express the homogeneous solutions of the banana graph in terms of the homogeneous solutions of the sunrise graph. This begs the
question whether the functions spaces of the inhomogeneous solutions to the two integral families are as closely related as well. The solutions to the sunrise graph have previously been expressed in terms of elliptic polylogarithms 35 36, $123,126,138$ as well as iterated integrals of modular forms 45,52 and similar observations were made for the banana graph. More precisely it was shown in ref. 136 that the solution of the banana graph corresponds to elliptic trilogarithms and that it is closely related to integrals of modular forms relevant for the two-loop sunrise integral. In the remainder of this chapter we will make these observations manifest by computing the inhomogeneous solutions $M_{i}(x)$ in $d=2$ dimensions in terms of these functions.

From the solutions defined in equation 5.59 we can obtain explicit representations of the remaining entries of the fundamental solution matrix $\mathcal{W}(x)$ through the relations given in equation 5.55. These solutions require us to take derivatives of the complete elliptic integral of the first kind $K$, which gives rise to the complete elliptic integral of the second kind,

$$
\begin{equation*}
\mathrm{E}(\lambda)=\int_{0}^{1} \mathrm{~d} t \sqrt{\frac{1-\lambda t^{2}}{1-t^{2}}} \tag{5.60}
\end{equation*}
$$

Explicit results for all entries of the fundamental solution matrix can be found in ref. 135.

From the previous analysis we can conclude that the functions $M_{i}(x)$ in eq. 5.52 can be expressed as integrals over products of complete elliptic integrals and this computation has been considered in 135. We would nevertheless like to have a uniform description of the functions $M_{i}(x)$ and the functions in $\mathcal{W}(x)$ in terms of an appropriate class of functions. This is exactly the goal of this chapter. In the following section we will compute the inhomogeneous solution to the banana integral first in terms of the iterated integrals of modular forms we have introduced for the sunrise integral as we as in terms of the elliptic multiple polylogarithms that have been used to compute the sunrise integral 126 .

### 5.3 The Equal-Mass Banana Graph and Modular Forms for $\Gamma_{1}(6)$

In the previous sections we have demonstrated how to use a suitable basis of iterated integrals of modular forms to compute the sunrise integral family. In this section we will show that the same class of functions is equally well-suited for the computation of the master integrals of the equal-mass banana graph in $d=2$ dimensions. We start by relating the fundamental solution matrix $\mathcal{W}(x)$
to modular forms for $\Gamma_{1}(6)$ after which we will compute the missing functions $M_{i}(x)$ explicitly in terms of the iterated integrals of modular forms for $\Gamma_{1}(6)$ introduced in the previous section.
In eq. 5.59 we have expressed the first entries of the fundamental solution matrix $\mathcal{W}(x)$ in terms of the periods $\Psi_{1}$ and $\Psi_{2}$ of the elliptic curve underlying the equal-mass sunrise integral. Using the definition of the modular forms $f_{n, p}$ in eq. (5.29) as well as eq. (5.24), we can easily rewrite eq. (5.59) as

$$
\begin{align*}
H_{1}(x(\tau)) & =-\frac{1}{3} f_{2,1}(\tau) \\
J_{1}(x(\tau)) & =\frac{i}{3} f_{2,1}(\tau)(1+\tau)  \tag{5.61}\\
I_{1}(x(\tau)) & =\frac{1}{3} f_{2,1}(\tau)(1+\tau)(1+3 \tau)
\end{align*}
$$

where $x(\tau)$ can be obtained from equations (5.58) and 5.25,

$$
\begin{equation*}
x(\tau)=-4\left(\frac{\eta(2 \tau) \eta(6 \tau)}{\eta(\tau) \eta(3 \tau)}\right)^{6} \tag{5.62}
\end{equation*}
$$

We see that all first entries of $\mathcal{W}(x(\tau))$ are proportional to the modular form $f_{2,1}$ and that $J_{1}$ and $I_{1}$ are multiplied by polynomials in $\tau$ of degree 1 and 2 respectively. The other entries of $\mathcal{W}$ also involve derivatives of $\Psi_{1}$ and $\Psi_{2}$ and can therefore not easily be rewritten in terms of modular forms for $\Gamma_{1}(6)$ and $\tau$ alone. After computing the inverse of $\mathcal{W}$ and inserting it into the differential equation for the $M_{i}$ in equation 5.61, we find that all appearances of derivatives of $\Psi_{i}$ cancel out after using eq. $\sqrt{5.31}$, and we find

$$
\begin{align*}
& \partial_{\tau}\left(\begin{array}{l}
M_{1}(x(\tau)) \\
M_{2}(x(\tau)) \\
M_{3}(x(\tau))
\end{array}\right)  \tag{5.63}\\
& \quad=\frac{f_{4,4}(\tau)-10 f_{4,3}(\tau)+90 f_{4,1}(\tau)-81 f_{4,0}(\tau)}{18 i \pi^{3}}\left(\begin{array}{c}
3(1+\tau)^{2} \\
-2 i(2+3 \tau) \\
-1
\end{array}\right) \\
& \quad=\frac{f_{4,4}(\tau)-10 f_{4,3}(\tau)+90 f_{4,1}(\tau)-81 f_{4,0}(\tau)}{18 i \pi^{3}}\left(\begin{array}{c}
3\left(1+I_{S}\left(\begin{array}{c}
0 \\
0
\end{array} ; \tau\right)\right)^{2} \\
-2 i\left(2+3 I_{S}\left(\begin{array}{l}
0 \\
0
\end{array} ; \tau\right)\right) \\
-1
\end{array}\right),
\end{align*}
$$

where we have used that the Jacobian for changing variables from $x$ to $\tau$, is given by

$$
\begin{equation*}
\partial_{\tau}=-\frac{2 t(\tau)\left(t(\tau)^{2}-9\right)}{3 \pi i(t(\tau)-1)(t(\tau)-9)} \Psi_{1}(t(\tau))^{2} \partial_{x} \tag{5.64}
\end{equation*}
$$

Given the boundary conditions for $\tau \rightarrow i \infty$, or equivalently, for $x \rightarrow 0$, we can easily solve this differential equation in terms of the iterated integrals of modular forms $I_{S}$ using direct integration. The boundary conditions can be extracted from the original Feynman integrals using Feynman parametrization by extracting the $\mathcal{O}\left(x^{0}\right)$ component and can be found in ref. 5]. While the computation is straight-forward, it is also very technical and we refer the reader to that paper for a detailed computation. The boundary terms are given by

$$
\begin{align*}
& \mathcal{I}_{1}(x)=x \log (-x / 4)^{3}-4 x \zeta_{3}+\mathcal{O}\left(x^{2}\right) \\
& \mathcal{I}_{2}(x)=\frac{3}{4} x \log (-x / 4)^{2}+\mathcal{O}\left(x^{2}\right)  \tag{5.65}\\
& \mathcal{I}_{3}(x)=\frac{1}{2} x \log (-x / 4)+\mathcal{O}\left(x^{2}\right)
\end{align*}
$$

Then the result for the master integrals of the equal-mass banana integral family in $d=2$ dimensions is given by

$$
\begin{align*}
& M_{1}(x(\tau))=-\frac{4 \zeta_{3}}{\pi^{2}}-\frac{i}{6 \pi^{3}}\left[81 I_{S}\left({ }_{0}^{4} ; \tau\right)-90 I_{S}\left({ }_{1}^{4} ; \tau\right)+10 I_{S}\left({ }_{3}^{4} ; \tau\right)-I_{S}\left({ }_{4}^{4} ; \tau\right)\right. \\
& +162 I_{S}\left(\begin{array}{cc}
4 & 0 \\
0 & 0
\end{array} ; \tau\right)-180 I_{S}\left(\begin{array}{cc}
4 & 0 \\
1 & 0
\end{array} ; \tau\right)+20 I_{S}\left(\begin{array}{ll}
4 & 0 \\
3 & 0
\end{array} ; \tau\right)-2 I_{S}\left(\begin{array}{ll}
4 & 0 \\
4 & 0
\end{array} ; \tau\right)  \tag{5.66}\\
& \left.\left.\left.+162 I_{S}\left(\begin{array}{ccc}
4 & 0 & 0 \\
0 & 0 & 0
\end{array} \tau\right)-180 I_{S}\left(\begin{array}{ccc}
4 & 0 & 0 \\
1 & 0 & 0
\end{array} ; \tau\right)+20 I_{S}\left(\begin{array}{ccc}
4 & 0 & 0 \\
3 & 0 & 0
\end{array}\right] \tau\right)-2 I_{S}\left(\begin{array}{ccc}
4 & 0 & 0 \\
4 & 0 & 0
\end{array}\right] \tau\right)\right] \text {, } \\
& M_{2}(x(\tau))=-\frac{1}{9 \pi^{3}}\left[162 I_{S}\left({ }_{0}^{4} ; \tau\right)-180 I_{S}\left({ }_{1}^{4} ; \tau\right)+20 I_{S}\left({ }_{3}^{4} ; \tau\right)-2 I_{S}\left({ }_{4}^{4} ; \tau\right)\right. \\
& \left.+243 I_{S}\left(\begin{array}{ll}
4 & 0 \\
0 & 0
\end{array} ; \tau\right)-270 I_{S}\left(\begin{array}{ll}
4 & 0 \\
1 & 0
\end{array} \sigma\right)+30 I_{S}\left(\begin{array}{ll}
4 & 0 \\
3 & 0
\end{array} ; \tau\right)-3 I_{S}\left(\begin{array}{ll}
4 & 0 \\
4 & 0
\end{array} ; \tau\right)\right],  \tag{5.67}\\
& M_{3}(x(\tau))=  \tag{5.68}\\
& \frac{i}{18 \pi^{3}}\left[-81 I_{S}\left(\begin{array}{l}
4 \\
0
\end{array} ; \tau\right)+90 I_{S}\left(\begin{array}{l}
4 \\
1
\end{array} ; \tau\right)-10 I_{S}\left(\frac{4}{3} ; \tau\right)+I_{S}\left(\begin{array}{l}
4 \\
4
\end{array} ; \tau\right)\right] .
\end{align*}
$$

At this point we have successfully computed the inhomogeneous solution to the differential equation encoding the master integrals of the banana integral family in terms of iterated integrals of modular forms. The result however does not seem to have any particularly nice structure. Following ref. 38, however, it should be possible to write the solution in terms of combinations of iterated integrals of uniform length by splitting the fundamental solution matrix $\mathcal{W}$ into the product of a semisimple matrix $S$ and a unipotent matrix $U$,

$$
\begin{equation*}
\mathcal{W}=S U . \tag{5.69}
\end{equation*}
$$

Such a decomposition can be found in ref. 5 and we have

$$
\begin{align*}
U & =\left(\begin{array}{ccc}
1 & -\frac{\left.i \Psi_{1}(t)+\Psi_{2}(t)\right)}{\Psi_{1}(t)} & -\frac{\left(\Psi_{1}(t)+\Psi_{2}(t)\right)\left(\Psi_{1}(t)+3 \Psi_{2}(t)\right)}{\left.\Psi_{1}(t)\right)^{2}} \\
0 & 1 & -\frac{2 i\left(2 \Psi_{1}(t)+3 \Psi_{2}(t)\right)}{\Psi_{1}(t)} \\
0 & 0 & 1
\end{array}\right)  \tag{5.70}\\
& =\left(\begin{array}{ccc}
1 & -i(\tau+1) & -(\tau+1)(3 \tau+1) \\
0 & 1 & -2 i(3 \tau+2) \\
0 & 0 & 1
\end{array}\right) . \tag{5.71}
\end{align*}
$$

The semisimple matrix $S$ is a rational function of the $\Psi_{i}$, their derivatives and explicit factors of $t$ and does not contribute to the analysis done in this paper. Since the matrix is very complicated and does not serve any particular purpose for us, we are not showing it in this work explicitly. Then we can rotate the vector $\left(M_{1}, M_{2}, M_{3}\right)^{\top}$ using the matrix $U$ to define

$$
\left(\begin{array}{l}
\tilde{M}_{1}  \tag{5.72}\\
\tilde{M}_{2} \\
\tilde{M}_{3}
\end{array}\right) \equiv U^{-1}\left(\begin{array}{l}
M_{1} \\
M_{2} \\
M_{3}
\end{array}\right)
$$

and we have

$$
\begin{align*}
& \tilde{M}_{1}=-\frac{4 \zeta_{3}}{\pi^{2}}-\frac{i}{3 \pi^{3}}\left(81 I_{S}\left(\begin{array}{ccc}
0 & 0 & 4 \\
0 & 0 & 0
\end{array} ; \tau\right)-90 I_{S}\left(\begin{array}{lll}
0 & 0 & 4 \\
0 & 0 & 1
\end{array} ; \tau\right)\right. \\
& \left.+10 I_{S}\left(\begin{array}{lll}
0 & 0 & 4 \\
0 & 0 & 3
\end{array} ; \tau\right)-I_{S}\left(\begin{array}{lll}
0 & 0 & 4 \\
0 & 0 & 4
\end{array} ; \tau\right)\right) \\
& \tilde{M}_{2}=\frac{1}{3 \pi^{3}}\left(81 I_{S}\left(\begin{array}{ll}
0 & 4 \\
0 & 0
\end{array} ; \tau\right)-90 I_{S}\left(\begin{array}{ll}
0 & 4 \\
0 & 1
\end{array} ; \tau\right)+10 I_{S}\left(\begin{array}{ll}
0 & 4 \\
0 & 3
\end{array} ; \tau\right)-I_{S}\left(\begin{array}{ll}
0 & 4 \\
0 & 4
\end{array} ; \tau\right)\right) \\
& \tilde{M}_{3}=\frac{i}{18 \pi^{3}}\left(81 I_{S}\left(\begin{array}{c}
4 \\
0
\end{array} ; \tau\right)-90 I_{S}\left({ }_{1}^{4} ; \tau\right)+10 I_{S}\left({ }_{3}^{4} ; \tau\right)-I_{S}\left(\frac{4}{4} ; \tau\right)\right) \tag{5.73}
\end{align*}
$$

As expected, the solutions $\tilde{M}_{i}$ are all of uniform length $4-i$ and of weight 4 . Let us further note that the structure of the individual solutions is very similar. Up to a global prefactor, the three solutions differ only by removing or adding integrations over the modular form $f_{0,0}=1$ and are therefore derivatives of each other with respect to $\tau$.

### 5.3.1 The Banana Integral and eMPLs

We have seen that the banana integral can be computed in terms of the same iterated integrals of modular forms as the sunrise integral. In the literature, the sunrise integral has also been computed in terms of elliptic multiple polylogarithms, so it is an obvious question if this can be achieved for the banana integral as well. Note that this is not a trivial question. While all eMPLs on the torus evaluated at rational points can be written as iterated integrals of
modular forms (c.f. sec. 2.4), the inverse is not generally true. In this section we will show that the banana integral can indeed be cast as a linear combination of the eMPLs defined on the torus associated to the sunrise integral. Since the homogeneous solution $\mathcal{W}(x)$ can be obtained from the homogeneous solutions of the sunrise integral, and since the sunrise integral has already been computed in terms of eMPLs [126, all that is left to show is that we can express the functions $M_{i}$ in terms of eMPLs.

In section 2.4 we have seen how we can rewrite any elliptic multiple polylogarithm evaluated at rational points in terms of iterated integrals of modular forms by recursively reconstructing the corresponding function from its coaction. There we have also seen that a natural basis of modular forms for this endeavour is given by the Eisenstein forms $h_{N, r, s}^{(n)}$ defined in eq. 2.152. We will therefore start by rewriting the solution in eq. 5.73) in terms of iterated integrals of these modular forms. This can easily be done by finding the change of basis between the $f_{n, p}$ and the $h_{N, r, s}^{(n)}$. Then the transformation of the iterated integrals of modular forms follows directly from linearity of the integral,

$$
\begin{equation*}
I\left(\ldots, f_{1}+f_{2}, \ldots, \tau\right)=I\left(\ldots, f_{1}, \ldots, \tau\right)+I\left(\ldots, f_{2}, \ldots, \tau\right) \tag{5.74}
\end{equation*}
$$

Since all modular forms naturally have a $q$-expansion, we can find the change of basis by writing an ansatz for each basis element in terms of the second basis, expanding all modular forms to high orders and solving the resulting linear system. Note that all appearing modular forms in eq. 5.73) are of weight 4, so we only have to find a change of basis for the modular forms of weight $n=4$. In ref. 52] a basis of Eisenstein forms of weight 4 for $\Gamma_{1}(6)$ has been computed which is given by

$$
\begin{align*}
& b_{1}=h_{6,0,1}^{(4)}+h_{6,1,1}^{(4)}+h_{6,2,1}^{(4)}+h_{6,3,1}^{(4)}+h_{6,4,1}^{(4)}+h_{6,5,1}^{(4)} \\
& b_{2}=h_{6,1,2}^{(4)}+h_{6,3,2}^{(4)}+h_{6,5,2}^{(4)}  \tag{5.75}\\
& b_{3}=h_{6,1,0}^{(4)} \\
& b_{4}=h_{6,1,3}^{(4)}+h_{6,4,3}^{(4)} .
\end{align*}
$$

After performing the change of basis we find 5

$$
\begin{aligned}
& -\frac{4 \zeta_{3}}{\pi^{2}},
\end{aligned}
$$

$$
\begin{aligned}
& -7 I\left({ }_{1}^{4} 3 \underset{3}{6} ; \tau\right)+21 I\left({ }_{2}^{4} \underset{1}{6} ; \tau\right)+21 I\left({ }_{3}^{4} \underset{1}{6} ; \tau\right)+3 I\left({ }_{3}^{4} \underset{2}{6} ; \tau\right) \\
& \left.+21 I\left({ }_{4}^{4}{ }_{1}^{6} ; \tau\right)-7 I\left({ }_{4}^{4}{ }_{4}^{6} ; \tau\right)+21 I\left({ }_{4}^{4} \underset{5}{6} ; \tau\right)+3 I\left({ }_{5}^{4} \underset{2}{6} ; \tau\right)\right) \text {. }
\end{aligned}
$$

To rewrite this result in terms of eMPLs, we write a suitable Ansatz in terms of eMPLs $\tilde{\Gamma}$ evaluated at rational points, compute the corresponding expression in terms of iterated integrals of Eisenstein series and match the Ansatz with equation (5.76). In particular, we have computed all well defined $\tilde{\Gamma}$ of the form

$$
\tilde{\Gamma} \underbrace{\left(\begin{array}{l}
0, \ldots, 0  \tag{5.77}\\
0, \ldots, 0 \\
3-k \\
z_{1}
\end{array} ; z_{0}, \tau\right)}_{k-\text { times }}
$$

with $z_{i}=r_{i} / 6+s_{i} / N \tau$ for $r_{i}, s_{i} \in\{0, \ldots, 5\}$ in terms of iterated integrals of Eisenstein series. After forming a suitable Ansatz for each of the $\tilde{M}_{i}$ we have found that they can indeed be cast as linear combinations of eMPLs. One such solution is given in appendix $H$.

## Conclusion and Outlook

## Conclusion

In this thesis we have demonstrated that the computation of scattering amplitudes can be facilitated by first analysing the underlying geometry of the problem and identifying the classed of functions they can be composed of. In particular, we have performed state of the art computations of scattering amplitudes both in the multi-Regge limit as well as in general kinematics.

We have started with the multi-Regge limit of $\mathcal{N}=4$ supersymmetric YangMills theory which served as a testing ground for our endeavour. In this limit, scattering amplitudes can be cast to all orders as a Fourier-Mellin transform of a combination of only three building blocks. We have used the mathematical properties of the Fourier-Mellin transform to develop an alternative way to perform computations in MRK. Instead of evaluating the Fourier-Mellin integral at every loop order, we computed higher-order results recursively from lower-order amplitudes. This allows us to both reuse the results we compute as well as to circumvent the tedious evaluation of Fourier-Mellin integrals by performing convolutions. We have shown that scattering amplitudes in this kinematical limit are single-valued polylogarithmic functions of the transverse external momenta and we were able to use this information to further reduce the complexity of the necessary computations. Due to the single-valuedness of the amplitude and good knowledge of the functional properties of polylogarithms we could evaluate the convolution integrals relating scattering amplitudes at different orders as a sum of residues. With this framework, it was possible to compute scattering amplitudes in the multi-Regge limit of $\mathcal{N}=4$ SYM up to five loops and for up to nine external particles. We were further able to
prove that at every loop order, MHV scattering amplitudes in this limit for any number of external particles can be written as sums of a finite number of building-blocks. This finding, together with the convolution-framework allows us to compute virtually any scattering amplitude in the multi-Regge limit of $\mathcal{N}=4$ SYM.

Next, we have extended the framework we have developed for the computation of scattering amplitudes in MRK to theories realised in nature. We have considered the BFKL ladder for dijet production in the forward scattering limit of QCD. This quantity can also be cast as a Fourier-Mellin transform to LLA and NLLA and therefore made a perfect candidate for us to test the framework we had previously developed in a more realistic setting and we found that the functional dependence on the transverse momenta is again captured by a class of single-valued polylogarithms. As a result, we were able to apply the same convolution-based computational framework to compute the BFKL ladder both at LLA and at NLLA and we were able to get results up to five-loop order. We were also able to generalize this computation to Yang-Mills theories with arbitrary matter content. This allowed us to investigate the transcendental properties of the BFKL ladder as a function of the matter content of the theory and we have identified four theories whose BFKL ladder was maximally transcendental.

Finally, we considered a family of Feynman integrals in general kinematics. More precisely, we considered the family of Feynman integrals corresponding to the equal-mass three-loop banana graph. In the case of generic masses, the geometry underlying these Feynman integrals is rather complicated and the resulting function-space of these integrals has not been well-studied. Luckily, in the equal-mass case, this geometry is closely related to the elliptic curve underlying the corresponding two-loop sunrise integrals. The function space of sunrise integrals has been studied for many years and is well-understood. We have used this understanding of the function space to compute the master integrals of the equal-mass banana family in terms of the functions arising from the sunrise integrals. We have defined a basis of modular forms that is well-suited for the computation of the banana integrals and were able to compute the solutions to the inhomogeneous differential equations among the master integrals analytically. To highlight the connection of the underlying geometry to the elliptic curve encountered for the sunrise integrals, we have then rewritten this result in terms of the elliptic multiple polylogarithms that have previously been defined for the sunrise integral.

## Outlook

There are a few natural extensions of the work performed in this thesis. The recursive computation of scattering amplitudes in the multi-Regge limit of $\mathcal{N}=4$ SYM using the convolution formalism constitutes a very systematic way to perform computations in this theory. Consequently, it should be possible to publish the code we have developed for the computation of these scattering amplitudes in the form of a Mathematica package that automatically computes all necessary perturbative coefficients of a certain logarithmic accuracy, loop order and helicity configuration. Further, it would be interesting to see if scattering amplitudes in the multi-Regge limit can generally be expressed in terms of multiple polylogarithms. Many classes of Feynman graphs are known to evaluate to MPLs to all orders, and it would be interesting to see if these classes of Feynman graphs naturally arise when approaching the multi-Regge limit on a diagrammatic level.

In general kinematics, we can extend the analysis we have performed for the equal-mass banana graph. It appears that the banana integral with three different masses and one massless propagator can similarly be cast as an integral over an elliptic curve. This suggests that it should be possible to compute this integral using the same classes of functions we have considered in this work.
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## De Rham Periods and Symbols

In this chapter we will elaborate on the connection between the de Rham periods appearing in eq. 2.115 and words of one-forms, closely following the description in 52 .

Let

$$
\begin{equation*}
I=\left(\int_{\gamma} \omega_{1}, \ldots, \int_{\gamma} \omega_{k}\right)^{\top} \tag{A.1}
\end{equation*}
$$

be a vector of master integrals, i.e. integrals that form a complete and independent set with respect to IBP relations, and let $I$ satisfy the linear, first order differential equation

$$
\begin{equation*}
\mathrm{d} I=A I \quad \text { with } \quad A \equiv \sum_{i} A_{i} \xi_{i}, \tag{A.2}
\end{equation*}
$$

where the $\xi_{i}$ are differential one-forms and $A_{i} \in \mathbb{Q}^{k \times k}$. Let us also assume without loss of generality that all $\xi_{i}$ are independent. Let us further assume that the differential equation A.2 has a non-trivial solution and hence $\mathrm{d} A=A \wedge A$. If the matrix $A$ is nilpotent, then we call the family of integrals A.1 and the differential equation A.2 unipotent. In that case, we can find a basis such that the matrix $A$ is strictly upper triangular and the differential equation has a trivial homogeneous part, which is consistent with the differential of eMPLs in eq. 2.105. Let us now assume that the integrals in the vector $I$ are such a basis. Then we can associate a symbol to a pair of differential forms $\left[\omega_{i}, \omega_{j}\right]$ as follows.

Consider the matrix

$$
\begin{equation*}
T_{A}=1+[A]^{R}+[A \mid A]^{R}+[A|A| A]^{R}+\ldots \tag{A.3}
\end{equation*}
$$

where the concatenation of matrices $A$ corresponds to the ordinary matrix multiplication with concatenation of one-forms and where $R$ reverses words of one-forms

$$
\begin{equation*}
\left[\xi_{i_{1}}|\ldots| \xi_{i_{k}}\right]^{R}=\left[\xi_{i_{k}}|\ldots| \xi_{i_{1}}\right] . \tag{A.4}
\end{equation*}
$$

Since the matrix $A$ is nilpotent, only finitely many of the terms appearing in eq. A.3 are non-zero. Furthermore, the matrix $T_{A}$ is independent of the choice of contour $\gamma$ defining the integrals in $I$. Then we define the symbol corresponding to a pair of differential forms $\left[\omega_{i}, \omega_{j}\right]$ as the corresponding matrix element of $T_{A}$,

$$
\begin{equation*}
\mathscr{S}\left(\left[\omega_{i}, \omega_{j}\right]\right) \equiv\left\langle\omega_{i}\right| T_{A}\left|\omega_{j}\right\rangle=\left(T_{A}\right)_{j i} . \tag{A.5}
\end{equation*}
$$

Let us illustrate this definition with a simple example. Consider the vector

$$
\begin{equation*}
I=\left(\int_{\gamma} \omega_{1}, \int_{\gamma} \omega_{2}, \int_{\gamma} \omega_{3}\right)^{\top}=\left(\int_{\gamma}\left[\xi_{1} \mid \xi_{0}\right], \int_{\gamma}\left[\xi_{1}\right], 1\right)^{\top} \tag{A.6}
\end{equation*}
$$

for some contour $\gamma$ and where $1=\int_{\gamma}[]$ is the integral over an empty word. Then $I$ fulfils the differential equation A.2 with

$$
A=\left(\begin{array}{ccc}
0 & \xi_{0} & 0  \tag{A.7}\\
0 & 0 & \xi_{1} \\
0 & 0 & 0
\end{array}\right)
$$

and we have

$$
[A \mid A]^{R}=\left(\begin{array}{ccc}
0 & 0 & {\left[\xi_{1} \mid \xi_{0}\right]}  \tag{A.8}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad \text { and } \quad[A|A| A]^{R}=0
$$

and hence

$$
T_{A}=\left(\begin{array}{ccc}
1 & {\left[\xi_{0}\right]} & {\left[\xi_{1} \mid \xi_{0}\right]}  \tag{A.9}\\
0 & 1 & {\left[\xi_{1}\right]} \\
0 & 0 & 1
\end{array}\right)
$$

This gives us, for example, the symbol

$$
\begin{equation*}
\mathscr{S}\left(\left[\omega_{1}, \omega_{2}\right]\right)=\left[\xi_{0}\right] . \tag{A.10}
\end{equation*}
$$

In general, the matrix $T_{A}$ can be interpreted as the avatar of the fundamental solution of the differential equation A.2. More precisely, if $\gamma$ is a path with end points $x_{0}$ and $x$ and $I_{0} \equiv I\left(x_{0}\right)$ are initial conditions, then

$$
\begin{equation*}
I(x)=\int_{\gamma} T_{A} I_{0} \tag{A.11}
\end{equation*}
$$

A more extensive review of the properties of the symbol $\mathscr{S}$ and the matrix $T_{A}$ including a prove that it is indeed independent of the path $\gamma$ can be found in 52 .

## -

## MRK and the moduli space $\mathfrak{M}_{0, N-2}$

As we have mentionned in chapter 1 the possible divergences of gluon scattering amplitudes in $\mathcal{N}=4$ SYM are encoded in cluster algebras and a set of coordinates that can be used to express the kinematical dependence of these amplitudes is given by the cluster in fig. 1.4 . On the other hand, we have seen that scattering amplitudes in MRK in $\mathcal{N}=4 \mathrm{SYM}$ can be written in terms of the $n=N-2$ transverse dual coordinates $\mathbf{x}_{i} \in \mathbb{C P}^{1}$ and hence, the configuration space $\operatorname{Conf}_{n}\left(\mathbb{C P}^{1}\right)$. In this section we will show that the two sets of variables are compatible with each other. The configuration space $\operatorname{Conf}_{n}\left(\mathbb{C P}^{1}\right)$ containing the set of dual coordinates $\mathbf{x}_{i}$ is isomorphic to the space of genus zero curves with $n$ marked points,

$$
\begin{equation*}
\operatorname{Conf}_{n}\left(\mathbb{C P}^{1}\right) \simeq \mathfrak{M}_{0, n} \tag{B.1}
\end{equation*}
$$

Like the configuration space $\mathbb{C P}^{3}$, this space can also be endowed with a cluster algebra. Will will now show that the cluster algebra of scattering amplitudes in full kinematics reduces to a cluster algebra on $\mathfrak{M}_{0, n}$.

The multi-Regge limit of the cluster- $\mathcal{X}$ coordinates in 1.4 has previously been computed [1] and it was found that the middle row vanishes, effectively splitting
the cluster algebra in two,

$$
\begin{align*}
& \mathcal{X}_{1 j} \rightarrow \frac{\left(\overline{\mathbf{x}}_{2}-\overline{\mathbf{x}}_{j+2}\right)\left(\overline{\mathbf{x}}_{j+3}-\overline{\mathbf{x}}_{j+4}\right)}{\left(\overline{\mathbf{x}}_{2}-\overline{\mathbf{x}}_{j+4}\right)\left(\overline{\mathbf{x}}_{j+2}-\overline{\mathbf{x}}_{j+3}\right)}, \\
& \mathcal{X}_{2 j} \rightarrow 0,  \tag{B.2}\\
& \mathcal{X}_{3 j} \rightarrow \frac{\left(\mathbf{x}_{1}-\mathbf{x}_{j+1}\right)\left(\mathbf{x}_{j+2}-\mathbf{x}_{j+3}\right)}{\left(\mathbf{x}_{1}-\mathbf{x}_{j+3}\right)\left(\mathbf{x}_{j+1}-\mathbf{x}_{j+2}\right)} .
\end{align*}
$$

The remaining two rows are given by $N-5$ holomorphic or anti-holomorphic cross-ratios in $\mathbb{C P}^{1}$, respectively. As such, the two seperate clusters given by the $\mathcal{X}_{1 i}$ and $\mathcal{X}_{3 i}$ have the right size to be valid cluster algebras on $\operatorname{Conf}_{n}\left(\mathbb{C P}^{1}\right)$ and have the singularity structure of $\mathfrak{M}_{0, n}$, i.e. they diverge only when two points $\mathbf{x}_{i}=\mathbf{x}_{j}$ coincide.
The separation of the cluster algebra attached to $\operatorname{Conf}_{n}\left(\mathbb{C P}^{3}\right)$ according to eq. B. 2 allows us to draw some interesting conclusions for scattering amplitudes in MRK. The cluster algebras formed out of the $\mathcal{X}_{1 i}\left(\mathcal{X}_{3 i}\right)$ correspond to $A_{N-5}$ Dynkin diagrams and are therefore referred to as $A_{N-5}$ cluster algebras. Consequently, the cluster algebra associated to the scattering of $N$ particles in planar $\mathcal{N}=4 \mathrm{SYM}$ reduces to an $A_{N-5} \otimes A_{N-5}$ cluster algebra in the multi-Regge limit. It is remarkable that while the cluster algebra associated to general kinematics is infinite for $N \geq 8$, the $A_{N-5}$ cluster algebra is finite for any number $N$ [25, 28. Scattering amplitudes in MRK therefore must have a very restricted singularity structure. They must be iterated integrals with poles at most where the cluster coordinates (B.2) diverge, i.e. when $\mathbf{x}_{i}=\mathbf{x}_{j}$. Indeed, the only singularities scattering amplitudes in MRK can have are singularities associated to external gluons becoming soft $\mathbf{k}_{i} \rightarrow 0$ and hence $\mathbf{x}_{i} \rightarrow \mathbf{x}_{i+1}$. It was further shown that iterated integrals on $\mathfrak{M}_{0, n}$ can be written as multiple polylogarithms 88. Given that configurations in $\mathfrak{M}_{0, n}$ degenerate when two coordinates become equal, we can infer that scattering amplitudes in MRK in $\mathcal{N}=4$ SYM are iterated integrals over words of differential one-forms $d \log \left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)$ and their complex conjugates.

As we have just seen, the singularity structure of scattering amplitudes is not just constrained by the coordinates appearing in cluster algebras (i.e. $\mathbf{x}_{i} \rightarrow$ $\mathbf{x}_{j}$ ) but also from physical considerations (i.e. $\mathbf{x}_{i} \rightarrow \mathbf{x}_{i+1}$ ). We will now use physical restrictions on the amplitude to show that the coefficients of the large resummed logarithms of scattering amplitudes in the multi-Regge limit of planar $\mathcal{N}=4 \mathrm{SYM}$ are single-valued funtions of the transverse momenta. In massless theories, scattering amplitudes can only exhibit branch cuts when Mandelstam invariants vanish or diverge 139, which puts strong constraints on the first letter in the word of one-forms describing the iterated integral. From this first entry condition, combined with the integrability condition for words
of one-forms, it can be shown that branch points in the Mandelstam region $[p, q]$ are given by products of cross-ratios that tend to 0,1 or $\infty$. The first letter must therefore either take the form $\mathrm{d} \log U_{i j k l}$ or $\mathrm{d} \log \left(1-\prod_{i j k l} U_{i j k l}^{n_{i j k l}}\right)$.
Let us take a look at the $N(N-5) / 2$ multiplicatively independent cross-ratios

$$
\begin{align*}
u_{1 i}, u_{2 i}, u_{3 i}, & 1 \leq i \leq N-5 \\
U_{i j}=U_{i j+1 j i+1}, & 2 \leq i \leq j-4 \leq N-5 \tag{B.3}
\end{align*}
$$

defined in eqs. 1.29) and (1.28). While we already know the behaviour of the former when approaching the multi-Regge limit, the latter haven't been studied yet. From the multi-soft limit, we can see that these cross-ratios tend to 1 , and we define additional reduced cross-ratios

$$
\begin{equation*}
\tilde{U}_{i j} \equiv \frac{1-U_{i j}}{\prod_{k=i-1}^{j-4}\left(1-u_{1 k}\right)} \rightarrow\left|\frac{\mathbf{x}_{i}-\mathbf{x}_{j-1}}{\mathbf{x}_{i}-\mathbf{x}_{i+2}} \prod_{k=i+1}^{j-3} \frac{\mathbf{x}_{k}-\mathbf{x}_{k+1}}{\mathbf{x}_{k}-\mathbf{x}_{k+2}}\right|^{2} \tag{B.4}
\end{equation*}
$$

which remain finite in the multi-Regge limit. Since all $u_{1 k}$ in the denominator tend to 1 at the same speed, we can conclude that the $U_{i j}$ converge at different speeds.

Let us now take a look at entries of the form $\mathrm{d} \log U_{i j k l}$. These vanish for all cross-ratios $U \rightarrow 1$, and so the only interesting quantities are $\mathrm{d} \log u_{2 i}$ and $\mathrm{d} \log u_{3 i}$. Since all divergent quantities from taking the multi-Regge limit are resummed and we are interested in the finite coefficients of these large logarithms, we can replace the cross-ratios $u_{2 i}$ and $u_{3 i}$ by their reduced versions $\tilde{u}_{2 i}$ and $\tilde{u}_{3 i}$, which reduce to absolute squares of cross ratios.

Let us now turn to the entries of the form $\mathrm{d} \log \left(1-\prod_{i j k l} U_{i j k l}^{n_{i j k l}}\right)$, where it is sufficient to consider $U_{i j k l}$ from the set of multiplicatively independent crossratios B.3). If one of the cross ratios in the product vanishes in MRK, e.g. $\prod_{i j k l} U_{i j k l}^{n_{i j k l}}=u_{2 i}^{n} * U$, we have

$$
\mathrm{d} \log \left(1-u_{2 i}^{n} U\right) \rightarrow \begin{cases}n \mathrm{~d} \log u_{2 i}+\mathrm{d} \log U, & \text { if } n<0  \tag{B.5}\\ 0, & \text { if } n>0\end{cases}
$$

where all terms on the r.h.s. have already been covered. In the case where all of the factors tend to one we only need to keep the factor that converges the slowest. Then the one form $\mathrm{d} \log \left(1-\prod_{i j k l} U_{i j k l}^{n_{i j k l}}\right)$ converges, up to terms factoring into the large resummed logarithms, to a one-form including only squares of cross-ratios of $\mathbf{x}_{i}$ (c.f. (B.4)).

We have seen that the first entries of the words contributing to the perturbative expansion of scattering amplitudes in MRK are squares of absolute values of
cross-ratios in the $A_{N-5} \times A_{N-5}$ cluster algebra described before. Therefore, the branch-points of these functions are given by absolute values and the functions must be single-valued when seen as functions of the complex transverse coordinates $\mathbf{x}_{i}$. Given that iterated integrals on $\mathfrak{M}_{0, n}$ evaluate to multiple polylogarithms and since the holomorphic and anti-holomorphic cross ratios are part of two separate copies of the $A_{5}$ cluster algebra, we can further infer that they can be written in terms of the single-valued multiple polylogarithms introduced in 2.2.2. Note that this is in agreement with the findings in ref. 33, where the six-point remainder function was computed in terms of SVMPLs with singularities for $z \in\{0,1\}$.


## The BFKL Building Blocks

In this section we give the explicit forms of the BFKL building blocks appearing in the Fourier-Mellin representation of scattering amplitudes in the multi-Regge limit of $\mathcal{N}=4$ SYM through NLO. The impact factors can be found to all loop orders in ref. 82 and are given up to NLO by

$$
\begin{gather*}
\chi^{+}(\nu, n)=\frac{1}{\nu-\frac{i n}{2}}\left[1-\frac{a}{4}\left(E^{2}+\frac{3}{4} N^{2}-N V+\frac{\pi^{2}}{3}\right)+\mathcal{O}\left(a^{2}\right)\right],  \tag{C.1}\\
\chi^{-}(\nu, n)=\frac{1}{\nu+\frac{i n}{2}}\left[1-\frac{a}{4}\left(E^{2}+\frac{3}{4} N^{2}+N V+\frac{\pi^{2}}{3}\right)+\mathcal{O}\left(a^{2}\right)\right],  \tag{C.2}\\
-\omega(\nu, n)=a E-\frac{a^{2}}{4}\left(D^{2} E-2 V D E+4 \zeta_{2} E+12 \zeta_{3}\right)+\mathcal{O}\left(a^{3}\right) . \tag{C.3}
\end{gather*}
$$

The central emission block is given through NLO by 3

$$
\begin{align*}
& C^{+}\left(\nu_{1}, n_{1}, \nu_{2}, n_{2}\right)= \\
& \quad \frac{-\Gamma\left(1-i \nu_{1}-\frac{n_{1}}{2}\right) \Gamma\left(i \nu_{2}+\frac{n_{2}}{2}\right) \Gamma\left(i \nu_{1}-i \nu_{2}-\frac{n_{1}}{2}+\frac{n_{2}}{2}\right)}{\Gamma\left(1+i \nu_{1}-\frac{n_{1}}{2}\right) \Gamma\left(-i \nu_{2}+\frac{n_{2}}{2}\right) \Gamma\left(1-i \nu_{1}+i \nu_{2}-\frac{n_{1}}{2}+\frac{n_{2}}{2}\right)} \\
& \quad \times\left[1+a\left(\frac { 1 } { 2 } \left[D E_{1}-D E_{2}+E_{1} E_{2}+\frac{1}{4}\left(N_{1}+N_{2}\right)^{2}+V_{1} V_{2}\right.\right.\right.  \tag{C.4}\\
& \left.\quad+\left(V_{1}-V_{2}\right)\left(M-E_{1}-E_{2}\right)+2 \zeta_{2}+i \pi\left(V_{2}-V_{1}-E_{1}-E_{2}\right)\right] \\
& \left.\left.\quad-\frac{1}{4}\left(E_{1}^{2}+E_{2}^{2}+N_{1} V_{1}-N_{2} V_{2}\right)-\frac{3}{16}\left(N_{1}^{2}+N_{2}^{2}\right)-\zeta_{2}\right)+\mathcal{O}\left(a^{2}\right)\right] .
\end{align*}
$$

The elementary building blocks appearing in the corrections of the impact factors and central emission block are defined as

$$
\begin{align*}
E(\nu, n)=- & \frac{1}{2} \frac{|n|}{\nu^{2}+\frac{n^{2}}{4}}+\psi\left(1+i \nu+\frac{|n|}{2}\right) \\
& +\psi\left(1-i \nu+\frac{|n|}{2}\right)-2 \psi(1) \\
V(\nu, n)= & \frac{i \nu}{\nu^{2}+\frac{n^{2}}{4}}, \quad N(\nu, n)=\frac{n}{\nu^{2}+\frac{n^{2}}{4}}, \quad D_{\nu}=-i \partial / \partial \nu  \tag{C.5}\\
M\left(\nu_{1}, n_{1}, \nu_{2}, n_{2}\right)= & \psi\left(i\left(\nu_{1}-\nu_{2}\right)-\frac{n_{1}-n_{2}}{2}\right) \\
& +\psi\left(1-i\left(\nu_{1}-\nu_{2}\right)-\frac{n_{1}-n_{2}}{2}\right)-2 \psi(1)
\end{align*}
$$

## Soft Limits and the Contour of Integration

Due to the strong rapidity-ordering in MRK the external momenta are all wellseparated and hence there are no collinear singularities. All soft singularities are associated with one of the momenta $k_{i}, 1 \leq i \leq N-4$ going to zero. Letting $\mathbf{k}_{i} \rightarrow 0$ in eq. 3.16, we can determine the corresponding behaviour of the Fourier-Mellin coordinates, and we find:

1. If $\mathbf{k}_{1} \rightarrow 0, z_{1} \rightarrow 0$.
2. If $\mathbf{k}_{N-4} \rightarrow 0, z_{N-5} \rightarrow \infty$.
3. If $\mathbf{k}_{i} \rightarrow 0$, for $2 \leq i \leq N-5, z_{i} \rightarrow 0$ and $z_{i-1} \rightarrow \infty$, with $z_{i-1} z_{i}$ finite.

And equivalently, for simplicial MRK coordinates:

1. If $\mathbf{k}_{1} \rightarrow 0, \rho_{1} \rightarrow 0$.
2. If $\mathbf{k}_{N-4} \rightarrow 0, \rho_{N-5} \rightarrow \infty$.
3. If $\mathbf{k}_{i} \rightarrow 0$, for $2 \leq i \leq N-5, \rho_{i-1} \rightarrow \rho_{i}$.

Under soft limits, amplitudes with different numbers of particles are closely related, and the the ratio $\mathcal{R}_{N}$ reduces to the ratio $\mathcal{R}_{N-1}$. More precisely, we have, for $2 \leq i \leq N-5$,

$$
\begin{equation*}
\lim _{\mathbf{k}_{i} \rightarrow 0} \tilde{\mathcal{R}}_{N}=\tilde{\mathcal{R}}_{N-1}^{\{i\}} \tag{D.1}
\end{equation*}
$$

where we have introduced the shorthand

$$
\begin{equation*}
\tilde{\mathcal{R}}_{N} \equiv\left(\mathcal{R}_{h_{1} \ldots h_{N-4}} e^{\delta_{N}}\right)\binom{\tau_{1}, \ldots, \tau_{N-5}}{z_{1}, \ldots, z_{N-5}} \tag{D.2}
\end{equation*}
$$

and where the superscript in curly brackets encodes the kinematic dependence of the ratio $\tilde{\mathcal{R}}$ under soft limits,

$$
\begin{align*}
& \tilde{\mathcal{R}}_{N-1}^{\{1\}} \equiv\left|z_{1}\right|^{2 \pi i \Gamma}\left(\mathcal{R}_{h_{2} \ldots h_{N-4}} e^{i \delta_{N-1}}\right)\binom{\tau_{2}, \ldots, \tau_{N-5}}{z_{2}, \ldots, z_{N-5}},  \tag{D.3}\\
& \tilde{\mathcal{R}}_{N-1}^{\{i\}} \equiv\left(\mathcal{R}_{h_{1} \ldots \hat{h}_{i} \ldots h_{N-4}} e^{i \delta_{N-1}}\right)\binom{\tau_{1}, \ldots, \tau_{i-1} \tau_{i}, \ldots, \tau_{N-5}}{z_{1}, \ldots, z_{i-1} z_{i}, \ldots, z_{N-5}},  \tag{D.4}\\
& \tilde{\mathcal{R}}_{N-1}^{\{N-4\}} \equiv\left|z_{N-5}\right|^{-2 \pi i \Gamma}\left(\mathcal{R}_{h_{1} \ldots h_{N-5}} e^{i \delta_{N-1}}\right)\binom{\tau_{1}, \ldots, \tau_{N-6}}{z_{1}, \ldots, z_{N-6}} \tag{D.5}
\end{align*}
$$

From these relations we can also infer the correct contour of integration for the Fourier-Mellin transform (3.33) and we find that for $i \in\{2, \ldots, N-5\}$, the right hand side has poles at $\nu_{1}=\pi \Gamma-i 0^{+}, \nu_{i}=\nu_{i-1}+i 0^{+}$, and $\nu_{N-5}=-\pi \Gamma+i 0^{+}$ for $n_{1}=0, n_{i-1}=n_{i}$, and $n_{N-5}=0$ respectively, where $\Gamma$ was defined in eq. 3.32. This follows recursively in the number of external particles $N$, starting from the six-particle amplitude $3,4,6$.

## Appendix E

## Symmetries and Soft Limits of Perturbative Coefficients

In the previous sections we have reviewed the soft-limits and symmetries of the ratio $\tilde{\mathcal{R}}$. Expanding both sides of these limits in the coupling $a$ and in the large logarithms $\log \tau_{k}$, we can determine the behaviour of the perturbative coefficients $\tilde{g}$ and $\tilde{h}$ under soft limits and target-projectile symmetry. We will now give the behaviour of the perturbative coefficients at LLA and at NLLA under these limits. Under target-projectile symmetry, we have

$$
\begin{align*}
\tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) & =\tilde{g}_{-h_{1}, \ldots,-h_{N-4}}^{\left(\ell i_{1}, \ldots, i_{N-5}\right)}\left(\bar{z}_{1}, \ldots, \bar{z}_{N-5}\right) \\
& =\tilde{g}_{-h_{N-4}, \ldots,-h_{1}}^{\left(\ell ; i_{N-5}, \ldots, i_{1}\right)}\left(\frac{1}{z_{N-5}}, \ldots, \frac{1}{z_{1}}\right) . \tag{E.1}
\end{align*}
$$

and the same equation holds for $\tilde{h}$.
The behaviour of perturbative coefficients under soft limits is slightly more involved and we will consider the LLA and NLLA cases seperately. Since the terms $\left|z_{i}\right|^{ \pm 2 \pi i \Gamma}$ don't contain any large logarithms $\log \tau_{k}$, we will find contributions from these exponentials that contribute exclusively to the soft limits of perturbative coefficients where all $i_{j}=0$. It is therefore convenient to define

$$
\begin{equation*}
I=\sum_{j=1}^{N-5} i_{j} . \tag{E.2}
\end{equation*}
$$

Then the soft limits of LLA perturbative coefficients are

$$
\begin{align*}
& \lim _{k_{1} \rightarrow 0} \tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(I+1 ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) \\
& \quad=\delta_{i_{1} 0} \tilde{g}_{h_{2}, \ldots, h_{N-4}}^{\left(I+1 ; i_{2}, \ldots, i_{N-5}\right)}\left(z_{2}, \ldots, z_{N-5}\right)+\frac{\delta_{I 0}}{4} \mathcal{G}_{0}\left(z_{1}\right) \\
& \lim _{k_{l} \rightarrow 0} \tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(I+1 ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) \\
&  \tag{E.3}\\
& \quad=\tilde{g}_{h_{1}, \ldots, h_{j}, \ldots, h_{N-4}}^{\left(I+1 ; i_{1}, \ldots, i_{l-1}+i_{l}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots,-z_{l-1} z_{l}, \ldots, z_{N-5}\right) \\
& \lim _{k_{N-4} \rightarrow 0} \tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(I+1 ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) \\
& \\
& \quad=\delta_{i_{N-5} 0} \tilde{g}_{h_{1}, \ldots, h_{N-5}}^{\left(I+1 ; i_{1}, \ldots, i_{N-6}\right)}\left(z_{1}, \ldots, z_{N-6}\right)-\frac{\delta_{I 0}}{4} \mathcal{G}_{0}\left(z_{N-5}\right) .
\end{align*}
$$

At NLLA, we can similarly work out the behaviour of perturbative coefficients under soft limits. Similarly to the leading-logarithmic case, we find for the imaginary parts at NLLA

$$
\begin{align*}
& \lim _{k_{1} \rightarrow 0} \tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(I+2 ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) \\
& \quad=\delta_{i_{1} 0} \tilde{g}_{h_{2}, \ldots, h_{N-4}}^{\left(I+2 ; i_{2}, \ldots, i_{N-5}\right)}\left(z_{2}, \ldots, z_{N-5}\right)+\frac{\delta_{I 0}}{4} \mathcal{G}_{0}\left(z_{1}\right) \zeta_{2} \\
& \lim _{k_{l} \rightarrow 0} \tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(I+2 ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right)  \tag{E.4}\\
& \quad=\tilde{g}_{h_{1}, \ldots, h_{j}, \ldots, h_{N-4}}^{\left(I+2 ; i_{1}, \ldots, i_{l-1}+i_{l}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots,-z_{l-1} z_{l}, \ldots, z_{N-5}\right) \\
& \quad \begin{array}{l}
\lim _{k_{N-4} \rightarrow 0} \tilde{g}_{h_{1}, \ldots, h_{N-4}}^{\left(I+2 ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) \\
\quad=\delta_{i_{N-5} 0} \tilde{g}_{h_{1}, \ldots, h_{N-5}}^{\left(I+2 ; i_{1}, \ldots, i_{N-6}\right)}\left(z_{1}, \ldots, z_{N-6}\right)-\frac{\delta_{I 0}}{4} \mathcal{G}_{0}\left(z_{N-5}\right) \zeta_{2}
\end{array}
\end{align*}
$$

In addition to the contributions we have found for the imaginary parts $\tilde{g}$, the real parts $\tilde{h}$ also get contributions from the exponentials $\left|z_{i}\right|^{ \pm 2 \pi i \Gamma}$ when not all $i_{j}=0$. Expanding the r.h.s. of equation D.1 for $i \in\{1, N-4\}$, we also find contributions from lower order imaginary parts multiplying logarithms $\mathcal{G}_{0}\left(z_{i}\right)$.

More precisely, we find

$$
\begin{align*}
& \lim _{k_{1} \rightarrow 0} \tilde{h}_{h_{1}, \ldots, h_{N-4}}^{\left(I+2 ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) \\
&=\delta_{i_{1} 0} \tilde{h}_{h_{2}, \ldots, h_{N-4}}^{\left(I+2 ; i_{2}, \ldots, i_{N-5}\right)}\left(z_{2}, \ldots, z_{N-5}\right)+\frac{\delta_{I 0}}{32} \mathcal{G}_{0}\left(z_{1}\right)^{2} \\
&+\frac{\delta_{i_{1} 0}}{4} \mathcal{G}_{0}\left(z_{1}\right) \tilde{g}_{h_{2}, \ldots, h_{N-4}}^{\left(I+1 ; i_{2}, \ldots, i_{N-5}\right)}\left(z_{2}, \ldots, z_{N-5}\right), \\
& \lim _{k_{l} \rightarrow 0} \tilde{h}_{h_{1}, \ldots, h_{N-4}}^{\left(I+2 ; i_{1}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) \\
&=\tilde{h}_{h_{1}, \ldots, \hat{h}_{j}, \ldots, h_{N-4}}^{\left(I+2, i_{1}, \ldots, i_{l-1}+i_{l}, \ldots, i_{N-5}\right)}\left(z_{1}, \ldots,-z_{l-1} z_{l}, \ldots, z_{N-5}\right),  \tag{E.5}\\
& \lim _{k_{N-4} \rightarrow 0} \tilde{h}_{h_{1}, \ldots, h_{N-4}}^{\left(I+2 ;, i_{N-5}\right)}\left(z_{1}, \ldots, z_{N-5}\right) \\
&=\delta_{i_{N-5} 0} \tilde{h}_{h_{1}, \ldots, h_{N-5}}^{\left(I+2 ; i_{1}, \ldots, i_{N-6}\right)}\left(z_{1}, \ldots, z_{N-6}\right)+\frac{\delta_{I 0}}{32} \mathcal{G}_{0}\left(z_{N-5}\right)^{2} \\
&-\frac{\delta_{i_{N-5} 0}}{4} \mathcal{G}_{0}\left(z_{N-5}\right) \tilde{g}_{h_{1}, \ldots, h_{N-5}}^{\left(I+1 ; i_{1}, \ldots, i_{N-6}\right)}\left(z_{1}, \ldots, z_{N-6}\right) .
\end{align*}
$$

## Appendix

## Deforming the Contour of Integration

In order to regularize the pinched singularities encountered when approaching the weak coupling limit, we will now define a prescription to deform the contours of integration such that the contours will not get pinched for small values of the coupling. In particular, we will subtract the residues at $\square \nu_{1}=\pi \Gamma$, at $\nu_{2 i}=\nu_{2 i+1}, 1 \leq i \leq(N-6) / 2$ and, for odd $N$, at $\nu_{N-5}=-\pi \Gamma$.

To perform the contour deformations, it is helpful to introduce a different set of building blocks that behave nicely when taking residues at the relevant poles,

$$
\begin{align*}
\tilde{C}^{h}\left(\nu_{1}, n_{1}, \nu_{2}, n_{2}\right) & =\frac{C^{h}\left(\nu_{1}, n_{1}, \nu_{2}, n_{2}\right)}{\chi^{-}\left(\nu_{1}, n 1\right) \chi^{+}\left(\nu_{2}, n_{2}\right)},  \tag{F.1}\\
\tilde{\Phi}(\nu, n) & =\chi^{+}(\nu, n) \chi^{-}(\nu, n),  \tag{F.2}\\
I^{h}(\nu, n) & \equiv \frac{\chi^{h}(\nu, n)}{\chi^{+}(\nu, n)}=\left\{\begin{array}{ll}
1, & h=+ \\
H(\nu, n), & h=-
\end{array},\right. \tag{F.3}
\end{align*}
$$

where

$$
\begin{equation*}
H(\nu, n)=\frac{\chi^{-}(\nu, n)}{\chi^{+}(\nu, n)}, \tag{F.4}
\end{equation*}
$$

is the helicity flip kernel in Fourier-Mellin space known to all orders from 82 . Then the chain of impact factors and central emission blocks in the integrand

[^9]of eq. 3.30 reads
\[

$$
\begin{equation*}
\chi_{1}^{h_{1}}\left[\prod_{k=2}^{N-5} C_{k-1, k}^{h_{k}}\right] \chi_{N-5}^{-h_{N-4}}=I_{1}^{h_{1}} \tilde{\Phi}_{1}\left[\prod_{k=2}^{N-5} \tilde{C}_{k-1, k}^{h_{k}} \tilde{\Phi}_{k}\right] \bar{I}_{N-5}^{h_{4}} . \tag{F.5}
\end{equation*}
$$

\]

The behaviour of these building blocks at $\nu_{i}= \pm \pi \Gamma$ and at $\nu_{i}=\nu_{j}$ was determined in 3, 6, 140, and is given by

$$
\begin{align*}
\omega( \pm \pi \Gamma, 0) & =0  \tag{F.6}\\
I(\nu, 0) & =1  \tag{F.7}\\
\tilde{C}^{h}(\pi \Gamma, 0, \nu, n) & =i \pi a I^{h}(\nu, n)  \tag{F.8}\\
\tilde{C}^{h}(\nu, n,-\pi \Gamma, 0) & =-i \pi a \bar{I}^{h}(\nu, n)  \tag{F.9}\\
\operatorname{Res}_{\nu_{1}=\nu_{2}} \tilde{C}^{h}\left(\nu 1, n, \nu_{2}, n\right) & =\frac{(-1)^{n+1} i e^{i \pi \omega\left(\nu_{2}, n\right)}}{\tilde{\Phi}\left(\nu_{2}, n\right)}  \tag{F.10}\\
\operatorname{Res}_{\nu= \pm \pi \Gamma} \tilde{\Phi}(\nu, 0) & = \pm \frac{1}{\pi a} \tag{F.11}
\end{align*}
$$

As we can see from eqs. (F.6 F.11) taking the residue at any of the previously described residues yields exactly the integrand for the lower-point ratio with the same kinematical dependence as when taking the corresponding soft limit.

We will now describe an algorithmic way to perform these contour deformations for any number of external legs. Our goal is, to deform the contours in fig. 3.5 to the ones displayed in fig. 3.6, where all contours are such that there will be no pinching when approaching the weak coupling limit. For this purpose, we will introduce the integral transform $\mathcal{F}_{n, m}$, whose aim is to interpolate between the two sets of contours. More precisely, we define $\mathcal{F}_{n, m}$ such that we integrate $\left\{\nu_{1}, \ldots, \nu_{n}\right\}$ along the Fourier-Mellin contours 3.5 and $\left\{\nu_{n+1} \ldots \nu_{n+m}\right\}$ along the pinch-free contours 3.6 . Note that the Fourier-Mellin contours are always such that $\nu_{i}$ runs below $\nu_{i+1}$, while in pinch-free contours $\nu_{i}$ alternatingly runs below or above $\nu_{i+1}$, depending on whether $i$ is even or odd. This means that only those $\mathcal{F}_{n, m}$ with odd $m$ are valid contour prescriptions and we will only encounter those in the process. In this parlance, we are starting with the integral

$$
\begin{equation*}
\tilde{\mathcal{R}}_{N}=\mathcal{F}_{N-5}\left[\mathcal{I}_{N}\right] \equiv \mathcal{F}_{N-5,0}\left[\mathcal{I}_{N}\right], \tag{F.12}
\end{equation*}
$$

where $\mathcal{I}_{N}$ is the integrand for the $N$-point dispersion integral in eq. 3.30), and it is our goal to rewrite this integral as $\mathcal{F}_{0, N-5}\left[\mathcal{I}_{N}\right]$. We will do this recursively over the number of external particles $N$ and assume that we have a well-defined prescription for the dispersion integral of the $N-1$-point ratio function.

Let us also extend the shorthand for the kinematical dependence of the ratio $\tilde{\mathcal{R}}$ that we have introduced in D.3 to the integrals $\mathcal{F}_{n, m}$. As we have already mentioned before, the integrand in the dispersion integral will reduce to a lower-point integrand when taking residues. Since the ratio is already defined as an integral $\mathcal{F}_{n, m}$, namely $\tilde{\mathcal{R}}_{N}=\mathcal{F}_{N-5,0}\left[\mathcal{I}_{N}\right]$, the prescription for the kinematical description extends naturally. In addition, we will need to iterate this description through the recursion

$$
\begin{equation*}
\mathcal{F}_{n, m}^{k_{1}, \ldots, k_{n}}=\left(\mathcal{F}_{n, m}^{\left\{k_{1}\right\}}\right)^{\left\{k_{2}, \ldots, k_{n-1}\right\}} \tag{F.13}
\end{equation*}
$$

Then we have, for example,

$$
\begin{align*}
\tilde{\mathcal{R}}_{6}^{\{3,1\}} & =\left(\tilde{\mathcal{R}}_{h_{1} h_{2} h_{3} h_{4}}\left(\begin{array}{c}
\tau_{1} \tau_{2} \tau_{3} \\
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right)\right)^{\{3,1\}}=\left(\tilde{\mathcal{R}}_{h_{1} h_{2} h_{4}}\left(\begin{array}{cc}
\tau_{1} & \tau_{2} \tau_{3} \\
z_{1} & -z_{2} z_{3}
\end{array}\right)\right)^{\{1\}} \\
& =\left|z_{1}\right|^{2 \pi i \Gamma} \tilde{\mathcal{R}}_{h_{2} h_{4}}\binom{\tau_{2} \tau_{3}}{-z_{2} z_{3}} . \tag{F.14}
\end{align*}
$$

With this at hand we can finally describe the contour deformations necessary for the regularization of the Fourier-Mellin integral at finite coupling. Starting from the ratio $\tilde{\mathcal{R}}_{N}=\mathcal{F}_{N-5,0} \equiv \mathcal{F}_{m, 0}$ we will first change the contour of the $\nu_{1}$ integral,

$$
\begin{equation*}
\mathcal{F}_{m, 0}=\mathcal{F}_{m-1,1}+\mathcal{F}_{m-1,0}^{\{1\}} \tag{F.15}
\end{equation*}
$$

where $\mathcal{F}_{m-1,0}^{\{1\}}$ is the residue we removed from the integration. $\mathcal{F}_{m-1,0}^{\{1\}}$ corresponds to an $m$-1-fold Fourier-Mellin integral, and we have $\mathcal{F}_{m-1,0}^{\{1\}}=\tilde{\mathcal{R}}_{N-1}^{\{1\}}$. Removing the residue $\nu_{2}=\nu_{3}$ from the $m$-fold Fourier-Mellin transform and leaving the lower-point terms untouched, we get

$$
\begin{equation*}
\mathcal{F}_{m, 0}=\mathcal{F}_{m-1,1}+\mathcal{F}_{m-1,0}^{\{1\}}=\mathcal{F}_{m-3,3}+\mathcal{F}_{m-2,1}^{\{3\}}+\mathcal{F}_{m-1,0}^{\{1\}} . \tag{F.16}
\end{equation*}
$$

Note that the residue $\nu_{2}=\nu_{3}$ couples the contour prescription in the $\nu_{2}$ and $\nu_{3}$ plane and hence fixes two contours at once. This ensures that we will only encounter those $\mathcal{F}_{n, m}$ with consistent contour prescriptions. Iterating this procedure until we find the desired integral $\mathcal{F}_{0, m}$, we have

$$
\begin{equation*}
\mathcal{F}_{m, 0}=\mathcal{F}_{0, m}+\mathcal{F}_{m-1,0}^{\{1\}}+\sum_{i=1}^{\lfloor m / 2\rfloor} \mathcal{F}_{m-2 i, 2 i-1}^{\{2 i+1\}} \tag{F.17}
\end{equation*}
$$

Since, by our assumption, we have already treated all lower-point cases $\tilde{\mathcal{R}}_{N-i}$, we will now rewrite all lower-point residues that we introduced in the process in terms of the $\tilde{\mathcal{R}}_{N-i}$. For this, we will need to deform the contours of the
lower-point integrals in eq. F.17 back to Fourier-Mellin contours. This can be done recursively through the prescription

$$
\begin{equation*}
\mathcal{F}_{n, m}^{\left\{k_{1}, \ldots, k_{l}\right\}}=\mathcal{F}_{n+2, m-2}^{\left\{k_{1}, \ldots, k_{l}\right\}}-\mathcal{F}_{n+1, m-2}^{\left\{k_{1}, \ldots, k_{l}, m\right\}}, \tag{F.18}
\end{equation*}
$$

where the recursion ends with

$$
\begin{equation*}
\mathcal{F}_{n, 1}^{\left\{k_{1}, \ldots, k_{l}\right\}}=\mathcal{F}_{n+1,0}^{\left\{k_{1}, \ldots, k_{l}\right\}}-\mathcal{F}_{n, 0}^{\left\{k_{1}, \ldots, k_{l}, 1\right\}} \tag{F.19}
\end{equation*}
$$

and where we set $\mathcal{F}_{0,0}=\tilde{\mathcal{R}}_{5}=1$. Note that this does not imply $\mathcal{F}_{0,0}^{\left\{k_{1}, \ldots, k_{l}, 1\right\}}=$ 1, because the bracket prescription for the kinematical dependence includes factors of $\left|z_{i}\right|^{2 \pi i \Gamma}$. More precisely, we have

$$
\begin{align*}
\mathcal{F}_{0,0}^{\{1\}} & =\tilde{\mathcal{R}}_{5}^{\{1\}}=\left(R_{h_{1} h_{2}}\binom{\tau_{1}}{z_{1}}\right)^{\{1\}}=\left|z_{1}\right|^{2 \pi i \Gamma}, \\
\mathcal{F}_{0,0}^{\{3,1\}} & =\tilde{\mathcal{R}}_{5}^{\{3,1\}}=\left(R_{h_{1} h_{2} h_{3}}\left(\begin{array}{c}
\tau_{1} 1 \\
z_{1} \\
z_{2}
\end{array}\right)\right)^{\{3,1\}}  \tag{F.20}\\
& =\left|z_{2}\right|^{-2 \pi i \Gamma}\left(R_{h_{1} h_{2}}\binom{\tau_{1}}{z_{1}}\right)^{\{1\}}=\left|z_{1}\right|^{2 \pi i \Gamma}\left|z_{2}\right|^{-2 \pi i \Gamma},
\end{align*}
$$

and no other combinations can show up. Following this prescription we find the same regularization in the 7 - and 8 -point cases that was introduced in refs. [1,4]. Note that, while this prescription yields a valid regularization, it is customary in the literature to regularize $\tilde{\mathcal{R}}_{6}$ with a principle value prescription.

## Proof of the Factorisation Theorem

## G. 1 Proof of the Factorization Theorem

In this section we will prove the factorisation theorem for LLA perturbative coefficients introduced in the previous section. The proof at LLA illustrates the basic strategy of the proof (also to higher logarithmic accuracies) and has the benefit of not being too technical. We will therefore start by proving the factorization theorem at LLA and consider the NLLA case afterwards. The proof is structured in two parts: We will first prove the factorisation of MHV amplitudes and later extend the proof to other helicity configurations. We stress again that the factorization holds for perturbative coefficients that have at least one index $i_{j} \neq 0$ and hence we will consider only such cases. The proof of factorization for MHV amplitudes relies on two claims that we are now going to prove.

Claim 1. A perturbative coefficient corresponding to the Fourier-Mellin integral over the vacuum ladder with all equal helicities and with insertions that are independent of $\nu_{1} \ldots \nu_{i-1}$ and $n_{1} \ldots n_{i-1}$ only depends on $\rho_{i}, \ldots, \rho_{N-5}$, i.e.

$$
\begin{equation*}
\mathcal{F}_{N-5,0}\left[\varpi_{N} X\left(\nu_{i}, n_{i}, \ldots, \nu_{N-5}, n_{N-5}\right)\right]=f\left(\rho_{i}, \ldots, \rho_{N-5}\right) . \tag{G.1}
\end{equation*}
$$

Proof. Let us consider the MHV integral $\mathcal{F}_{N-5}\left[\varpi_{N} X\left(\nu_{i}, n_{i}, \ldots, \nu_{N-5}, n_{N-5}\right)\right]$ with $i>1$, and let us focus on the $\nu_{1}$ integration. This integral takes the form

$$
\begin{align*}
\ldots \int \frac{\mathrm{d} \nu_{1}}{2 \pi} \sum_{n_{1}=-\infty}^{+\infty} z_{1}^{i \nu_{1}+n_{1} / 2} & \bar{z}_{1}^{i \nu_{1}+n_{1} / 2} z_{2}^{i \nu_{2}+n_{2} / 2} \bar{z}_{2}^{i \nu_{2}+n_{2} / 2}  \tag{G.2}\\
& \times \chi^{h}\left(\nu_{1}, n_{1}\right) C^{h}\left(\nu_{1}, n_{1}, \nu_{2}, n_{2}\right) \ldots,
\end{align*}
$$

where the dots contain only quantities that are independent of $\nu_{1}$ and $n_{1}$. Let us now show that this integral is idependent of $\rho_{1}$. From eq. (3.24), we can see that only $z_{1}$ and $z_{2}$ depend on $\rho_{1}$, and hence we will ignore the dependence on $z_{j}$ with $j>2$. Due to the $z_{1} \leftrightarrow \bar{z}_{1}$ symmetry of MHV amplitudes, we can consider only the purely holomorphic part $\bar{z}_{1} \rightarrow 0$ with $z_{1}$ fixed, which corresponds to taking the residues at $i \nu_{1}=n_{1} / 2$ for $n_{1}>0$. Summing these residues we find

$$
\begin{equation*}
\mathcal{F}_{N-5,0}\left[\varpi_{N} X\right] \rightarrow \ldots \chi^{h}\left(\nu_{2}, n_{2}\right)[\underbrace{\left(1-z_{1}\right) z_{2}}_{=\rho_{2}}]^{i \nu_{2}+n_{2} / 2} \ldots \tag{G.3}
\end{equation*}
$$

and we see that the integral does not depend on $\rho_{1}$. Note that it is at this step that we require at least one of the indices $i_{j}$ to be non-zero. In order for the $\nu_{1}$ integration to yield the desired result we need the contour prescription to include the residue at $\nu_{1}=\nu_{2}=0$, and hence we need to use Fourier-Mellin contours. As we can see, there is a new impact factor $\chi^{h}\left(\nu_{2}, n_{2}\right)$, which allows us to iterate this procedure for all further $\nu$ integrations without insertions. For two leading zeros without other insertions we find the same integral with $z_{1}$ replaced by $\rho_{2}$, which yields

$$
\begin{equation*}
\cdots \chi^{h}\left(\nu_{3}, n_{3}\right)[\underbrace{\left(1-\rho_{2}\right) z_{3}}_{=\rho_{3}}]^{i \nu_{3}+n_{3} / 2} \ldots \tag{G.4}
\end{equation*}
$$

Continuing this process, we see that

$$
\begin{equation*}
\mathcal{F}_{N-5,0}\left[\varpi_{N} X\right]\left(\rho_{1}, \ldots, \rho_{N-5}\right)=f\left(\rho_{i}, \ldots, \rho_{N-5}\right), \tag{G.5}
\end{equation*}
$$

for some function $f$.

It follows directly from claim 1 that for some $f$,

$$
\begin{equation*}
\tilde{g}_{+\ldots+}^{\left(\ell ; 0, \ldots, 0, i_{l}, \ldots, i_{N-5}\right)}\left(\rho_{1}, \ldots, \rho_{N-5}\right) \equiv f\left(\rho_{j}, \ldots, \rho_{N-5}\right) . \tag{G.6}
\end{equation*}
$$

Taking the soft limits $k_{j} \rightarrow 0$ for $1 \leq j<l$ in the previous expression, we see that

$$
\begin{equation*}
\tilde{g}_{+\ldots+}^{\left(\ell ; 0, \ldots, 0, i_{l}, \ldots, i_{N-5}\right)}\left(\rho_{1}, \ldots, \rho_{N-5}\right) \equiv \tilde{g}_{+\ldots+}^{\left(\ell ; i_{l}, \ldots, i_{N-5}\right)}\left(\rho_{k}, \ldots, \rho_{N-5}\right), \tag{G.7}
\end{equation*}
$$

and through target-projectile symmetry a similar equation holds for tailing zeros.

Claim 2. If $f\left(\rho_{1}, \rho_{j_{1}}, \ldots, \rho_{j_{k}}\right)$ depends on a subset of simplicial MRK coordinates, then the convolution with some function $g\left(z_{1}\right)$ will depend on the same subset with $\rho_{1}$ added, i.e., we have

$$
\begin{equation*}
g\left(z_{1}\right) * f\left(\rho_{1}, \rho_{j_{1}}, \ldots, \rho_{j_{k}}\right)=F\left(\rho_{1}, \rho_{j_{1}}, \ldots, \rho_{j_{k}}\right), \tag{G.8}
\end{equation*}
$$

for some function $F$.

The convolution in the r.h.s. of eq. G.8 acts on $z_{1}$ and all simplicial MRK coordinates $\rho_{i}$ are seen as functions of Fourier-Mellin coordinates $z_{i}$ with the relation given in eq. (3.24).

Proof. Let us first change variables to simplicial coordinates based at $z_{1}$ and let us write $t_{i} \equiv t_{i}^{(1)}$. Then we have $z_{1}=t_{1}$ and

$$
\begin{equation*}
\rho_{1}=\frac{t_{1}}{t_{N-5}}, \quad \rho_{2}=\frac{1-t_{1}}{1-t_{N-5}}, \quad \rho_{i}=\frac{t_{j-1}-t_{1}}{t_{j-1}-t_{N-5}}, 2<i<N-5 . \tag{G.9}
\end{equation*}
$$

Let us first consider the case $j_{1} \neq 2$. Then the convolution integral takes the form

$$
\begin{align*}
g\left(z_{1}\right) & * f\left(\rho_{1}, \rho_{j_{1}} \ldots, \rho_{j_{k}}\right)  \tag{G.10}\\
& =\frac{1}{\pi} \int \frac{d^{2} \tau}{|\tau|^{2}} g\left(\frac{t_{1}}{\tau}\right) f\left(\frac{\tau}{t_{N-5}}, \frac{t_{j_{1}-1}-\tau}{t_{j_{1}-1}-t_{N-5}}, \ldots, \frac{t_{j_{k}-1}-\tau}{t_{j_{k}-1}-t_{N-5}}\right) .
\end{align*}
$$

After shifting the integration variable $\tau \rightarrow t_{N-5} \tau$ and defining $x_{j}=t_{j} / t_{N-5}$, we see that the explicit dependence on $t_{N-5}$ drops out and that the integral can be written as a function $\widetilde{F}$ of the $x_{i}$ only,

$$
\begin{align*}
g\left(z_{1}\right) * f\left(\rho_{1}, \rho_{j_{1}} \ldots, \rho_{j_{k}}\right) & =\frac{1}{\pi} \int \frac{d^{2} \tau}{|\tau|^{2}} g\left(\frac{x_{1}}{\tau}\right) f\left(\tau, \frac{x_{j_{1}-1}-\tau}{x_{j_{1}-1}-1}, \ldots, \frac{x_{j_{k}-1}-\tau}{x_{j_{k}-1}-1}\right) \\
& \equiv \widetilde{F}\left(x_{1}, x_{j_{1}-1}, \ldots, x_{j_{k}-1}\right) \tag{G.11}
\end{align*}
$$

Then, rewriting the integral in terms of simplicial MRK coordinates, we find

$$
\begin{equation*}
x_{1}=\frac{t_{1}}{t_{N-5}}=\rho_{1}, \quad x_{j}=\frac{t_{j}}{t_{N-5}}=\frac{\rho_{1}-\rho_{j+1}}{1-\rho_{j+1}}, \quad j \geq 2, \tag{G.12}
\end{equation*}
$$

and hence that the integral depends on the same set of coordinates as before.

Let us now consider the case $j_{1}=2$. Then, after shifting the integration variable and defining $x_{j}=t_{j} / t_{N-5}$ the resulting function will still depend on $t_{N-5}$,

$$
\begin{equation*}
g\left(z_{1}\right) * f\left(\rho_{1}, \rho_{2}, \rho_{j_{2}} \ldots, \rho_{j_{k}}\right)=\widetilde{F}\left(x_{1}, t_{N-5}, x_{j_{2}-1}, \ldots, x_{j_{k}-1}\right) \tag{G.13}
\end{equation*}
$$

Upon verifying that $t_{N-5}$ is only a function of $\rho_{1}$ and $\rho_{2}$,

$$
\begin{equation*}
t_{N-5}=\frac{1-\rho_{2}}{\rho_{1}-\rho_{2}} \tag{G.14}
\end{equation*}
$$

we see that the integral depends, again, on the same set of coordinates as before.

Proof of the factorisation theorem for LLA amplitudes. We will now prove the factorization of LLA amplitudes using the properties of Fourier-Mellin integrals we have just shown. We start by considering the MHV case. In order to get a feeling for the structure of this proof, let us first argue that we can construct perturbative coefficients piece by piece by inserting BFKL eigenvalues $\mathcal{E}\left(z_{1}\right)$ and relabelling simplicial MRK coordinates. Let us demonstrate this at an easy example and construct the perturbative coefficient $\tilde{g}_{+\ldots+}^{(4 ; 0,2,0,0,1,0)}$. We start with the rightmost non-zero index, $i_{5}=1$, and add zero indices on both sides. From G.7) and target-projectile symmetry it follows that

$$
\begin{equation*}
\tilde{g}_{+\ldots+}^{(2 ; 0,0,0,1,0)}\left(\rho_{1}, \ldots, \rho_{5}\right)=\tilde{g}_{++}^{(2 ; 1)}\left(\rho_{4}\right) \tag{G.15}
\end{equation*}
$$

In order to arrive at the desired perturbative coefficient, we need to insert two leading-order BFKL eigenvalues into the integrand, and we have

$$
\begin{equation*}
\tilde{g}_{+\cdots+}^{(4 ; 2,0,0,1,0)}\left(\rho_{1}, \ldots, \rho_{5}\right)=\mathcal{E}\left(z_{1}\right) * \mathcal{E}\left(z_{1}\right) * \tilde{g}_{+\cdots+}^{(2 ; 0,0,0,1,0)}\left(\rho_{1}, \ldots, \rho_{5}\right) \tag{G.16}
\end{equation*}
$$

Then all we need to do is add another zero to the left by relabelling the simplicial MRK coordinates in the previous expression (c.f. eqs. G.7) to find

$$
\begin{equation*}
\tilde{g}_{+\cdots+}^{(4 ; 0,2,0,0,1,0)}\left(\rho_{1}, \ldots, \rho_{6}\right)=\tilde{g}_{+\cdots+}^{(4 ; 2,0,0,1,0)}\left(\rho_{2}, \ldots, \rho_{6}\right) . \tag{G.17}
\end{equation*}
$$

Then the factorization follows upon realizing that the perturbative coefficient on the r.h.s. of eq. G.16 only depends on $\rho_{4}$ and following claim 2 the l.h.s. only depends on $\rho_{1}$ and $\rho_{4}$. Let us now make this proof more rigorous.

We can prove the factorization theorem inductively over the number of external particles $N$. Let us assume that the factorization theorem holds for all perturbative coefficients up to $N-1$ legs, and let us denote the perturbative
coefficient with $N$ legs by $\tilde{g}_{+\ldots+}^{\left(\ell ; i_{1}, \ldots, i_{N-5}\right)}\left(\rho_{1}, \ldots, \rho_{N-5}\right)$. Let us also label all nonzero indices in $\left(i_{2}, \ldots, i_{N-5}\right)$ by $i_{a_{1}}, \ldots, i_{a_{k}}, 2 \leq a_{j} \leq N-5$. If $i_{1}=0$, then Claim 1 implies that we can drop the first index. The resulting function is an ( $N-1$ )-point amplitude, where, by the induction hypothesis, eq. (3.81) applies, and we have

$$
\begin{align*}
\tilde{g}_{+\ldots+}^{\left(\ell ; 0, i_{2}, \ldots, i_{N_{5}}\right)}\left(\rho_{1}, \ldots, \rho_{N-5}\right) & =\tilde{g}_{+\ldots+}^{\left(\ell ; i_{2}, \ldots, i_{N-5}\right)}\left(\rho_{2}, \ldots, \rho_{N-5}\right)  \tag{G.18}\\
& =\tilde{g}_{+\ldots+}^{\left(\ell ; i_{a_{1}}, \ldots, i_{a_{k}}\right)}\left(\rho_{a_{1}}, \ldots, \rho_{a_{k}}\right),
\end{align*}
$$

in agreement with eq. 3.80).
Let us now consider the case $i_{1} \neq 0$. Then we can write the perturbative coefficient as the convolution of BFKL eigenvalues $\mathcal{E}\left(z_{1}\right)$ with the corresponding perturbative coefficient with $i_{1}=0$,

$$
\begin{align*}
g_{+\ldots+}^{\left(i_{1}, i_{2}, \ldots, i_{N_{5}}\right)}\left(\rho_{1}, \ldots, \rho_{N-5}\right) & =\mathcal{E}\left(z_{1}\right)^{* i_{1}} * g_{+\ldots+}^{\left(0, i_{2}, \ldots, i_{N_{5}}\right)}\left(\rho_{2}, \ldots, \rho_{N-5}\right) \\
& =\mathcal{E}\left(z_{1}\right)^{* i_{1}} * g_{+\ldots+}^{\left(i_{a_{1}}, \ldots, i_{a_{k}}\right)}\left(\rho_{a_{1}}, \ldots, \rho_{a_{k}}\right) \tag{G.19}
\end{align*}
$$

where in the last equality we have used that factorization holds for the perturbative coefficient with $i_{1}=0$. The convolution in the last line only adds a $\rho_{1}$ dependence according to claim 2 which proves the factorization for MHV amplitudes.

Let us now extend the previous proof to other helicity configurations. We will again proceed by induction over the number of external legs or equivalently, the number of indices $i_{j}$. Let us assume that the factorization theorem 3.80) holds for up to $k$ indices and let us consider a perturbative coefficient with $k+1$ indices. If the first two helicities are not equal, we can write the perturbative coefficient as the convolution of a helicity flip operator with a perturbative coefficient whose first two indices are equal,

$$
\begin{equation*}
g_{-+h_{3} \ldots h_{k+2}}^{\left(\ell, i_{1} \ldots i_{k+1}\right)}\left(\rho_{1}, \ldots, \rho_{k+1}\right)=\mathcal{H}^{(0)}\left(z_{1}\right) * g_{++h_{3} \ldots h_{k+2}}^{\left(\ell ; i_{1} \ldots i_{k+1}\right)}\left(\rho_{1}, \ldots, \rho_{k+1}\right) . \tag{G.20}
\end{equation*}
$$

Then it follows from claim 2 that the factorization theorem holds when the first two helicities are different if it holds when the first two helicities are equal. Let us now assume that the first two helicities are indeed equal.

If $i_{1} \neq 0$ we can use Fourier-Mellin convolutions to reduce the value of $i_{1}$ to zero,

$$
\begin{equation*}
g_{++h_{3} \ldots h_{k+2}}^{\left(\ell ; i_{1} \ldots i_{k+1}\right)}\left(\rho_{1}, \ldots, \rho_{k+1}\right)=\mathcal{E}\left(z_{1}\right)^{* i_{1}} * g_{++h_{3} \ldots h_{k+2}}^{\left(\ell-i_{1} ; 0, i_{2} \ldots i_{k+1}\right)}\left(\rho_{1}, \ldots, \rho_{k+1}\right) . \tag{G.21}
\end{equation*}
$$

Then it follows from claim 1 and soft limits that we can delete the index $i_{1}=0$. Since the resulting perturbative coefficient has only $k$ indices $i_{j}$ it follows from
the induction hypothesis that the factorization theorem holds. To complete the proof we need to perform the convolution integrals that we introduced to reduce the index $i_{1}$ to zero. Since these convolutions only act on $z_{1}$, the factorization theorem for LLA amplitudes follows upon using claim 2.

Proof of the factorisation theorem for NLLA amplitudes. In this section we will prove the factorization of NLLA amplitudes in analogy to the proof at LLA. We will start with the MHV case and then generalize the proof to other helicity configurations. In the following, the same things often hold for both $\tilde{g}$ and $\tilde{h}$ with the same indices and we will state equations that hold for either of the two by using $\eta \in\{\tilde{g}, \tilde{h}\}$. Similarly to the LLA case, it follows from claim 1 that we can drop leading indices $i_{1}, \ldots, i_{j}=0$ as long as there are no insertions depending on $\nu_{k}, k \leq j$. More precisely, for $j \geq k$, we have

$$
\begin{align*}
& \eta_{+\cdots+}^{j ;\left(\ell ; 0, \ldots, 0, i_{k}, \ldots, i_{N-5}\right)}\left(\rho_{1}, \ldots, \rho_{N-5}\right) \equiv \eta_{+\cdots+1 ;\left(\ell ; i_{k}, \ldots, i_{N-5}\right)}^{j-k+1}\left(\rho_{k}, \ldots, \rho_{N-5}\right) \\
& \eta_{j+1 ;+\cdots+}^{\left(\ell ; 0, \ldots, 0, i_{k}, \ldots, i_{N-5}\right)}\left(\rho_{1}, \ldots, \rho_{N-5}\right) \equiv \eta_{j-k+2 ;+\cdots+}^{\left(\ell ; i_{k}, \ldots, i_{N-5}\right)}\left(\rho_{k}, \ldots, \rho_{N-5}\right) . \quad \text { G.2 } \tag{G.22}
\end{align*}
$$

The proof at LLA relied on the fact that we could recursively build up all perturbative coefficients using only convolutions acting on the variable $z_{1}$. At NLLA, there is an exception to this rule: The correction to a central emission block $C_{1,12}^{+}$is a function of $\nu_{1}$ and $\nu_{2}$ and will therefore be a function of $z_{1}$ and $z_{2}$. Technically, we could still construct any such corrected perturbative coefficient by adding 0 indices and convolutions acting on $z_{1}$ only if we started this process from a corrected central emission block. Then we would have, for example,

$$
\begin{equation*}
\eta_{3 ;++++}^{\left(\ell+1 ; 1, i_{1}, i_{2}\right)}=\mathcal{E}\left(z_{1}\right) * \eta_{3 ;++++}^{\left(\ell ; 0, i_{1}, i_{2}\right)}=\mathcal{E}\left(z_{1}\right) * \eta_{2 ;+++}^{\left(\ell ; i_{1}, i_{2}\right)}\left(\rho_{2}, \rho_{3}\right) \tag{G.23}
\end{equation*}
$$

The problem is, however, that we need at least one insertion of a BFKL eigenvalue in the integrand if we want to work with Fourier-Mellin contours, and hence the previous equation fails for $i_{1}=i_{2}=0$. Subsequently, the observations made in LLA proof only allow us to show the desired factorization up to zeros 'trapped' between a corrected central emission block without any BFKL insertions and the closest BFKL insertion,

$$
\begin{equation*}
\eta_{j ;+\ldots+}^{\left(\ell ; \ldots, i_{j-2}, 0, \ldots, 0, i_{k} \neq 0, \ldots\right)}\left(\ldots, \rho_{j-1}, \ldots, \rho_{k}, \ldots\right) . \tag{G.24}
\end{equation*}
$$

Let us now consider the $N$-point corrected perturbative coefficient $\eta_{2 ;+\cdots+}^{(i+2 ; 0, \ldots, 0, i)}$, $i>0$. If we can show that

$$
\begin{equation*}
\eta_{2 ;+\cdots+}^{(i+2 ;, 0, \ldots, 0, i)}\left(\rho_{1}, \ldots, \rho_{N-5}\right)=\eta_{2 ;+\cdots+}^{(i+2 ;, 0,0, i)}\left(\rho_{1}, \rho_{2}, \rho_{N-5}\right) \tag{G.25}
\end{equation*}
$$

then factorization for all MHV NLLA corrected perturbative coefficients follows. In order to prove this, let us have a closer look at the correction to the central emission block,

$$
\begin{align*}
c_{1,12}^{+} & =\left(\frac { 1 } { 2 } \left[D E_{1}-D E_{2}+E_{1} E_{2}+\frac{1}{4}\left(N_{1}+N_{2}\right)^{2}+V_{1} V_{2}+2 \zeta_{2}\right.\right. \\
& \left.+\left(V_{1}-V_{2}\right)\left(M_{12}-E_{1}-E_{2}\right)+i \pi\left(V_{2}-V_{1}-E_{1}-E_{2}\right)\right]  \tag{G.26}\\
& \left.-\frac{1}{4}\left(E_{1}^{2}+E_{2}^{2}+N_{1} V_{1}-N_{2} V_{2}\right)-\frac{3}{16}\left(N_{1}^{2}+N_{2}^{2}\right)-\zeta_{2}\right) .
\end{align*}
$$

As is easy to see, the correction to the central emission block $c_{1,12}^{+}$is mostly made up of building blocks that only depend on one $\nu_{i}$ and whose Fourier-Mellin transform therefore depends only on one variable. For these contributions, the previous arguments hold, and we have

$$
\begin{align*}
\mathcal{F}_{N-5}\left[\varpi_{N} B_{j}^{2} E_{N-5}^{i}\right] & =\mathcal{F}_{N-5}\left[\varpi_{N} B_{j}^{2} E_{N-5}^{i}\right]\left(\rho_{j}, \rho_{N-5}\right),  \tag{G.27}\\
\mathcal{F}_{N-5}\left[\varpi_{N} B_{1} B_{2} E_{N-5}^{i}\right] & =\mathcal{F}_{N-5}\left[\varpi_{N} B_{1} B_{2} E_{N-5}^{i}\right]\left(\rho_{1}, \rho_{2}, \rho_{N-5}\right), \tag{G.28}
\end{align*}
$$

for $B_{i}$ depending only on $\nu_{i}$ and $n_{i}$. The only terms posing a problem are the ones including the building block $M_{12}$.

We will now investigate the building block $M_{12}$ and then show that the FourierMellin transform $\mathcal{F}_{N-5}\left[\varpi_{N} M_{12} V_{j} E_{N-5}^{i}\right]$ for $j \in\{1,2\}$ is a function of only $\rho_{1}, \rho_{2}$ and $\rho_{N-5}$. From equations (C.4) and (C.5), it is easy to verify that

$$
\begin{equation*}
M_{12}=\frac{D_{\nu_{1}} C_{0,12}^{+}}{C_{0,12}^{+}}+F_{1} \tag{G.29}
\end{equation*}
$$

where we have introduced the new building-block

$$
\begin{equation*}
F(\nu, n)=-2 \psi(1)+\psi\left(1+i \nu-\frac{n}{2}\right)+\psi\left(1-i \nu-\frac{n}{2}\right) . \tag{G.30}
\end{equation*}
$$

Using integration by parts we can then rewrite the integral as

$$
\begin{align*}
\mathcal{F}_{N-5} & {\left[\varpi_{N} \frac{D_{1} C_{0,12}^{+}}{C_{0,12}^{+}} E_{N-5}^{i}\right] }  \tag{G.32}\\
& =\mathcal{F}_{N-5}\left[D_{1} \varpi_{N} E_{N-5}^{i}\right]-\mathcal{F}_{N-5}\left[\varpi_{N} \frac{D_{1} \chi_{0,1} 1^{+}}{\chi_{0,1}^{+}}\right]  \tag{G.33}\\
& =\mathcal{F}_{N-5}\left[D_{1} \varpi_{N} E_{N-5}^{i}\right]+i \mathcal{F}_{N-5}\left[\varpi_{N} \chi_{0,1}^{+}\right]  \tag{G.34}\\
& =\mathcal{F}_{N-5}\left[D_{1} \varpi_{N} E_{N-5}^{i}\right]+\mathcal{F}_{N-5}\left[\varpi_{N} V_{1}\right]-\frac{1}{2} \mathcal{F}_{N-5}\left[\varpi_{N} N_{1}\right] . \tag{G.35}
\end{align*}
$$

the derivative can be treated as before (c.f. eq. 4.70). In particular, for $i=1$, we have

$$
\begin{equation*}
\mathcal{G}_{0}\left(z_{1}\right)=\mathcal{G}_{0}\left(\rho_{1}\right)-\mathcal{G}_{0}\left(\rho_{2}\right)+\mathcal{G}_{1}\left(\rho_{2}\right)-\mathcal{G}_{\rho_{2}}\left(\rho_{1}\right) . \tag{G.36}
\end{equation*}
$$

We already know that all terms in eq. G. 25 that do not contain the building block $M_{12}$ evaluate to functions of $\rho_{1}, \rho_{2}$ and $\rho_{N-5}$ only. Let us now show that the same is true for the terms

$$
\begin{equation*}
f_{1}=\mathcal{F}_{N-5}\left[\varpi_{N} M_{12} V_{1} E_{N-5}^{i}\right] \text { and } f_{2}=\mathcal{F}_{N-5}\left[\varpi_{N} M_{12} V_{2} E_{N-5}^{i}\right] \tag{G.37}
\end{equation*}
$$

Treating $M_{12}$ as before, we find, for $j \in\{1,2\}$

$$
\begin{align*}
f_{j} & =\mathcal{F}_{N-5}\left[D_{1} \varpi_{N} E_{N-5}^{i}\right] * \mathcal{F}\left[V_{j}\right]+\mathcal{F}\left[\varpi_{N} V_{1} E_{N-5}^{i}\right] * \mathcal{F}\left[V_{j}\right] \\
& -\frac{1}{2} \mathcal{F}\left[\varpi_{N} N_{1} E_{N-5}^{i}\right] * \mathcal{F}\left[V_{j}\right]+\frac{1}{2} \mathcal{F}\left[\varpi_{N} F_{1} E_{N-5}^{i}\right] * \mathcal{F}\left[V_{j}\right] . \tag{G.38}
\end{align*}
$$

The last three terms take the form G.27) and hence have the correct functional dependence. For $j=1$, we know that

$$
\begin{equation*}
\mathcal{F}_{N-5}\left[D_{1} \varpi_{N} E_{N-5}^{i}\right]=\mathcal{G}_{0}\left(z_{1}\right) \mathcal{F}_{N-5}\left[\varpi_{N} E_{N-5}^{i}\right] \tag{G.39}
\end{equation*}
$$

The logarithm can be expressed in terms of $\rho_{1}$ and $\rho_{2}$ (c.f. eq. G.36) only and the second factor corresponds to the LLA perturbative coefficient $\tilde{g}_{++}^{(2+1 ; i)}\left(\rho_{N-5}\right)$. Therefore, the function in eq. G. 39 only depends on $\rho_{1}, \rho_{2}$ and $\rho_{N-5}$. Following Claim 2, convoluting the product of the two with a function of $z_{1}$ must therefore also be a function of $\rho_{1}, \rho_{2}$ and $\rho_{N-5}$ only. $V_{2}$ is independent of $\nu_{1}$ and we can write

$$
\begin{align*}
\mathcal{F}_{N-5}\left[D_{1} \varpi_{N} E_{N-5}^{i}\right] * \mathcal{F}\left[V_{2}\right] & =\mathcal{F}_{N-5}\left[D_{1} \varpi_{N} V_{2} E_{N-5}^{i}\right]  \tag{G.40}\\
& =\mathcal{G}_{0}\left(z_{1}\right) \mathcal{F}_{N-5}\left[\varpi_{N} V_{2} E_{N-5}^{i}\right] .
\end{align*}
$$

We know already that $\mathcal{F}_{N-5}\left[\varpi_{N} V_{2} E_{N-5}^{i}\right]$ is a function of $\rho_{2}$ and $\rho_{N-5}$ only and $\mathcal{G}_{0}\left(z_{1}\right)$ only depends on $\rho_{1}$ and $\rho_{2}$. This shows that $f_{2}$ must also be a function of $\rho_{1}, \rho_{2}$ and $\rho_{N-5}$.
Therefore, $\eta_{2 ;+\ldots+}^{(i+2 ;, 0, \ldots, 0, i)}\left(\rho_{1}, \ldots, \rho_{N-5}\right)$ must be a function of $\rho_{1}, \rho_{2}$ and $\rho_{N-5}$ only. From the soft limits $\rho_{i} \rightarrow 0$ for $3 \leq i \leq N-6$, we can immediately see that eq. G.25 holds. Then the factorization of NLLA perturbative coefficients follows recursively like in the LLA case.

We will now extend the proof of factorization at NLLA to the non-MHV case and we will again proceed by induction over the number of indices $i_{j}$. For this proof there is no conceptual difference between insertions of leading-order

BFKL eigenvalues and next-to leading-order BFKL eigenvalues. Their FourierMellin transformations are both functions of only one variable and they both only appear as insertions into faces with non-zero index $i_{j}$. For perturbative coefficients with a corrected BFKL eigenvalue the LLA proof holds and we will therefore only explicitly consider corrections to the BFKL ladder. Let us first consider the perturbative coefficient $\eta_{j ; h_{1} \ldots h_{n}}^{\left(\ell ; i_{1}, \ldots, i_{n-1}\right)}$ for $j>2$. For these perturbative coefficients we can proceed as in the LLA case. If the first helicities are not equal we can factor out a leading order helicity flip kernel and only consider the case with two equal helicities $\eta_{j ;++h_{3} \ldots h_{n}}^{\left(\ell, i_{1}, \ldots, i_{n-1}\right)}$ and the induction step holds as in the LLA proof.

Let us now consider a corrected perturbative coefficient with a corrected impact factor, $\eta_{1 ; h_{1} \ldots h_{n}}^{\left(\ell ; i_{1}, \ldots, i_{n-1}\right)}$. We can factor out the Fourier-Mellin transform of the correction to the impact factor $\kappa_{1}^{h_{1}}\left(\nu_{1}, n_{1}\right)$ to find

$$
\begin{equation*}
\eta_{1 ; h_{1} \ldots h_{n}}^{\left(\ell ; i_{1}, \ldots, i_{n-1}\right)}=\mathcal{F}\left[\kappa_{1,1}^{h_{1}}\right]\left(z_{1}\right) * \eta_{h_{1} \ldots h_{n}}^{\left(\ell-1 ; i_{1}, \ldots, i_{n-1}\right)} . \tag{G.41}
\end{equation*}
$$

The perturbative coefficient on the r.h.s. of eq. G.41 is a LLA perturbative coefficient for which we have already shown that it factorizes. Then Factorization for the NLLA perturbative coefficient on the l.h.s. follows from claim 2 .

All that is left to show is that factorization holds for corrected perturbative coefficients $\eta_{2 ; h_{1} \ldots h_{n}}^{\left(\ell ; i_{1}, \ldots, i_{n-1}\right)}$. If one of the indices $i_{1}$ or $i_{2}$ is non-zero then let us consider the corresponding perturbative coefficient under target-projectile symmetry, $\eta_{n-1 ; h_{n} \ldots h_{1}}^{\left(\ell ; i_{n-1}, \ldots, i_{1}\right)}$. We can use the recursion from the LLA proof to show that factorization holds for $\eta_{n-1 ; h_{n} \ldots h_{1}}^{\left(\ell ; i_{n-1}, \ldots, i_{1}\right)}$ where the recursion starts from $\eta_{2 ; h_{2} h_{1}}^{\left(\ell^{\prime} ; i_{2}, i_{1}\right)}$. We will therefore consider the case where $i_{1}=i_{2}=0$. We know that factorization holds for the LLA perturbative coefficient

$$
\begin{equation*}
\eta_{0}=\eta_{h_{1} \ldots h_{n}}^{\left(\ell-1 ; 0,0, i_{3}, \ldots, i_{n-1}\right)}, \tag{G.42}
\end{equation*}
$$

so it is enough to show that $\eta_{2 ; h_{1} \ldots h_{n}}^{\left(\ell-1 ; 0,0, i_{3}, \ldots, i_{n-1}\right)}$ has the same functional dependence with $\rho_{1}$ and $\rho_{2}$ added.

Let us again consider the terms in $c_{1,12}^{h_{2}}$ that are independent of $M_{12}$. We can group those terms into three categories: Terms with two insertions that depend on $\nu_{1}$, terms with two insertions depending on $\nu_{2}$ and those with one insertion each. From claim 2 it follows directly that

$$
\begin{equation*}
\eta_{h_{1} \ldots h_{n}}^{\left(\ell-1 ; 0,0, i_{3}, \ldots, i_{n-1}\right)} * \mathcal{F}\left[B_{1}\left(\nu_{1}, n_{1}\right)\right] * \mathcal{F}\left[B_{2}\left(\nu_{1}, n_{1}\right)\right] \tag{G.43}
\end{equation*}
$$

depends on the same set of simplicial MRK coordinates as $\eta_{0}$ with $\rho_{1}$ added. If $h_{1}=h_{2}$ we have

$$
\begin{align*}
& \eta_{h_{1} \ldots h_{n}}^{\left(\ell-1 ; 0, i_{3}, \ldots, i_{n-1}\right)} * \mathcal{F}\left[B_{1}\left(\nu_{2}, n_{2}\right)\right] * \mathcal{F}\left[B_{2}\left(\nu_{2}, n_{2}\right)\right] \\
& \quad=\eta_{h_{2} \ldots h_{n}}^{\left(\ell-1 ; 0, i_{3}, \ldots, i_{n-1}\right)} * \mathcal{F}\left[B_{1}\left(\nu_{2}, n_{2}\right)\right] * \mathcal{F}\left[B_{2}\left(\nu_{2}, n_{2}\right)\right] . \tag{G.44}
\end{align*}
$$

Upon relabelling of all indices $i_{j} \rightarrow i_{j-1}^{\prime}, \rho_{j} \rightarrow \rho_{j-1}^{\prime}$, the term on the r.h.s. corresponds to a convolution in $z_{1}^{\prime}$ and hence introduces at most a dependence on $\rho_{1}^{\prime}=\rho_{2}$. Iterating the two cases, we find that

$$
\begin{equation*}
\eta_{h_{1} \ldots h_{n}}^{\left(\ell-1 ; 0,0, i_{3}, \ldots, i_{n-1}\right)} * \mathcal{F}\left[B_{1}\left(\nu_{1}, n_{1}\right)\right] * \mathcal{F}\left[B_{2}\left(\nu_{2}, n_{2}\right)\right] \tag{G.45}
\end{equation*}
$$

introduces both $\rho_{1}$ and $\rho_{2}$. If the first two helicities are not equal we can factor out a leading-order helicity flip to get

$$
\begin{align*}
& \eta_{h_{1} h_{2} \ldots h_{n}}^{\left(\ell-1 ; 0,0, i_{3}, \ldots, i_{n-1}\right)} * \mathcal{F}\left[B_{1}\left(\nu_{1}, n_{1}\right)\right] * \mathcal{F}\left[B_{2}\left(\nu_{1}, n_{1}\right)\right] \\
& \quad=\left(\mathcal{H}_{1}^{(0)} * \eta_{h_{2} h_{2} \ldots h_{n}}^{\left(\ell-1 ; 0,0, i_{3}, \ldots, i_{n-1}\right)}\right) * \mathcal{F}\left[B_{1}\left(\nu_{2}, n_{2}\right)\right] * \mathcal{F}\left[B_{2}\left(\nu_{2}, n_{2}\right)\right]  \tag{G.46}\\
& \quad=\mathcal{H}_{1}^{(0)} *\left(\eta_{h_{2} h_{2} \ldots h_{n}}^{\left(\ell-1 ; 0,0, i_{3}, \ldots, i_{n-1}\right)} * \mathcal{F}\left[B_{1}\left(\nu_{2}, n_{2}\right)\right] * \mathcal{F}\left[B_{2}\left(\nu_{2}, n_{2}\right)\right]\right) .
\end{align*}
$$

Then the previous arguments hold for the term in brackets in the last line and the helicity flip adds at most $\rho_{1}$.

The terms involving the building block $M_{12}$ can be treated similarly. As in the MHV case, we can replace $M$ by a sum of building blocks depending only on $\nu_{1}$ or $\nu_{2}$ as well as a term corresponding to a total derivative. Except for the relation

$$
\begin{equation*}
i \chi_{0,1}^{+}=V_{1}-\frac{1}{2} N_{1} \tag{G.47}
\end{equation*}
$$

the previous considerations were independent of the helicity configuration and other insertions depending only on $\left(\nu_{j}, n_{j}\right)$ for $j>2$. Therefore, after realizing that

$$
\begin{equation*}
i \chi_{0,1}^{-}=V_{1}+\frac{1}{2} N_{1} \tag{G.48}
\end{equation*}
$$

we find that the insertions $M_{12} * V_{i}$ for $i=1,2$ only add a dependence on $\rho_{1}$ and $\rho_{2}$.

We have shown that $\eta_{2 ; h_{1} \ldots h_{n}}^{\left(\ell ; i_{1}, \ldots, i_{n-1}\right)}$ has the same functional dependence as the corresponding LLA coefficient $\eta_{h_{1} \ldots h_{n}}^{\left(\ell-1 ; i_{1}, \ldots, i_{n-1}\right)}$ witn $\rho_{1}$ and $\rho_{2}$ added. This is exactly the functional dependence that we expect according to factorization. With this as additional starting point of the recursion introduced at LLA, the factorization of corrected perturbative coefficients at NLLA follows inductively.

## The Banana Integral in Terms of eMPLs

In this chapter we present the solution $\left(\tilde{M}_{1}, \tilde{M}_{2}, \tilde{M}_{3}\right)^{\top}$ to the banana graph in terms of iterated integrals of modular forms that was computed in chapter 5 The solution is given as

$$
\begin{align*}
C_{k} \tilde{M}_{k}^{(0)} & =-\frac{13319}{96 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 3 \\
1 & 0
\end{array}\right)+\frac{2679}{160 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 5 \\
1 & 4
\end{array}\right)-\frac{77}{10 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 3 \\
2 & 0
\end{array}\right)  \tag{H.1}\\
& -\frac{2911}{15 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 0 \\
3 & 2
\end{array}\right)+\frac{20261}{1440 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 1 \\
3 & 4
\end{array}\right)+\frac{577}{60 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 2 \\
3 & 5
\end{array}\right) \\
& -\frac{22841}{120 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 4 \\
3 & 1
\end{array}\right)+\frac{1639}{180 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 4 \\
3 & 5
\end{array}\right)-\frac{755827}{7200 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 5 \\
3 & 0
\end{array}\right) \\
& -\frac{1371547}{2160 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 5 \\
3 & 2
\end{array}\right)+\frac{969431}{720 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 5 \\
3 & 3
\end{array}\right)-\frac{1011209}{2160 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 5 \\
3 & 5
\end{array}\right) \\
& +\frac{77}{20 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 3 \\
4 & 0
\end{array}\right)-\frac{70291}{480 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
0 & 3 \\
5 & 0
\end{array}\right)+\frac{2679}{160 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{lll}
0 & 5 \\
5 & 4
\end{array}\right) \\
& -\frac{10409}{90 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 0 \\
0 & 3
\end{array}\right)+\frac{2197}{300 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 5 \\
0 & 5
\end{array}\right)-\frac{893}{120 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 0 \\
1 & 3
\end{array}\right) \\
& +\frac{665}{6 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 3 \\
1 & 0
\end{array}\right)-\frac{57739}{288 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right)+\frac{36031}{1440 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 0 \\
2 & 5
\end{array}\right) \\
& -\frac{140}{3 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 3 \\
2 & 0
\end{array}\right)+\frac{14}{5 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 3 \\
2 & 3
\end{array}\right)+\frac{22867}{360 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 3 \\
3 & 0
\end{array}\right)
\end{align*}
$$

$$
\begin{aligned}
& -\frac{2069}{40 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 4 \\
3 & 3
\end{array}\right)-\frac{1427}{40 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 0 \\
4 & 3
\end{array}\right)+\frac{847}{40 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
1 & 0 \\
4 & 4
\end{array}\right) \\
& +\frac{7343}{60 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
1 & 3 \\
4 & 0
\end{array}\right)-\frac{1579}{120 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
1 & 0 \\
5 & 3
\end{array}\right)-\frac{55}{8 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
1 & 0 \\
5 & 4
\end{array}\right) \\
& +\frac{6207}{40 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 0 \\
0 & 3
\end{array}\right)-\frac{386267}{720 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 0 \\
0 & 4
\end{array}\right)-\frac{2197}{40 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 1 \\
0 & 0
\end{array}\right) \\
& -\frac{386267}{360 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 4 \\
0 & 2
\end{array}\right)+\frac{386267}{360 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 4 \\
0 & 4
\end{array}\right)-\frac{72913}{360 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 3 \\
3 & 0
\end{array}\right) \\
& +\frac{1481}{20 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 3 \\
3 & 3
\end{array}\right)+\frac{665}{12 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 3 \\
4 & 0
\end{array}\right)+\frac{893}{60 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
2 & 0 \\
5 & 3
\end{array}\right) \\
& -\frac{1367}{30 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{cc}
3 & 0 \\
3 & 5
\end{array}\right)-\frac{188113}{10800 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{cc}
3 & 2 \\
3 & 0
\end{array}\right)+\frac{105}{2 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
3 & 3 \\
3 & 1
\end{array}\right) \\
& +\frac{263}{3 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
3 & 3 \\
3 & 2
\end{array}\right)+\frac{1582769}{10800 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
3 & 4 \\
3 & 0
\end{array}\right)-\frac{1555}{8 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
3 & 5 \\
3 & 0
\end{array}\right) \\
& +\frac{77}{10 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
3 & 3 \\
4 & 0
\end{array}\right)+\frac{203}{30 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
3 & 0 \\
5 & 3
\end{array}\right)-\frac{21}{2 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
3 & 3 \\
5 & 3
\end{array}\right) \\
& +\frac{14}{5 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
3 & 3 \\
5 & 4
\end{array}\right)+\frac{8141}{120 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
4 & 0 \\
1 & 3
\end{array}\right)+\frac{1271}{24 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
4 & 3 \\
1 & 0
\end{array}\right) \\
& -\frac{1271}{24 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 3 \\
1 & 3
\end{array}\right)-\frac{386267}{720 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 0 \\
2 & 2
\end{array}\right)+\frac{386267}{720 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 2 \\
2 & 0
\end{array}\right) \\
& +\frac{386267}{720 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 2 \\
2 & 2
\end{array}\right)-\frac{665}{6 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{cc}
4 & 3 \\
2 & 0
\end{array}\right)-\frac{386267}{720 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 4 \\
2 & 0
\end{array}\right) \\
& -\frac{31277}{360 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 3 \\
3 & 0
\end{array}\right)-\frac{147}{5 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
4 & 3 \\
3 & 3
\end{array}\right)-\frac{386267}{360 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
4 & 2 \\
4 & 0
\end{array}\right) \\
& +\frac{386267}{720 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 4 \\
4 & 0
\end{array}\right)-\frac{253}{180 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 0 \\
5 & 3
\end{array}\right)-\frac{1111}{10 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 3 \\
5 & 0
\end{array}\right) \\
& -\frac{41}{12 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 3 \\
5 & 2
\end{array}\right)+\frac{221}{60 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
4 & 3 \\
5 & 3
\end{array}\right)+\frac{48}{5 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 0 \\
1 & 1
\end{array}\right) \\
& +\frac{519}{40 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 0 \\
1 & 3
\end{array}\right)-\frac{77}{2 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 3 \\
1 & 3
\end{array}\right)+\frac{70}{\pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 4 \\
1 & 0
\end{array}\right) \\
& +\frac{168}{5 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 5 \\
1 & 0
\end{array}\right)-\frac{1045553}{720 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{cc}
5 & 0 \\
2 & 2
\end{array}\right)+\frac{231407}{270 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 0 \\
2 & 3
\end{array}\right) \\
& +\frac{1127}{60 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 3 \\
2 & 0
\end{array}\right)+\frac{518}{5 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 3 \\
2 & 3
\end{array}\right)+\frac{2069}{40 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 0 \\
3 & 3
\end{array}\right) \\
& -\frac{9379}{360 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 3 \\
3 & 0
\end{array}\right)-\frac{126}{5 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 4 \\
3 & 0
\end{array}\right)+\frac{126}{5 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{cc}
5 & 5 \\
3 & 0
\end{array}\right) \\
& -\frac{21637}{160 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 0 \\
4 & 1
\end{array}\right)-\frac{1579}{160 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{cc}
5 & 0 \\
4 & 5
\end{array}\right)+\frac{518}{5 \pi^{2}} \Gamma_{\text {AS }}^{k}\left(\begin{array}{ll}
5 & 1 \\
4 & 1
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{223}{10 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 3 \\
4 & 0
\end{array}\right)+\frac{24}{5 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 4 \\
4 & 0
\end{array}\right)+\frac{14}{5 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 4 \\
4 & 5
\end{array}\right) \\
& -\frac{208783}{144 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 0 \\
5 & 1
\end{array}\right)+\frac{1078601}{2160 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 0 \\
5 & 3
\end{array}\right)-\frac{141}{10 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 0 \\
5 & 5
\end{array}\right) \\
& -\frac{37841}{2700 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 2 \\
5 & 0
\end{array}\right)+\frac{321817}{2700 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 3 \\
5 & 0
\end{array}\right)-\frac{136121}{2700 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 4 \\
5 & 0
\end{array}\right) \\
& +\frac{12277}{300 \pi^{2}} \Gamma_{\mathrm{AS}}^{k}\left(\begin{array}{ll}
5 & 5 \\
5 & 0
\end{array}\right)
\end{aligned}
$$

where $\Gamma_{\text {AS }}^{k}$ are antisymmetric combinations

$$
\Gamma_{\mathrm{AS}}^{k}\binom{r_{1}, r_{2}}{s_{1}, s_{2}}=\underbrace{\tilde{\Gamma}\left(\begin{array}{cccc}
0 & \cdots & 0 & k  \tag{H.2}\\
0 & \cdots & z_{1}
\end{array} ; z_{2}, \tau\right)-\underbrace{\tilde{\Gamma}}_{(3-k)-\text { times }} \begin{array}{cccc}
\begin{array}{ccc}
0 & \cdots & 0
\end{array} & k \\
0 & \cdots & 0 & z_{1}
\end{array} ; z_{2}, \tau)}_{(3-k)-\text { times }}
$$

with $z_{i}=r_{i} / 6+\tau s_{i} / 6$, and where the prefactors $C_{k}$ are given by

$$
C_{1}=12 \pi^{2} \quad C_{2}=6 \pi \quad C_{3}=1
$$
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[^0]:    ${ }^{1}$ The the shift in the indices in the definition of the twistors $Z_{i}$ renders common but competing conventions consistent with each other.

[^1]:    ${ }^{1}$ For our purpose it is enough to think of differential one-forms as elements $f\left(x_{i}\right) \mathrm{d} x_{j}$ for some coordinates $x_{i}$ on a manifold.
    ${ }^{2}$ Note that we have implicitly rescaled the parameters $t_{1}, t_{2}$ such that both $\gamma_{1}$ and $\gamma_{2}$ are parametrized by $t_{i} \in[0,1]$.

[^2]:    ${ }^{3}$ This definition is equivalent for MPLs and pure functions of MPLs.

[^3]:    ${ }^{4}$ Similarly to the periods $\omega_{i}$ of an elliptic curve we can define quasi periods $\eta_{i}$ such that they fulfil the legendre relation $\omega_{1} \eta_{2}-\omega_{2} \eta_{1}=-i \pi$. Generally, the primitive $F(z)$ of an elliptic function $f(z)$ is not periodic but quasi periodic, and we have $F\left(z+\omega_{i}\right)=F(z)+C_{i}$, where the $C_{i}$ are independent of $z$. The quasi-periods $\eta_{i}$ are closely related to the mismatches $C_{i}$. For the Weierstarss $\wp$ function, $f(z)=\wp(z)$ we have $\eta_{i}=\zeta_{\wp}\left(\omega_{i} / 2\right)$, where $\zeta_{\wp}$ is the Weierstrass zeta function and we have $\zeta_{\wp}\left(z+\omega_{i}\right)=\zeta_{\wp}(z)+2 \eta_{i}$.

[^4]:    ${ }^{5}$ Treating eMPLs evaluating to numbers as the corresponding eMPLs

[^5]:    ${ }^{6}$ Note the reversal of words in the definition of the symbol of de Rham periods.

[^6]:    ${ }^{1}$ The DRED scheme is a regularization scheme similar to the dimensional regularisation introduced previously. It is primarily used in supersymmetric theories to preserve the number of degrees of freedom of the particles while still considering all momenta to be $d$ dimensional.

[^7]:    ${ }^{2}$ We have tried to find solutions by independently varying the parameters $N_{c}, n_{f}^{F}, n_{s}^{F}$, $n_{f}^{A}$ and $n_{s}^{A}$ between 0 and 35 and have not found any other solutions than the ones derived in thie section. We therefore conjecture that these are the only solutions.

[^8]:    ${ }^{3}$ We consider chiral multiplets in $\mathcal{N}=1$ supersymmetry, consisting of a Weyl fermion and two real scalar on-shell degrees of freedom.

[^9]:    ${ }^{1}$ Note that this choice of residues is not unique and we can also find a valid regularization by subtracting the residues at $\nu_{2 i-1}=\nu_{2 i}, 1 \leq i \leq(N-6) / 2$ and, for even $N$, at $\nu_{N-5}=-\pi \Gamma$

