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ABSTRACT

In this thesis we are investigating the mathematical dependence of scattering amplitudes on kinematical
invariants. In particular, we are analyzing the underlying geometries of scattering amplitudes in order to
predict the resulting function space. We then use this knowledge of the function space to find suitable, more
efficient ways to perform the computation of scattering amplitudes. First, we consider the forward-scattering
limit of amplitudes in N=4 supersymmetric Yang-Mills theory (SYM), where scattering amplitudes can be
written as linear combinations of building blocks that can be expressed in terms of single-valued multiple
polylogarithms. Further, we introduce a novel mathematical formalism for the computation of these building
blocks exploiting their single-valuedness that allows us to compute scattering amplitudes very efficiently.
Finally, we find relations among building blocks for different numbers of external particles, generalizing
the factorization of scattering ampl...
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Introduction

The field of physics is one of the oldest academic fields in the history of research.

Already in ancient Greek times, physicists have aimed to explain the inner

workings of nature itself and to understand the reasons behind the world they

observed. Since then a lot of progress has been made and the field has grown

to extents where there are hundreds of fields of research aiming to explain

phenomena at various frontiers of our knowledge that make up the entirety of

physics in the modern age. In the course of history it has become apparent

that mathematics and physics are deeply intertwined, and the combined efforts

of mathematicians and physicists have sparked a golden age of progress in

the research of the universe and its fundamental laws. Physical processes can

naturally be described in the language of mathematics and the developments

in the fields of mathematics have led to advancement in the fields of physics.

Conversely, observations of nature and mathematical descriptions of processes

therein have shone new lights on mathematical research and have contributed

to the advancements in mathematics.

In this thesis, we will use this symbiosis between these two disciplines in the

field of particle physics. Already in early Greek times some philosophers be-

lieved that all matter was made up of small, ’uncuttable’ particles, the atoms.

While the idea was purely philosophical at the time, it is common knowledge

today that these Greek philosophers were (partly) right. While we, and all

things around us, are indeed made of atoms, they are not ’uncattable’ but are

themselves made up of smaller particles. These smallest (elementary) parti-

cles and their behaviour are the very matter of interest of particle physics.

In order to learn about the fundamental laws underlying their interactions we

try to create environments in which two single particles can interact with as

little interference from the vast amounts of particles around them as possible.
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This is usually done by accelerating elementary particles to very high ener-

gies, shooting them at one another and measuring the resulting particles. The

strongest such experiment is currently being conducted at the large hadron

collider (LHC), where protons are being accelerated to up to 7 TeV before

they take part in a collision with another proton. Due to the high energies

of the particles involved in the collision it is possible to observe very heavy

and equally short-lived particles that we cannot otherwise observe in nature.

Mathematically, these interactions are expressed in terms of so-called scattering

amplitudes. Scattering amplitudes encode the probability of a set of particles

in a given quantum state to evolve into another defined quantum state and

are often represented in the form of graphs with several external lines that are

related to the prepared and measured particles (c.f. fig. 1).

pi1

pi1 pf2
pf1

..
.

pfk−1

pfk

M =

Figure 1: Scattering amplitude for the collission of two particles with momenta

pi1 and pi2 decaying into particles with momenta pf1 . . . pfk .

While the external lines relate to physical particles, and hence to the experi-

mental side of particles physics, the blob in the center connecting the external

lines represent the scattering event, i.e. the interactions among the external

particles and, in a way, the theory side of particle physics. The properties of

particles and the way they interact are studied by assuming a set of ’rules’,

computing a scattering amplitude according to these rules and comparing the

result with the outcome of the experiment. If the set of rules represents the

laws of nature then the experimental measurement and the theoretical pre-

diction will agree to arbitrary accuracies. The set of rules underlying these

computations corresponds to a mathematical model of the physical theory un-

der consideration and consists of a set of particles that are assumed to take part

in the interaction as well as the specific way each of these particles interacts

with the others. The theory that contains all particles that have, to date, been

observed directly as well as their interactions is called the standard model of

particle physics.

So far the standard model has been an enormous success and even after years of

experimental measurements no significant discrepancy between the predictions

from computations assuming the standard model and experimental observa-

tions has been registered. From astronomical experiments, however, it is clear
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Figure 2: The standard model of particle physics. [Carsten Burgard]

that the standard model cannot be the final answer. There, the gravitational

effects of large masses have been observed without the presence of visible mat-

ter made out of particles in the standard model. This puts us in a conundrum:

The standard model appears to describe the laws of nature to such a high accu-

racy that we have not been able to observe any significant discrepancies while

also knowing that it can not capture the whole picture of particle physics. The

only way out of this conundrum seems to be to increase the accuracy in our

measurements and our theoretical predictions so that we will hopefully be able

to find a mismatch between the two. At the moment, theoretical predictions

and experimental measurements are in agreement with one another and hence

it will not be enough to increase the accuracy of only one of them. While the

LHC continues to collect more and more data, thereby reducing statistic un-

certainties, reducing theoretical uncertainties is achieved by performing more

and more complicated calculations. In general these calculations are very hard

and cannot be performed exactly. Instead, scattering amplitudes are expanded

in the coupling constants, (small) parameters in the model of the theory that

encode the strength of interactions. If the coupling constants are small enough,

the first few terms of this perturbative expansion will describe the amplitude

very well.

http://davidgalbraith.org/portfolio/ux-standard-model-of-the-standard-model/
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State of the art calculations of scattering amplitudes in quantum field theory

can often take years and the complexity of the problem scales factorially with

the perturbative order. It is therefore clear that we can not simply brute-force

these computations. Instead we have to develop new mathematical tools to

perform them. Many such tools to reduce the complexity of computations have

been established over the last decade and are considered common praxis today.

Thanks to these, we have been able to push the perturbative order at which

many scattering amplitudes can be computed, we did however also encounter

scattering amplitudes with more and more complicated functional dependences.

Usually, these functional dependences are given in terms of integrals and it is

desirable to solve the integral analytically in terms of functions that can be

evaluated efficiently. As the integrands of these integrals get more and more

complicated with each perturbative order, so do the functions they evaluate

to and many integrals have been encountered to date that we have not been

able to solve. It is therefore essential to study the geometry described by

the integrand and to find the space of functions associated with integrals over

these geometries. In this work we will demonstrate how a good knowledge of

the function space and the algebraic properties of these functions can facilitate

the computation of scattering amplitudes.

This thesis is structured as follows. In chapter 1, we will introduce the notion

of scattering amplitudes. We will show how they depend on the theory under

consideration and how they can be computed in terms of Feynman integrals.

Finally, we will introduce the theories considered in this work and give the

basic structure of scattering amplitudes in these theories. In chapter 2 we will

give a detailed review of the function spaces relevant for this work. We will

introduce three classes of iterated integrals, multiple polylogarithms, elliptic

multiple polylogarithms and iterated integrals of modular forms. We also re-

view some very useful algebraic properties of these functions as well as special

linear combinations and relations among them. In chapter 3 we will consider

scattering amplitudes in the high-energy limit of N = 4 SYM. We will define

the multi-Regge limit and give an all-order description of scattering amplitudes

in this limit in an auxiliary space. We show hot to use this description of scat-

tering amplitudes and the properties of the function space to define a novel way

to perform computations in this kinematical limit. In chapter 4 we will extend

the algorithm developed in the previous chapter to the computation of scatter-

ing amplitudes in generic Yang-Mills theories. We give a similar description of

scattering amplitudes in the high-energy limit in an auxiliary space and use our

mathematical framework to compute scattering amplitudes. We then analyse

the transcendentality properties of the results and find conditions for a theory

to be maximally transcendental. In chapter 5 we consider a class of Feynman
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integrals associated to the banana graph and show that it can be written in

terms of the same functions as a similar integral that had already been com-

puted. We then use this knowledge to compute solutions for the whole integral

family in terms of these functions.

This work is based on the publications [1–6],

• V. Del Duca, S. Druc, J. Drummond, C. Duhr, F. Dulat, R. Marzucca, G.

Papathanasiou, and B. Verbeek, Multi-Regge kinematics and the moduli

space of Riemann spheres with marked points, JHEP 08 (2016) 152,

• V. Del Duca, C. Duhr, R. Marzucca, and B. Verbeek, The analytic struc-

ture and the transcendental weight of the BFKL ladder at NLL accuracy,

JHEP 10 (2017) 001,

• V. Del Duca, S. Druc, J. Drummond, C. Duhr, F. Dulat, R. Marzucca,

G. Papathanasiou, and B. Verbeek, The seven-gluon amplitude in multi-

Regge kinematics beyond leading logarithmic accuracy, JHEP 06 (2018)

116,

• R. Marzucca, and B. Verbeek, The Multi-Regge Limit of the Eight-Particle

Amplitude Beyond Leading Logarithmic Accuracy, JHEP 07 (2019) 039,

• J. Broedel, C. Duhr, F. Dulat, R. Marzucca, B. Penante, and L. Tancredi

An analytic solution for the equal-mass banana graph, arXiv:1907.03787,

• V. Del Duca, S. Druc, J. Drummond, C. Duhr, F. Dulat, R. Marzucca,

G. Papathanasiou, and B. Verbeek, In preparation,

as well as the proceedings [7, 8]

• V. Del Duca, S. Druc, J. Drummond, C. Duhr, F. Dulat, R. Marzucca,

G. Papathanasiou, and B. Verbeek, Multi-Loop Amplitudes in the High-

Energy Limit in N = 4 SYM, PoS LL2018 (2018) 026,

• V. Del Duca, S. Druc, J. Drummond, C. Duhr, F. Dulat, R. Marzucca,

G. Papathanasiou, and B. Verbeek, Amplitudes in the Multi-Regge Limit

of N=4 SYM, arXiv:1811.10588.

I have provided major contributions to all of the publications listed above. In

particular, I have computed and cross-checked all published results with the

exception of the five-loop perturbative coefficient in [1] and the four-loop per-

turbative coefficients in [3]. I have further determined and proved the possible

https://doi.org/10.1007/JHEP08(2016)152
https://doi.org/10.1007/JHEP10(2017)001
https://doi.org/10.1007/JHEP06(2018)116
https://doi.org/10.1007/JHEP06(2018)116
https://doi.org/10.1007/JHEP07(2019)039
https://arxiv.org/abs/1907.03787
https://doi.org/10.22323/1.303.0026
https://arxiv.org/abs/1811.10588
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leading-coefficients of non-MHV amplitudes at leading-logarithmic accuracy in

the multi-Regge limit of N = 4 supersymmetric Yang-Mills theory as well as

contributed to all other parts of the publications with exception of the proof

of factorization in [1] and the computation of the next-to-leading order central

emission block.



Chapter 1
Background

1.1 Scattering Amplitudes

In this section we will introduce scattering amplitudes, the central object of

many calculations in particle physics. A scattering amplitude encodes the prob-

ability of a set of particles {φij} (with certain boundary conditions), called the

initial state to evolve over time into a second set of particles {φfj} (with certain

boundary conditions), called the final state. The ’rules’ by which they behave,

i.e. the mathematical model of the theory in consideration, can be described by

a Lagrangian L. More precisely, the Lagrangian contains information on how

individual particles propagate through time and space and on how particles

interact with each other. A simple example for such a model is given by the

Lagrangian

Lφ4 =
1

2
(∂µφ)2 − 1

2
m2φ2 − λ

4!
φ4 , (1.1)

which describes a theory containing only one type of field, φ. The dimensionless

quantity λ is called the coupling constant and encodes the strength of the

corresponding interaction. The Lagrangian can be divided up into two parts,

the free part Lfree = 1
2 (∂µφ)2 − 1

2m
2φ2 and the interacting part LI = − λ

4!φ
4.

Due to the interacting part of the Lagrangian it is difficult to define the notion

of a single particle, as its time evolution will be influenced by other particles

around it.

In collider experiments, we want to observe the collision of two particles φi1
and φi2 which in turn result in a measurement of particles φf1 . . . φfk . Math-

11



12 Chapter 1. Background

ematically, this is described by the overlap 〈φf1 . . . φfk |φi1φi2〉 of the initial

states, prepared by the experiment and the measured final states. As we have

mentioned before, it is difficult to define individual particles in an interacting

theory. We will therefore define the particles ’in the far past’, where they were

isolated from other particles and can therefore be defined by the free theory

only. We will then evolve that state over time to the point of the collision.

This time evolution is given by an infinite-dimensional unitary matrix called

the S-Matrix, whose rows and columns correspond to the numbers of particles

and their states. It can be computed from the Lagrangian of the theory, and

we define

〈φf1 . . . φfk |φi1φi2〉 ≡ 〈φf1 . . . φfk |S|φi1φi2〉free free . (1.2)

Naturally, there is a possibility that the particles just pass each other without

interacting at all. Therefore, the S-matrix can be written as the identity plus

a term due to interactions, and we write

S = 1 + iT . (1.3)

The interesting part for us is the interacting part T of the S-matrix, as it allows

us to gather information about the interplay of different particles and hence to

gather information about the theory. Factoring out overall energy-momentum

conservation, we can define the scattering amplitude M(φi1φi2 → φf1 . . . φfk)

as

〈φf1 . . . φfk |iT |φi1φi2〉free free = (2π)4δ(4)
(
pi1 + pi2 −

k∑

j=1

pfj

)
iM , (1.4)

where px is the momentum of particle φx, and where we have dropped the

information on the particles on the right hand side for compactness. Scattering

amplitudes are often represented diagrammatically, as can be seen in fig. 1,

where the corresponding diagram for the scattering of two (identical) particles

into k (identical) particles is shown.

This scattering amplitude encodes the probability of the two initial particles

φi1 and φi2 to decay into the the particles φf1 . . . φfk , and it is related to the

measurable cross section σ(φi1φi2 → φf1 . . . φfk) via

σ(φi1φi2 → φf1 . . . φfk) = N
∫

dΠk |M|2 , (1.5)

where

∫
dΠk =




k∏

j=1

d3pfj
(2π)3

1

2Ej


 (2π)4δ(4)


pi1 + pi2 −

k∑

j=1

pfj


 , (1.6)
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is the phase-space integration over all allowed final state momenta, Ej = p0
fj

is

the energy of the particle φfj and N is a normalization constant.

Finding efficient ways to compute these scattering amplitudes, both perturba-

tively and non-perturbatively, remains one of the central aspects of research in

particle physics. One of the most popular ways to perform these computations

is via Feynman diagrams, which we will introduce in the following section.

1.2 Feynman Integrals

In the previous section we have introduced scattering amplitudes, the central

object of interest in quantum field theory computations for collider experi-

ments. We have seen how they relate to the S-Matrix, which in turn can be

computed from the Lagrangian of the theory. In this section, we give a more

detailed glance into the S-Matrix and introduce a powerful tool for the pertur-

bative computation of scattering amplitudes, Feynman integrals. The proper

mathematical derivation of the relations outlined in this section in all its details

is a very tedious task and has been covered in most of the standard textbooks

for particle physics. We will therefore only motivate and outline these relations

and refer the reader to those textbooks for a detailed discussion of these topics.

As we have mentioned in the previous section, the S-Matrix corresponds to the

unitary time evolution of the particle states involved in the scattering process

to the far past or far future respectively, where they can be described by the

free theory. As in quantum mechanics, this time evolution is given by the

exponential of the Hamiltonian H of the theory, which in turn can be computed

from the Lagrangian L, and the interacting part T of the S-matrix is due to

the interacting part of the Lagrangian LI
Let us at this point introduce a graphical notation that will be very useful

to express the perturbative expansion of the matrix element (1.2). We will

symbolize the propagation of a particle φ in space time between a point x and

a point y with a line connecting the points x and y. Then a vertex connecting

three or more lines symbolises an interaction among the corresponding particles.

In this language, the interacting part of the Lagrangian LI in (1.1) corresponds

to the diagram

LI ∝ , (1.7)

and every vertex appearing in a diagram is proportional to the coupling con-

stant λ. Ultimately the lines connecting to a vertex must either be connected
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to another vertex or to ’a point in the far future (past)’ corresponding to a

free particle in either the initial or the final state. For a given matrix element

〈φf1 . . . φfk |S|φi1φi2〉, the external lines of each contributing diagram must cor-

respond to the particles φi1 , φi2 , φf1 , . . . , φfk .

The perturbative expansion of an S-matrix element can then be obtained as

the expansion in powers of the coupling constant λ, or, equivalently in terms

of our graphical representation, in the number of vertices in our diagrams.

Since the number of external lines is fixed for any matrix element, the only

way we can add more vertices to our diagrams is by drawing closed loops.

Correspondingly, tree diagrams, i.e. diagrams with no closed loops, are called

leading order (LO) contributions, those with one loop are called next-to-leading

order (NLO) contributions, etc. For the propagation of a particle in space time,

for example we find the expansion

+ λ + λ2
(

+ . . .
)

+O(λ3) , (1.8)

where we have made the factors of λ explicit and have ignored other prefac-

tors of the diagrams. As expected, the leading order contribution is the free

propagator and all corrections come with additional loops in the diagrams.

The individual diagrams are called Feynman diagrams and a numerical value

can be associated to each of them. These numerical values are most con-

veniently computed in momentum space and the prescriptions to connect a

diagram to its numerical value are referred to as Feynman rules. Loosely

speaking, we associate to each line of the diagram a momentum and impose

energy-momentum conservation at each vertex. The momenta of the external

lines correspond to the momenta of the external particles, and we associate a

non-physical momentum, called loop momentum to each closed loop. A simple

example is the scalar one-loop bubble integral depicted in 1.1. Finally, to get

p p

k

k − p

Figure 1.1: The bubble diagram with external momentum p and loop momen-

tum k.

a numerical value, we replace each particle line with the corresponding free
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propagator and integrate over all possible configurations of loop momenta. For

the bubble integral with two different masses mi, for example we get

=

∫
ddk

πd/2
1

(k2 −m2
1)((k − p)2 −m2

2)
. (1.9)

As we can see in the integration measure, we consider all momenta to be d-

dimensional, even though we are interested in scattering amplitudes in four

dimensions. The reason for that is that the integrals associated to Feynman

graphs do not always converge in four dimensions and need to be regularized.

A regularization procedure that has proved to be very effective for the compu-

tation of Feynman integrals is the so-called dimensional regularization, where

we perform all integrals in d = 4 − 2ε dimensions for some small regulator ε.

Then all Feynman integrals converge and we get a Laurent series in ε. Finally,

after combining all Feynman diagrams contributing to an observable, all poles

in ε in the final cross-section must cancel so we can take the limit ε→ 0.

The divergences exhibited by Feynman integrals are usually grouped in one of

two sets: Infrared (IR) divergences and ultraviolet (UV) divergences. While the

details of these divergences are not essential for this work, it is useful to know

the distinction between UV and IR divergences. UV divergences are due to the

loop momenta becoming very large. In this case, a possible divergence of the

integral can easily be identified by simple power-counting of loop momenta in

the numerator and denominator of the integrand. IR divergences on the other

hand appear for finite loop momenta and are due to massless propagators 1
q2

in the integrand.

We have introduced the notion of Feynman integrals and have seen how they are

relevant for the computation of scattering amplitudes in quantum field theory,

the only theory we have seen so far, however, was φ4 theory. This theory,

while being very simple and well-suited to introduce scattering amplitudes and

Feynman integrals, is not realized in nature. In the next section we will turn

to theories that are more relevant for the description of particle scattering in

nature.

1.3 Gauge Theories

So far we have seen how to mathematically describe the scattering of two par-

ticles into other particles of the theory and how to compute the associated

probability amplitudes. In this section we will introduce gauge theories, a class

of theories that has been very successful in describing the scattering of real
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particles. The standard model of particle physics, which is widely accepted to

be the current state of the art theory to describe the interactions of elementary

particles, is a unification of three theories–electro-magnetism, electro-weak the-

ory and the theory of strong interactions–each of which in itself can be described

as a gauge theory. A gauge theory is a theory whose Lagrangian is invariant

under certain (local) transformations of the fields. These so-called symmetries

of the Lagrangian are often described by a corresponding Lie group. Math-

ematically, these symmetries are implemented through the appearance of an

additional field called the gauge field which can be interpreted as mediators of

the corresponding force of nature (e.g. the strong force).

In this thesis, we will study the gauge theory described by the special unitary

group SU(NC) for some NC ∈ N. These theories are commonly known as Yang-

Mills theories and for NC = 3 we find the theory of strong interactions. The

reasons for studying this theory over for example U(1) theory describing electro-

magnetism or U(1) × SU(2) describing electro-weak interactions are twofold.

The most powerful experimental tool to analyse the scattering of elementary

particles today is the LHC and the reactions taking place in these collisions are

dominated by strong interactions. On the other hand, at energy levels acheived

in collider experiments, the coupling constant of strong interactions is much

larger than the coupling constants of other interactions. In order to achieve

a certain accuracy in our predictions, we need to compute the perturbative

expansion of scattering processes involving strong interactions to much higher

orders than in other theories. Accordingly, the computations necessary to

achieve the same accuracy will be much more involved.

1.3.1 Yang-Mills Theory

Quantum chromodynamics, the theory of strong interactions, describes the

interactions of quarks and gluons that make up all hadrons. As such, QCD is at

the heart of the description of scattering processes at the LHC. Mathematically,

QCD is described by an SU(3) invariant Lagrangian for the quarks ψ and gluons

Aµ. Let us now consider the slightly more general Yang-Mills theory, defined

by the SU(NC) invariant Lagrangian

LYM = ψ̄(iγµDµ −m)ψ − 1

4
Gµνa Gaµν , (1.10)

where

Dµ = ∂µ − igAµ (1.11)
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is the gauge covariant derivative, g is the coupling constant,

Gaµν = ∂µA
a
ν − ∂µAaµ + gfabcAbµA

c
ν (1.12)

is the field-strength tensor of the gauge boson Aaµ, usually referred to as gluon,

and the fabc are the structure constants of SU(NC). The index a of the gluon

is its color-index and Aaµ denotes the component multiplying the corresponding

SU(NC) generator T a,

Aµ = AaµT
a . (1.13)

SU(NC) is generated by N2
C − 1 generators and we normalize them such that

Tr
(
T aT b

)
=

1

2
δab . (1.14)

The structure constants of the theory are given by the commutators of the

generators and we have

[T a, T b] = ifabcT c . (1.15)

The Lagrangian (1.10) is invariant under the symmetry transformations

ψ → U(x)ψ ≡ eiθa(x)Taψ (1.16)

Aµ → U(x)AµU
†(x) +

i

g
U(x)∂µU

†(x) . (1.17)

Now that we know how to compute scattering amplitudes perturbatively and

have introduced Yang-Mills theory, we could in principle start calculating scat-

tering amplitudes. It turns out, however, that this is still a very difficult

endeavour and that it can take very long to improve theoretical accuracies

of scattering amplitudes by brute-forcing the computations. While numerous

mathematical tricks for the computation of scattering amplitudes have been

developed, it is often helpful to slightly simplify the problem at first and then

try and generalize the solution.

1.3.2 N = 4 Supersymmetric Yang-Mills Theory

In this section we will give a brief introduction to N = 4 supersymmetric

Yang-Mills theory (SYM) with a focus on the planar limit. Supersymmetry is

a global symmetry that assigns to every particle another particle, often referred

to as superpartner, with a spin differing by ±1/2. Starting from the highest

spin particle in our theory, the gauge boson, we can act, in turn, with up to
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four different supersymmetry generators, at which point we would get a particle

with spin−1. Acting with any more than four supersymmetry generators would

necessarily require us to consider particles with spins > 1, and hence N = 4

is the largest number of supersymmetry generators we can add to our gauge

theory. Since the particles of all allowed spins in our theory are generated

as superpartners of the gauge boson, the particle content of N = 4 SYM is

completely constrained by supersymmetry. Starting from the gauge boson we

get four different fermions by acting with the four different supergenerators.

The square of a supersymmetry generator vanishes and hence we get six distinct

pairs of generators corresponding to the six scalars of the theory. The remaining

particles with negative spins correspond to the chiral partners of the gauge

boson and the fermions, and hence we have one gauge boson, four fermions

and six scalar particles. Since all particles of the theory are derived from the

gauge boson by the action of the supersymmetry generators, their interactions

are equally constrained and share the same coupling constant g.

Supersymmetric theories are often simpler than unconstrained theories while

still sharing some of the desired properties and can therefore constitute in-

teresting toy models to consider. In the case of N = 4 SYM, the degree of

symmetry in the theory is especially high and its planar limit is considered

a candidate for a quantum field theory in four dimensions that can be solved

exactly [9]. One of the symmetries that N = 4 SYM exhibits is conformal sym-

metry. N = 4 SYM is conformally invariant to all orders in perturbation theory

and as such must, among other transformations, be invariant under rescaling of

coordinates. This implies that there can be no mass scale in the theory and all

particles are therefore massless. It also implies that the β-function vanishes to

all orders in perturbation theory [10–12]. Due to the large amount of symmetry

that scattering amplitudes have to obey in N = 4 SYM they are substantially

easier to compute than those in QCD, which makes N = 4 super Yang-Mills

theory a nice testing-ground for new computational techniques. As a candidate

for an integrable theory, computations in N = 4 SYM also serve as way-signs

for the search of an exact solution to the theory.

Due to the invariance of scattering amplitudes in N = 4 supersymmetric Yang-

Mills theory under supersymmetry, we can relate scattering amplitudes involv-

ing different particles in their final state. While the scattering amplitude must

be invariant under the action of supersymmetry generators, we can also use

those generators to change one of the external particles defining the scattering

amplitude. It is therefore possible to restrict ourselves to the computation of

scattering amplitudes An, involving only n external gluons and no other exter-

nal particles. The scattering of other particles can then be inferred from these

using supersymmetry.
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Gluon-scattering amplitudes depend on the helicities hi ∈ {±1} of the external

gluons, their momenta pi as well as their color structure ai,

An ≡ Ah1...hn
n (p1, . . . pn; a1, . . . , an) , (1.18)

we will however drop the explicit dependence on either of these quantities when

it is not essential to the equation. Another thing we can learn from invariance of

scattering amplitudes under supersymmetry is that n-gluon amplitudes vanish

if all gluons or all but one of the gluons have the same helicity,

A+···+
n = A−+···+

n = 0 . (1.19)

The first non-zero amplitudes, namely those with two flipped helicities are

called maximally helicity violating (MHV) amplitudes

A−−+···+
n ,A−+−+···+

n , . . . . (1.20)

Amplitudes with three flipped helicities are dubbed next-to-maximally helicity

violating (NMHV) and the counting continues accordingly. Those amplitudes

where all but two helicities are minus are also called MHV and hence for four

and five external gluons all non-vanishing amplitudes are either MHV or MHV.

Let us now take a closer look at the color structure of the amplitudes An.

Generally, color dependence is encoded in the SU(NC) generators T a and the

structure constants fabc . Using equations (1.14) and (1.15), we can rewrite all

appearances of structure constants by traces of SU(NC) generators,

fabc = −2iTr
(
[T a, T b]T c

)
. (1.21)

In addition, making the matrix-structure of the generators T a ≡ T aij explicit,

all fundamental indices i, j must be contracted, and hence all generators must

appear inside a trace. This trace-structure can be simplified using the Fierz

identity

2T aijT
a
kl = δilδjk −

1

NC
δijδkl , (1.22)

and we can use it to eliminate all SU(NC) generators T a whose color index

a does not correspond to an external gluon. Note that one of the terms in

the Fierz identity is suppressed by NC compared to the other, allowing us to

expand the amplitude An in powers of NC . Doing so, we find that the leading

term always only contains a single trace, and we write the `-loop amplitude as

A(`)
h1...hn

(p1, . . . pn; a1, . . . , an) = (1.23)

N `
C

∑

σ

Tr[T aσ(1) . . . T aσ(n) ]A
(`)
h1...hn

(p1, . . . pn) +O(N `−1
C ) ,
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where the sum runs over all non-cyclic permutations and the partial amplitudes

A(`) depend only on the helicities and the momenta of the external gluons.

The Feynman graphs contributing to the leading term in this expansion are

all planar graphs, and hence we can formally define the planar limit of N = 4

SYM by letting the number of colors NC go to infinity. More precisely, the

planar limit, or ’t Hooft limit [13], is defined by

NC →∞ g → 0 a ≡ NCg
2

8π2
= finite . (1.24)

In this limit, the trace in eq. (1.23) induces a natural ordering of the external

momenta pi and we call those amplitudes color ordered. We can make overall

energy-momentum conservation of the amplitude manifest by introducing dual

coordinates xi through the relation

xi − xi−1 = pi . (1.25)

If we express the amplitude An in terms of these coordinates, we will find that

its integrand is also conformally invariant in the xi. In fact, planar N = 4 super

Yang-Mills theory is dual-conformally invariant on the integrand level [14–19],

i.e. it is conformally invariant in the dual coordinates xi as well as in the mo-

menta pi, and dual conformal invariance is only broken by the IR structure of

the integrated amplitude. Luckily, the infrared structure of scattering ampli-

tudes in planar N = 4 SYM can be predicted at every order in perturbation

theory and it is possible to rewrite the amplitude in terms of an IR divergent bit

and a finite bit which preserves dual conformal invariance at the integral level.

More precisely, it is possible to factor out the IR structure of the amplitude to

all orders in perturbation theory and we write [20,21]

An = A(BDS)
n Rn . (1.26)

The so-called BDS-Ansatz A
(BDS)
n , due to Bern, Dixon and Smirnov [21], cap-

tures the IR structure of the amplitude and is determined to all orders in

perturbation theory by the corresponding tree-level and one-loop amplitudes,

and the term Rn ≡ An/A
(BDS)
n is finite and dual conformally invariant. The

ratio Rn is closely related to the remainder function Rn defined for MHV

amplitudes, and we have

RMHV
n = eRn . (1.27)

For four and five external particles, the BDS ansatz captures the entire am-

plitude, An = A
(BDS)
n for n = 4, 5, and hence the ratio Rn is trivial. In the

following, we will consider the BDS-Ansatz to be known for all considered cases
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Figure 1.2: Figures displaying two cross ratios in the five- and six-particle case.

The dashed lines represent the factors x2
ij in the numerator and denominator.

Note that for five particles, one of the dashed lines will always correspond to

an external line.

and focus on the computation of the remainder function. In the next section

we will review some mathematical properties of the remainder function and its

functional dependence.

The Functional Dependence of Rn

As we have mentioned before, the ratio R is finite and dual-conformally invari-

ant. As a consequence, its kinematical dependence can be completely expressed

in terms of the dual-conformally invariant cross ratios

Uijkl =
x2
ijx

2
kl

x2
ikx

2
jl

, (1.28)

where xij = xi − xj . Since the difference of two adjacent dual coordinates

corresponds to an external momentum (c.f. eq. (1.25)), and since all external

momenta are lightlike, we can only define non-trivial cross-ratios if we have six

or more external momenta. Indeed, this matches the observation that the ratio

R if trivial for four- and five-point amplitudes and hence they are completely

described by the BDS-Ansatz.
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In four dimensions, and for n external gluons, only 3n − 15 of the Uijkl are

independent and a possible basis of cross ratios is given by [22,23]

u1i =
x2
i+1,i+5x

2
i+2,i+4

x2
i+1,i+4x

2
i+2,i+5

, u2i =
x2
N,i+3x

2
1,i+2

x2
N,i+2x

2
1,i+3

,

u3i =
x2

1 i+4x
2
2,i+3

x2
1,i+3x

2
2,i+4

, (1.29)

for i = 1, . . . , N − 5.

Let us now make explicit that all external momenta pi are lightlike. We can

express any momentum pµ in terms of 2× 2 matrices through the relation

paȧ = σµaȧpµ , (1.30)

where σi, 1 ≤ i ≤ 3 are the Pauli matrices and σ0 = 1 is the identity matrix.

Then the square of a vector p corresponds to the determinant of the respective

matrix,

p2 = det(paȧ) . (1.31)

We see that the matrix corresponding to a lightlike momentum p must have a

vanishing determinant and hence it is degenerate. This allows us to write it as

a product

paȧ = λaλ̄ȧ , (1.32)

where λa, λ̄ȧ are two spinors, which are defined up to a rescaling λa 7→ tλa and

λ̄ȧ 7→ t−1λ̄ȧ.

Let us now introduce the so-called momentum twistors [24], which allow us

to restrict the functional dependence of the remainder function even further.

Since the external momenta pi are null, we can express them in terms of twistor

variables Zi as1

ZAi = (λαi+1, µ
α̇
i+1) , (1.33)

with µα̇i and λiα fulfilling the incidence relation

µα̇i = xαα̇i λiα . (1.34)

Since λa is defined up to a scaling, and since the incidence relation (1.34) is

homogenious, the momentum twistors Zi describe equivalence classes under

1The the shift in the indices in the definition of the twistors Zi renders common but

competing conventions consistent with each other.
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scalar multiplication that are represented in complex projective space CP3.

The complex projective space CPn can be thought of as the set of all lines in

Cn+1 passing through the origin. Let us introduce the twistor four-brackets

〈ijkl〉 as the determinant of the 4× 4 matrix formed out of the corresponding

twistors,

〈ijkl〉 = det(Zi Zj Zk Zl) ≡ εIJKLZIi ZJj ZKk ZLl , (1.35)

where εIJKL denotes the Levi-Civita tensor. Then we can express the kine-

matical invariants x2
ij in terms of momentum twistors as

x2
ij =

〈i− 1 i j − 1 j〉
〈i− 1 i I〉〈j − 1 j I〉 , (1.36)

where I denotes the so-called infinity twistor which corresponds to a null cone

at infinity. The infinity twistor breaks conformal invariance, this is however not

a problem because the squared differences x2
ij are not dual conformally invariant

either. The cross ratios (1.28) on the other hand are dual conformally invariant

and must be independent of the infinity twistor. Indeed, we have

Uijkl =
〈i− 1 i j − 1 j〉〈k − 1 k l − 1 l〉
〈i− 1 i k − 1 k〉〈j − 1 j l − 1 l〉 . (1.37)

This set-up allows us to express the color-ordered partial amplitudes in planar

N = 4 SYM by a configuration of n points in CP3 [25]. The set of all such

configurations, Confn(CP3) is closely related to the Grassmannian Gr(4, n),

the space of all four-dimensional linear subspaces of Cn,

Confn(CP3) ' Gr(4, n)/(C∗)n−1 , (1.38)

and each Grassmannian can naturally be equipped with a cluster algebra [26–

30]. It is worth studying these cluster algebras because they are related to

the singularities of scattering amplitudes in planar N = 4 super Yang-Mills

theory [25]. Let us make this more clear by looking at the cluster algebra

attached to the Grassmannian Gr(4, n).

A cluster algebra is a set of different quivers, that can all be constructed from

a single initial quiver under the action of an operation called ’mutation’. A

quiver can be represented as a directed graph, and an initial quiver for the

Grassmannian Gr(4, n) is given in fig. 1.3, where the nodes in boxes are called

frozen nodes and all other nodes are considered unfrozen nodes and each node

is labelled with so-called Plücker coordinates 〈ijkl〉. The mutations used to

construct the other quivers of the cluster algebra alter both the labels of the

nodes as well as the arrows of the graph. From each quiver in the cluster
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h1234i

h1235i h1236i h123n � 1i h123ni

h1245i h1256i h12 n � 2 n � 1i h12 n � 1 ni

h1345i h1456i h1 n � 3 n � 2 n � 1i

hn � 4 n � 3 n � 2 n � 1i

h1 n � 2 n � 1 ni

hn � 3 n � 2 n � 1 nih2345i h3456i

Figure 1.3: The A-coordinates for the initial quiver for Gr(4, n) with frozen

nodes in boxes.

algebra we can extract so-called X coordinates [25] and we find for the initial

quiver 1.3

X1j =
〈1 2 3 j + 3〉〈1 2 j + 4 j + 5〉
〈1 2 3 j + 5〉〈1 2 j + 3 j + 4〉 ,

X2j =
〈1 2 3 j + 4〉〈1 2 j + 2 j + 3〉〈1 j + 3 j + 4 j + 5〉
〈1 2 3 j + 3〉〈1 2 j + 4 j + 5〉〈1 j + 2 j + 3 j + 4〉 ,

X3j =
〈1 2 j + 3 j + 4〉〈1 j + 1 j + 2 j + 3〉〈j + 2 j + 3 j + 4 j + 5〉
〈1 2 j + 2 j + 3〉〈1 j + 3 j + 4 j + 5〉〈j + 1 j + 2 j + 3 j + 4〉 .

(1.39)

The 3n − 15 X -coordinates of any given quiver, including the initial quiver

shown above, form a complete set of coordinates for the kinematical dependence

of n-gluon amplitudes in N = 4 SYM. The cluster algebras associated to the

Grassmannians Gr(4, n) for n = 6, 7 are finite, meaning that there are only

finitely many diagrams that can be generated by mutation, while the cluster

algebras for n ≥ 8 are infinite. More precisely, any cluster algebra whose

unfrozen nodes, correspond to a Dynkin diagram, possibly after applying a

sequence of mutations, is finite.
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h1234ih1256i
h1236ih1245i

h1235ih1456i
h1256ih1345i

h1245ih3456i
h1456ih2345i

h1256ih1345ih4567i
h1245ih1567ih3456i

h1236ih1245ih1567i
h1235ih1267ih1456i

h1235ih1267i
h1237ih1256i

h12 n � 2 n � 1ih1 n � 4 n � 3 n � 2ihn � 3 n � 2 n � 1 ni
h12 n � 3 n � 2ih1 n � 2 n � 1 nihn � 4 n � 3 n � 2 n � 1i

h123 n � 2ih12 n � 1 ni
h123 nih1 2n � 2 n � 1i

h123 n � 1ih12 n � 3 n � 2ih1 n � 2 n � 1 ni
h123 n � 2ih12 n � 1 nih1 n � 3 n � 2 n � 1i

Figure 1.4: The X -coordinates for the initial quiver for Gr(4, n).



26 Chapter 1. Background



Chapter 2
Special Functions and Relations

In the previous section we have introduced the notion of scattering amplitudes

and have seen how to compute them perturbatively in terms of Feynman inte-

grals. These Feynman integrals are generally still very difficult and are known

to give rise to various classes of functions from polylogarithms [31–34], over

elliptic generalizations thereof [35–38] to integrals over so-called Calabi-Yau

manifolds [39], whose solutions are yet to be fully analysed, and many more

classes of functions are expected to appear. Among the mentioned functions,

(multiple) polylogarithms are without a doubt the once that have been best

understood. It is a reflection of this fact that a lot of progress in the compu-

tation of scattering amplitudes has been made in cases where we could write

them in terms of (multiple) polylogarithms. In contrast, progress was usually

brought to a halt for many years when scattering amplitudes exhibited Feyn-

man integrals evaluating to elliptic generalizations of polylogarithms and few

such integrals have been tediously computed. Due to recent developments in

the study of iterated integrals over elliptic curves, progress in this area has

sped up and more and more Feynman integrals evaluating to iterated elliptic

integrals are being solved.

The aim of this thesis is to highlight exactly this connection. We demon-

strate how careful analysis of the underlying geometry of the integration as

well as good knowledge of the function space of the result can be utilized to

efficiently compute scattering amplitudes. Consequently, we will introduce in

this chapter various types of iterated integrals as well as special combinations

of these functions that are relevant for the scattering amplitudes considered

in this thesis. In particular, we are going to consider multiple polylogarithms

27
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(MPLs) [40,41], elliptic multiple polylogarithms (eMPLs) [42,43] and iterated

integrals of modular forms (IMFs) [44, 45]. Multiple polylogarithms and their

underlying algebraic structures have been well studied and understood, and

tools for their analytic and numeric treatment are available [46–49]. In the

recent years, their elliptic counterparts have gained more and more attention

and it has been possible to extend many of the algebraic properties of MPLs to

eMPLs [42,50–52], there are however as of yet no tool-kits for their treatment

available. We will start this chapter by reviewing some well-known properties

of iterated integrals, which naturally arise during the computation scattering

amplitudes by Feynman diagrams.

2.1 Iterated Integrals

In this section we will consider generic (homotopy invariant) iterated integrals

of one-forms1 and review some useful properties that all iterated integrals share.

A detailed analysis and proofs can be found in ref. [48]. Let ωi be differential

one-forms defined on some smooth manifold M , γ : [0, 1] → M denote a path

on M and let ωi = fidt, where t parametrizes the path γ, then we define the

iterated integral
∫
γ
ω1 . . . ωk as

∫

γ

ω1 . . . ωk =

∫

0≤t1≤···≤tk≤1

f1(t1)dt1 . . . fk(tk)dtk . (2.1)

Products of two iterated integrals with the same path naturally form a shuffle

algebra,
∫

γ

ω1 . . . ωk

∫

γ

ωk+1 . . . ωn =
∑

σ∈Σ(k,n−k)

∫

γ

ωσ(1) . . . ωσ(n)

=

∫

γ

ω1 . . . ωk � ωk+1 . . . ωn ,

(2.2)

where Σ(k, l) denotes the set of all shuffles of {1, . . . , k} and {k+ 1, . . . , n}, i.e.

all permutations of {1, . . . , n} that preserve the relative orderings within each

set, and � denotes the shuffle product. If we decompose the path γ = γ1γ2

into two parts γ1 and γ2 such that γ2(1) = γ1(0),2 we have

∫

γ

ω1 . . . ωn =

n∑

k=0

∫

γ1

ω1 . . . ωk

∫

γ2

ωk+1 . . . ωn . (2.3)

1For our purpose it is enough to think of differential one-forms as elements f(xi)dxj for

some coordinates xi on a manifold.
2Note that we have implicitly rescaled the parameters t1, t2 such that both γ1 and γ2 are

parametrized by ti ∈ [0, 1].
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Integrating over the inverted path γ−1(t) = γ(1− t), i.e. integrating over path

γ in the opposite direction, corresponds, up to a sign, to an integral over the

reversed sequence of one-forms,
∫

γ−1

ω1 . . . ωn = (−1)n
∫

γ

ωn . . . ω1 . (2.4)

Let us now turn to the question when iterated integrals are homotopty invari-

ant, i.e. when the integral does not depend on the specific parametrization γ

of the path but only on the endpoints γ(0), γ(1). It is possible to find so-

called integrability conditions on the integrand that guarantee exactly that. It

is for example easy to see that any integral over an exact one-form ω = df is

homotopy invariant and we have
∫

γ

df = f(γ(1))− f(γ(0)) . (2.5)

More generally, this is true for any one-form that is closed dω = 0. The

conditions on iterated integrals are slightly more involved. Let us start by

defining the notion of words of differential forms ωi (not necessarily one-forms)

as sequences [ω1| . . . |ωk] ∈ Bk and let

B =

∞⊕

k=0

Bk (2.6)

denote the space of all words of differential forms of arbitrary length, where

B0 = F is defined as the field F over which the vector space of differential forms

is defined. Formally, Bk corresponds to the k-fold tensor product of the vector

space of differential forms. Together with the shuffle product

[ω1| . . . |ωk]� [ωk+1| . . . |ωn] =
∑

σ∈Σ(k,n−k)

[ωσ(1)| . . . |ωσ(n)] , (2.7)

B has the structure of a Hopf algebra. Setting the empty word [] equal to one,

the coproduct is given by the deconcatenation of words,

∆dec[ω1| . . . |ωn] =

n∑

k=0

[ω1| . . . |ωk]⊗ [ωk+1| . . . |ωn] , (2.8)

and the antipode is given by

S([ω1| . . . |ωn]) = (−1)n[ωn| . . . |ω1] . (2.9)

It is evident that the basic properties of iterated integrals (2.2), (2.3) and (2.4)

are inherited from these operations on Hopf algebras.
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Let us now focus on words of one-forms and define the maps D1, D2 : B → B

as

D1([ω1| . . . |ωk]) = −
k∑

i=1

[ω1| . . . |ωi−1|dωi|ωi+1|ωk] (2.10)

D2([ω1| . . . |ωk]) = −
k−1∑

i=1

[ω1| . . . |ωi−1|ωi ∧ ωi+1|ωi+2|ωk] . (2.11)

Then we can define the differential D = D1+D2 on B, which allows us to define

integrable words of one-forms. D has the usual properties of a differential, i.e. it

fulfils a Leibniz rule with respect to the shuffle product, and we have D2 = 0.

We stress that this definition only applies to words of one-forms and not to

words of arbitrary differential forms. While it is possible to define a similar

map for words of differential forms in general, the definition we give here is

sufficient within the scope of this thesis and takes a simpler form.

Let ω be a linear combination of words of one-forms, then we call ω integrable

if it lies in the kernel of D, and ω defines a homotopy invariant integral [53].

2.2 Multiple Polylogarithms

Many Feynman integrals can be expressed in terms of multiple polylogarithms

[41], in particular it was shown that all one-loop integrals in four dimensions

can be expressed in terms of MPLs [13]. In this section we will summarize

a few useful properties of multiple polylogarithms and will introduce special,

single-valued combinations of them. Multiple polylogarithms are defined [40]

by the recursion

G(a1, . . . , an; z) =

∫ z

0

dt

t− a1
G(a2, . . . , an; t) , (2.12)

where the recursion starts with G(; z) ≡ 1. The number of integrations n is

called the weight of the multiple polylogarithm. In the case where all ai = 0

we define

G(0, . . . , 0︸ ︷︷ ︸
n times

; z) =
1

n!
logn z . (2.13)

As can easily be seen from this definition, MPLs diverge for z = a1. MPLs

with the same argument form a shuffle algebra which allows us to rewrite a
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product of two MPLs as

G(a1, . . . , ak; z)G(ak+1, . . . , ak+l; z)

=
∑

σ∈Σ(k,l)

G(aσ(1), . . . , aσ(k+l); z) .
(2.14)

This property follows naturally from their definition as iterated integrals. Note

that the shuffle product preserves the weight and hence the product of two

MPLs of weight k and l is a linear combination of MPLs of weight k + l. The

shuffle product is consistent with eq. (2.13) and we find, similarly, in the case

where all ai = a 6= 0 are equal

G(a, . . . , a︸ ︷︷ ︸
n times

; z) =
1

n!
logn

(
1− z

a

)
. (2.15)

Considering the vector space of MPLs modulo iπ, i.e. modulo their branch

cuts, it forms a Hopf algebra [41, 54]. A Hopf algebra H is a bialgebra, i.e. it

is both an algebra and a coalgebra such that the two are compatible with each

other. More precisely, the coproduct ∆ and counit η of the coalgebra are both

algebra morphisms (or equivalently, the product µ and unit ε of the algebra are

both coalgebra morphisms). Furthermore, H is equipped with a map S called

the antipode, which is an endomorphism on H such that

µ ◦ (idH ⊗ S) ◦∆ = µ ◦ (S ⊗ idH) ◦∆ = η ◦ ε . (2.16)

For the space of MPLs modulo iπ, the coproduct is given by

∆G(G(~a; z)) =
∑

~b⊆~a

G(~b; z)⊗G~b(~a; z) , (2.17)

where we sum over all order preserving subsets ~b ⊆ ~a. The functions G~b(~a; z)

are defined as the iterated integral with the same integrand as G(~a; z) but

integrated over a contour that encircles, in order, all poles in ~b. This is equiv-

alent to taking the residues in these points without multiplying by 2πi. Let us

demonstrate this at some simple examples. For MPLs of weight one there are

only two terms and the only residue we have to take is

Ga(a; z) = Resz=a
1

z − a = 1 . (2.18)

Hence we get

∆GG(a; z) = G(a, z)⊗ 1 + 1⊗G(a; z). (2.19)
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For a polylogarithm of length two, we have to compute the residues

Ga,b(a, b; z) = Resw=a
1

w − a Resz=b
1

z − b = 1

Ga(a, b; z) = Resz=a
1

z − aG(b; z) = G(b; a)

Gb(a, b; z) =

∫ z

b

dw
1

w − a Resz=b
1

z − b = G(a; z)−G(a; b) .

(2.20)

Note that the lower integration boundary after taking a residue is given by the

point at which we took the residue. The reason for this is that we encircle the

pole in the integrand and then continue our integration from there. Finally,

this yields the coproduct

∆GG(a, b; z) = G(a, b; z)⊗ 1 +G(a; z)⊗G(b; a)

+G(b; z)⊗ (G(a; z)−G(a, b)) + 1⊗G(a, b; z)
(2.21)

The functions G~b(~a; z) are linear combinations of (products of) MPLs of weight

|~a| − |~b|, where |~v| denotes the cardinality of ~v.

The coproduct is coassociative,

(id⊗∆G)⊗∆G = (∆G ⊗ id)⊗∆G, (2.22)

and can be lifted to a coaction on the full space of MPLs by setting

∆G(iπ) = iπ ⊗ 1 , (2.23)

where, by abuse of notation, we denote both the coaction and the coproduct

by ∆G. This asymmetry in the definition of the coaction is also reflected in

the way the coaction commutes with taking discontinuities or derivatives. In

particular, we have

∆G Disc = (Disc⊗ id)∆G and ∆G ∂z = (id⊗ ∂z)∆G . (2.24)

Let us quickly comment on the MPLs appearing on the r.h.s. of (2.17). Since

we have not imposed any restrictions on the ai ∈ ~a, we could potentially

encounter divergent polylogarithms of the form G(z, a2, . . . ; z). These diver-

gencies can be regularized using the shuffel product. We can formally rewrite

any G(a1, . . . , an; z) with ai = z for 1 ≤ i ≤ k and k ≤ n as [48]

G(a1, . . . , an; z) =

k∑

i=0

G(z; z)ifn−i(z) , (2.25)
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where the fk(z) are linear combinations of MPLs G(b1, . . . , bk; z) of weight k

with b1 6= z. Then we define

GReg(a1, . . . , an; z) = fn(z) . (2.26)

For the polylogarithm G(z, a; z) for example this yields

G(z, a; z) = G(z; z)G(a; z)−G(a, z; z) , (2.27)

and hence

GReg(z, a; z) = −G(a, z; z) . (2.28)

Similarly, we find

G(z, z, a; z) =
1

2
G(z; z)2G(a; z)−G(z; z)G(a, z; z) +G(a, z, z; z) , (2.29)

which gives

GReg(z, z, a, z) = G(a, z, z; z) . (2.30)

Regularized MPLs have the same algebraic properties as their unregularized

versions, in particular they preserve multiplication (and subsequently also the

shuffle algebra)

[
G(~a; z)G(~b; z)

]Reg

= GReg(~a; z)GReg(~b; z) . (2.31)

All MPLs appearing in the r.h.s. of (2.17) are to be understood as their regu-

larised versions.

The coproduct raises the space of MPLs to a bialgebra, graded by the weight,

that can be promoted to a Hopf algebra by endowing it with an antipode S.

The antipode is determined recursively in the weight through

µ(S ⊗ id)∆(G(~a; z))) = µ(id⊗ S)∆(G(~a; z))) = 0 , if |~a| ≥ 1 , (2.32)

where µ(a⊗ b) = a · b denotes the multiplication. At weight one, for example,

we have

S(G(a; z)) +G(a; z) = 0 , (2.33)

which uniquely determines the antipode of MPLs of weight one. At weight two

we similarly find

0 = S(G(a, b; z)) + S(G(a; z))G(b; a)

+ S(G(b; z)) [G(a; z)−G(a; b)] +G(a, b; z)

= S(G(a, b; z))−G(a; z)G(b; a)

−G(b; z) [G(a; z)−G(a; b)] +G(a, b; z) ,

(2.34)
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where we used (2.33), defining the result for the antipode of a MPL of weight

one. We see that S(G(a, b; z)) is uniquely determined by eq. (2.34). This

process can be repeated for higher weights to uniquely determine the antipode

recursively through the coproduct. The antipode is an involution, S2 = id, and

it preserves multiplication and the coproduct,

S(a · b) = S(b) · S(a) and ∆S = (S ⊗ S)τ∆ , (2.35)

with τ(a⊗ b) = b⊗ a.

2.2.1 The Symbol of MPLs

Another useful operation on MPLs that is closely related to the coproduct

is the symbol. To define the symbol, let us introduce some useful notation.

The coproduct ∆G splits a polylogarithm of weight n into tensor products

of polylogarithms whose combined weight is n. Let us define ∆G,ij as the

component of the coproduct that consists of tensor products of functions of

weighs i and j respectively. In the case of a polylogarithm of weight 3, for

example, we have

∆G(G(0, 1, 1; z)) = 1⊗G(0, 1, 1; z) +G(1; z)⊗G(0, 1, z)

+G(1, 1; z)⊗G(0; z) +G(0, 1, 1; z)⊗ 1 ,
(2.36)

and

∆G,03(G(0, 1, 1; z)) = 1⊗G(0, 1, 1; z)

∆G,30(G(0, 1, 1; z)) = G(0, 1, 1; z)⊗ 1

∆G,12(G(0, 1, 1; z)) = G(1; z)⊗G(0, 1, z)

∆G,21(G(0, 1, 1; z)) = G(1, 1; z)⊗G(0; z) .

(2.37)

By iteratively applying the coproduct (k− 1)-times we can equivalently define

∆G,i1...ik and the uniqueness of the expression is assured by coassociativity.

Then we define the symbol S of a polylogarithm of weight n as

S(G(~a; z)) = ∆G,1 . . . 1︸ ︷︷ ︸
n−times

(G(~a; z)) . (2.38)

Since all components of the symbol are ordinary logarithms it is conventional

to represent them as a1 ⊗ · · · ⊗ an instead of log a1 ⊗ · · · ⊗ log an.

An equivalent3 definition of the symbol can be derived from the total differen-

tial. This definition is often found in the physics literature and will be useful

3This definition is equivalent for MPLs and pure functions of MPLs.
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later on. Let us consider a function Fn of transcendental weight n whose total

differential can be cast in the form

dFn =
∑

i

Fn−1,i d logRi , (2.39)

where the Fn−1,i are functions of transcendental weight n − 1 and the Ri are

algebraic functions. Then the symbol of the function Fn is defined by the

recursion

S(Fn) =
∑

i

S(Fn−1,i)⊗Ri , S(F0) = F0 . (2.40)

In order for this recursion to terminate, it is obvious that the differential equa-

tion (2.39) must have a trivial homogeneous part. This definition of the symbol

therefore only makes sense for so-called pure functions. The total differential

of a MPL takes the form [40]

dG(a1, . . . , an; z) =

n∑

i=1

G(a1, . . . , âi, . . . , an; z) d log
ai−1 − ai
ai+1 − ai

, (2.41)

with a0 ≡ z, and therefore has the form (2.39). The equivalence of the two

definitions (2.38) and (2.40) is easy to see from the action of derivatives on the

coproduct (2.24).

The symbol map is not injective as can easily be checked. We have, for example,

S(G(1, 0, 1; 1− z)) = z ⊗ (1− z)⊗ z = S(G(0, 1, 0; z)) , (2.42)

while [49]

G(1, 0, 1; 1− z) = G(0, 1, 0; z)− ζ2G(0; z)− 2ζ3 . (2.43)

The coaction on the other hand contains more information, and allows us to

find certain relations among MPLs. Let us illustrate this process by deriving

the relation (2.43) using only the coaction and the symbol map. Given (2.42),

a good starting point for our endeavour is the MPL G(0, 1, 0; z). We know that

the difference G(1, 0, 1; 1 − z) − G(0, 1, 0; z) lies in the kernel of S and hence

the first entry of ∆G;21(G(1, 0, 1; 1− z)−G(0, 1, 0; z)) must lie in the kernel of

S as well. Indeed we find

∆G;21(G(1, 0, 1; 1− z)−G(0, 1, 0; z)) = −ζ2 ⊗G(0; z) . (2.44)

The difference G(1, 0, 1; 1− z)− (G(0, 1, 0; z)− ζ2G(0; z)) must lie in the kernel

of both S and ∆G;21 and must therefore be a constant. As we have seen before,

this is indeed true, and we find

G(1, 0, 1; 1− z)− (G(0, 1, 0; z)− ζ2G(0; z)) = −2ζ3 . (2.45)
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It is often enough to analyse the components ∆G;k1...1 to recursively compute

relations among different MPLs and this procedure will be important in the

remainder of this thesis.

2.2.2 Special Combinations of MPLs

In this section we will introduce special combinations of MPLs that will be

useful in later parts of this thesis. In particular, we will introduce two vari-

ants of single-valued combinations of MPLs, the single-valued multiple polyloga-

rithms (SVMPLs), G, and the generalized single-valued multiple polylogarithms

(gSVMPLs), G . As we will see in the following, the former are actually con-

tained in the latter. The reason for treating them separately is that we can find

a simpler, more direct approach to computing SVMPLs compared to gSVMPLs.

Single-Valued Multiple Polylogarithms

In this section we will introduce the map s which maps any polylogarithm

G(~a; z) so its single-valued analogue G(~a; z) such that G(~a; z) fulfils the same

holomorphic differential equation as G(~a; z). This construction is inspired by

the work done in [55, 56] on multiple zeta values as well as [57] and relies on

the Hopf algebra structure of MPLs. It was first presented in [1] and we refer

the reader to that paper for proofs and another description of the single-valued

map derived from a Picard-Fuchs equation.

Let LΣ be the shuffle algebra of MPLs with singularities at σi ∈ Σ, LΣ its

complex conjugate and LΣLΣ ' LΣ ⊗ LΣ. Then each of these algebras is a

Hopf algebra for the coproduct (2.17). Let us further define the map

S̃ : LΣ → LΣ ; G(~a; z) 7→ (−1)|~a| S(G(~a; z)) , (2.46)

where S denotes the complex conjugate of the antipode. Like S, S̃ is an

involution and it satisfies

S̃(a · b) = S̃(b) · S̃(a) and ∆S̃ = (S̃ ⊗ S̃)τ∆ . (2.47)

Unlike the antipode, S̃ does not satisfy eq. (2.32), but the equivalent equation

for S̃ defines the single-valued map (c.f. ref. [55]),

s = µ(S̃ ⊗ id)∆ , (2.48)

and hence G(~a; z) = s(G(~a; z)) is the single-valued version of G(~a; z).
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Let us quickly discuss some properties of the map s before showing that the

image under s is indeed single-valued. s is Q-linear and preserves multiplica-

tion [1]

s(a · b) = s(a) · s(b) . (2.49)

It is important to remark that s is only linear with respect to rational numbers

and that it can act non-trivially on transcendental periods. In particular, we

have [55]

s(iπ) = 0 and s(ζn) = 2ζn , for n odd . (2.50)

Let LSVΣ ⊂ LΣLΣ be the image of LΣ under the map s. Then LSVΣ is again

graded by the weight and a coaction is given by the action of the coproduct of

LΣLΣ restricted to LSVΣ ,

∆ : LSVΣ → LSVΣ ⊗ LΣLΣ . (2.51)

Let us now turn to the functions G(~a; z) and show that they are indeed single-

valued. Let MσG(~a; z) denote the result of analytically continuing G(~a; z)

along a small, counter-clockwise loop encircling only the singularity σ ∈ Σ.

Then G(~a; z) is single-valued if

DiscσG(~a; z) =MσG(~a; z)− G(~a; z) = 0 , ∀σ ∈ Σ . (2.52)

We will show this by induction over the weight of G(~a; z). At weight one we

have

G(a; z) = G(a; z) + S̃(G(a; z)) = log
∣∣∣1− z

a

∣∣∣
2

, (2.53)

which is manifestly single-valued. Let us now assume that all G up to weight n

are single-valued and let G(~a; z) be a SVMPL of weight n+ 1. Then it follows

from the induction hypothesis that

∆Discσ(G(~a; z)) = (Discσ ⊗ id)∆(G(a; z)) = DiscσG(~a; z)⊗ 1 , (2.54)

where we have used that the discontinuity operator only acts on the first factor

of the coproduct. Then eq. (2.32) yields

0 = µ(id⊗S)∆Discσ(G(~a; z)) = Discσ(G(~a; z)) ·S(1) = Discσ(G(~a; z)) , (2.55)

and hence G(~a; z) is single-valued.
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Let us now show that G(a1, . . . , an; z) fulfils the same holomorphic differential

equation as G(a1, . . . , an; z), i.e. that

∂z s = s ∂z . (2.56)

This can easily be shown by using that derivatives only act on the second factor

of the coproduct. Using the Leibniz rule for differentiation ∂zµ = µ(∂z ⊗ id +

id⊗ ∂z), we find

s ∂z = µ(S̃ ⊗ id)∆∂z = µ(S̃ ⊗ ∂z)∆ = ∂zs− µ(∂zS̃ ⊗ id)∆ . (2.57)

Since S̃(G(~a; z)) is always anti-holomorphic, we have ∂zS̃ = 0 and hence

∂z G(a,~b; z) =
1

z − a G(~b; z) . (2.58)

For the same reason it is evident that the single-valued map s does not commute

with antiholomorphic derivatives, ∂z̄s 6= (s∂z)
∗, and the behaviour of SVMPLs

under antiholomorphic derivatives is encoded in S̃. Equivalently, complex con-

jugation acts non-trivially on SVMPLs. Every complex conjugated SVMPL

can be expressed as a linear combination of regular SVMPLs

G(~a; z̄) =
∑

~b

c~a,~b G(~b; z) . (2.59)

This behaviour is, again, encoded in the map S̃ and we have

s̄ = s S̃ , (2.60)

where s̄ denotes the complex conjugate of s. For a generic single-valued multiple

polylogarithm of weight two, we find

G(ā, b̄; z̄) = s̄(G(a, b; z)) = G(b, a; z)+G(b; a)G(a; z)−G(a; b)G(b; z) , (2.61)

and similarly, in the case of antiholomorphic differentiation,

∂z̄G(a, b; z) =
1

z̄ − ā G(b; a) +
1

z̄ − b̄ (G(a; z)− G(a; b)) . (2.62)

Let us conclude this section by commenting on functional relations among

SVMPLs. While we could express all SVMPLs in terms of regular MPLs, solve

functional relations on these and reexpress everything in terms of SVMPLs in

the end, we can use the single-valued map to promote relations among ordinary

MPLs to relations among SVMPLs. Since sG(~a; z) = G(~a; z), single-valued

MPLs fulfil essentially the same functional relations as their non-single-valued
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analogues. Let us however stress again that some non-algebraic periods behave

non-trivially under s (c.f. (2.50)), which is essential for these relations to hold.

Let us illustrate this at the following example. Applying s to both sides of the

relation

G

(
0, 1, 1;

1

z

)
= −G(0, 0, 0; z) +G(0, 0, 1; z) +G(0, 1, 0; z)

−G(0, 1, 1; z) + iπ [G(0, 0; z)−G(0, 1; z)]

+
π2

2
G(0; z) + ζ3 −

iπ3

6
,

(2.63)

we get

G
(

0, 1, 1;
1

z

)
= −G(0, 0, 0; z) + G(0, 0, 1; z) + G(0, 1, 0; z)

− G(0, 1, 1; z) + 2ζ3 .

(2.64)

Generalized Single-Valued Multiple Polylogarithms

As we will see later, the single-valued multiple polylogarithms introduced in the

previous section can be used to describe all amplitudes in the high-energy limit

of N = 4 super Yang-Mills theory (SYM). They will however not be enough

to describe amplitudes in the high-energy limit of more general Yang-Mills

theories. In particular, we will encounter single-valued polylogarithms whose

holomorphic derivatives depend on the complex conjugate of the argument z

itself, as for example in

∂zG
(
−1, |z|2

)
=

1

z + 1/z̄
. (2.65)

A broader class of single-valued multiple polylogarithms covering also SVMPLs

has been studied in ref. [58], where a recursive algorithm for the construction

of gSVMPLs in one complex variable with singularities at

z =
α z̄ + β

γ z̄ + δ
, α, β, γ, δ ∈ C (2.66)

was introduced. For α = γ = 0, i.e. in the case where all singularities are

constant, these gSVMPLs coincide with the SVMPLs we have introduced in

the previous section. In this section we will review the definition and the

construction of the gSVMPLs introduced in [58]. There it was shown that the

following conditions uniquely define the functions G (a1, . . . , an; z):

1. The functions G (a1, . . . , an; z) are single-valued.
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2. They form a shuffle algebra.

3. They satisfy the holomorphic differential equation,

∂zG (a1, . . . , an; z) =
1

z − a1
G (a2, . . . , an; z) . (2.67)

4. They vanish for z = 0, except if all ai are 0, in which case we have

G (0, . . . , 0︸ ︷︷ ︸
n times

; z) =
1

n!
logn |z|2 . (2.68)

5. The singularities in eq. (2.67) are antiholomorphic functions of z of the

form,

ai =
α z̄ + β

γ z̄ + δ
, for some α, β, γ, δ ∈ C . (2.69)

Let us make a few observations that will be important for the algorithmic

construction of these functions. Let f be a linear combination of gSVMPLs

with singularities at most at z = ai, with ai of the form (2.69). Then there

exist two single-valued functions F1 and F2 such that

∂zF1 = f = ∂z̄F2 . (2.70)

These are the single-valued holomorphic (antiholomorphic) primitives which

we will denote by
∫
SV

dz f (
∫
SV

dz̄ f). The single-valued holomorphic (anti-

holomorphic) primitive agrees with any other holomorphic (antiholomorphic)

primitive up to a purely antiholomorphic (holomorphic) function and we have

∫

SV

dz f =

∫
dz f + δ(z̄) . (2.71)

Let us also define the functions π0 (π̄0) as the projections that map any function

to its analogue modulo holomorphic (antiholomorphic) residues,

π0 : f 7→ f −
∑

z0∈C

Resz=z0f

z − z0
,

π̄0 : f 7→ f −
∑

z̄0∈C

Resz̄=z̄0f

z̄ − z̄0
,

(2.72)

where we sum over all poles of f . Then we can recursively construct the

gSVMPLs using the commutative diagram shown in fig. 2.1 [58].
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F

π0(∂zF ) π̄0(∂z̄F )

∂zF ∂z̄F

∂z∂z̄F

∫
SV

dz
∫
SV

dz̄

π0

∂z̄

π̄0

∫
SV

Figure 2.1: Commutative diagram from ref. [58] for the computation of single-

valued primitives.

Let us sketch the process of computing the single-valued holomorphic primitive

F of the single-valued function f = ∂zF of weight n assuming that we already

know how to compute single-valued primitives of functions of lower weight.

Then we can define

F1(z, z̄) =

∫
dz π0(∂zF (z, z̄)) (2.73)

and

F 2(z, z̄) =

∫
dz̄ π̄0(∂z̄F (z, z̄)) . (2.74)

These two functions must be equal to the desired single-valued primitive up to

purely (anti)holomorphic functions

F (z, z̄) = F1(z, z̄) + δ1(z̄) = F 2(z, z̄) + δ2(z) , (2.75)

and hence

F1(z, z̄)− F 2(z, z̄) = δ2(z)− δ1(z̄) . (2.76)

This fixes the functions δ1 and δ2 up to a constant. This constant can be fixed

by requiring that all gSVMPLs vanish for z = 0. We then recover the desired

single-valued primitive F by adding back the previously subtracted residues,

F = δ(z̄) +

∫

SV

dz f

= δ(z̄) +

∫

SV

dz π0(f) +
∑

z0∈C
Resz=z0f

∫

SV

dz

z − z0

= δ(z̄) +

∫

SV

dz π0(f) +
∑

z0∈C
Resz=z0f G (z0; z) ,

(2.77)
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where δ(z̄) is any antiholomorphic rational function.

Let us illustrate this process explicitly by computing the function F (z, z̄) =

G−1/z̄,1(z), where we introduced the more compact notation G~a(z) ≡ G (~a; z).

From eq. (2.67), it follows that

∂zF (z, z̄) = ∂zG−1/z̄,1(z) =
1

z + 1/z̄
G1(z) =

1

z + 1/z̄
G1(z) ≡ f(z, z̄) . (2.78)

Since the denominator in eq. (2.78) never vanishes, π0(f) = f , and we get

F1(z, z̄) =

∫ z

0

dt

t+ 1/z̄
G1(t) = G1(z̄)G−1/z̄(z) +G−1/z̄,1(z) . (2.79)

As mentioned before, this holomorphic primitive differs from the desired single-

valued primitive at most by a purely antiholomorphic function δ1, and we have

F (z, z̄) = F1(z, z̄) + δ1(z̄) . (2.80)

Following the second path in fig. 2.1, we first need to compute the antiholo-

morphic derivative

∂z̄f(z, z̄) =
1

(1 + |z|2)2
G1(z) +

1

(z̄ − 1) (z + 1/z̄)
. (2.81)

Since per our assumption we already know how to compute single-valued prim-

itives of functions of lower weight, we get

F
′
2(z, z̄) =

∫

SV

dz ∂z̄f(z, z̄)

=
1

z̄ + 1/z
G1(z)− 1

z̄
G−1/z̄(z) +

1

z̄ − 1
G−1/z̄(z)

+
1

z̄ + 1
[G−1/z̄(z)− G1(z)] .

(2.82)

Next, we have to subtract all antiholomorphic residues from F
′
2. The residue

at the pole at z̄ = 0 vanishes and for z̄ = ±1, we have

Resz̄=±1F
′
2(z, z̄) = ± log 2 . (2.83)

This gives us

π0(F
′
2(z, z̄)) =

1

z̄ + 1/z
G1(z)− 1

z̄
G−1/z̄(t) +

1

z̄ − 1
[G−1/z̄(t)− log 2]

+
1

z̄ + 1
[G−1/z̄(z)− G1(z) + log 2] ,

(2.84)
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with its antiholomorphic primitive

F 2(z, z̄) =

∫ z̄

0

dt̄ π0(F
′
2(z, t̄))

= G1(z̄)G−1/z̄(z) +G−1/z̄,1(z)−G−1,1(z̄)

+ log 2G−1(z̄)− log 2G1(z̄) .

(2.85)

Just as for the holomorphic primitive F1 there is as purely holomorphic function

δ2 such that

F (z, z̄) = F 2(z, z̄) + δ2(z) . (2.86)

From the equations (2.80) and (2.86) we can now determine the functions δi
up to a constant a from

δ1(z̄)− δ2(z) = F 2(z, z̄)− F1(z, z̄)

= −G−1,1(z̄) + log 2G−1(z̄)− log 2G1(z̄) ,
(2.87)

and the fact that the two functions are purely holomorphic or antiholomorphic

respectively. Hence, we find

δ1(z̄) = −G−1,1(z̄) + log 2G−1(z̄)− log 2G1(z̄) + a ,

δ2(z) = a .
(2.88)

As mentioned before, we can fix a by requiring that F vanish at the origin,

which yields a = 0 and finally

F (z, z̄) = G−1/z̄,1(z) = G1(z̄)G−1/z̄(z) +G−1/z̄,1(z)−G−1,1(z̄)

+ log 2G−1(z̄)− log 2G1(z̄) .
(2.89)

2.3 Elliptic Multiple Polylogarithms

In this section we will introduce a class of elliptic multiple polylogarithms

defined on the torus. We will mainly work with this representation of eMPLs

because they are closely connected to a class of iterated integrals of modular

forms, which will be of great use later on. An introduction to a class of eMPLs

that is more closely related to Feynman integrals can be found in ref. [43].

A torus can be described by a point τ in the upper half plane H as the par-

allelogram spanned by 1 and τ where we identify opposite sides (c.f. fig. 2.2),
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1

τ

Figure 2.2: Diagram displaying the relation between the connection between a

torus and a point τ ∈ H.

and two points τ, τ ′ define the same torus if they are related by a modular

transformation

τ 7→ τ ′ =
aτ + b

cτ + d
, γ =

(
a b
c d

)
∈ SL(2,Z) . (2.90)

Let us define elliptic multiple polylogarithms on the torus described by τ as [42,

50]

Γ̃ ( n1 ... nk
z1 ... zk ; z, τ) =

∫ z

0

dw g(n1)(w − z1, τ) Γ̃ ( n2 ... nk
z2 ... zk ;w, τ) . (2.91)

As opposed to regular multiple polylogarithms, the weight of an elliptic multiple

polylogarithm does not correspond to the number of integrations but rather to

the sum
∑
i ni and the number of integrations k is called the length. In the

case where all
(
ni
zi

)
= ( 1

0 ) we define

Γ̃
(

1 ... 1
0 ... 0︸ ︷︷ ︸
n times

; z, τ
)

=
1

n!
Γ̃ ( 1

0 ; z, τ)
n
, (2.92)

with

Γ̃ ( 1
0 ; z, τ) = log

(
1− e2πiz

)
− 2πiz

+

∫ z

0

dw

(
g(1)(w, τ)− 2πi

e2πiw − 1

)
.

(2.93)
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Being defined as iterated integrals, they form, a shuffle algebra and we have,

equivalently to regular MPLs,

Γ̃(A1 . . . Ak; z, τ)Γ̃(Ak+1 . . . Ak+l; z, τ)

=
∑

σ∈Σ(k,l)

Γ̃(Aσ(1) . . . Aσ(k+l); z, τ) , (2.94)

where Ai = ( nizi ). We can use this property to regularize the integrals (2.91)

with (nk, zk) = (1, 0), for which this definition is divergent. Similarly to the

relation (2.25) we can use the shuffle algebra to write all Γ̃(A1, . . . , Ak; z, τ)

with Ai =
(

1
0

)
for k − r < i ≤ k as

Γ̃(A1, . . . , Ak; z, τ) =

r∑

i=0

ciΓ̃( 1
0 ; z, τ)iΓ̃(Bi1, . . . , B

i
n−i; z, τ) , (2.95)

such that all quantities on the r.h.s. are finite. The rather complicated form

of (2.93) was chosen such that they both preserve the shuffle algebra as well

as have a nice q-expansion, which we will get to later. The integration kernels

g(n)(z, τ) are the coefficients of the series expansion of the Eisenstein-Kronecker

series [42, 59]

F (z, α, τ) =
1

α

∞∑

n=0

g(n)(z, τ)αn =
θ′1(0, τ)θ1(z + α, τ)

θ1(z, τ)θ1(α, τ)
, (2.96)

where θ1 is the odd Jacobi theta function and θ′1(z, τ) = ∂zθ1(z, τ). The

Eisenstein-Kronecker series is quasi periodic,

F (z + 1, α, τ) = F (z, α, τ) F (z + τ, α, τ) = e−2πiαF (z, α, τ) , (2.97)

which translates to the coefficients g(n)(z, τ) as

g(n)(z + 1, τ) = g(n)(z, τ) , (2.98)

g(n)(z + τ, τ) =

n∑

k=0

(−2πi)kg(n−k)(z, τ) . (2.99)

Furthermore, they have definite parity

g(n)(−z, τ) = (−1)ng(n)(z, τ) (2.100)
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and satisfy a Fay identity [50],

g(n1)(z1, τ)g(n2)(z2, τ) = (−1)n2+1g(n1+n2)(z1 − z2, τ)

+

n2∑

m=0

(
n1 +m− 1

m− 1

)
g(n2−m)(z2 − z1, τ)g(n1+m)(z1, τ)

(2.101)

+

n1∑

m=0

(
n2 +m− 1

m− 1

)
g(n1−m)(z1 − z2, τ)g(n2+m)(z2, τ) ,

which plays a role similar to partial fractioning when computing iterated in-

tegrals. g(1)(z, τ) has a simple pole at every lattice point and the functions

g(n)(z, τ) with n ≥ 2 are finite on the real axis and exhibit simple poles at

all other lattice points through the appearance of g(1) through (2.99). The

functions Γ̃ defined in eq. (2.91) therefore exhibit at most logarithmic singu-

larities, as expected from a generalization of multiple polylogarithms on the

torus. Since the g(n) are only quasi periodic, they are technically not well-

defined functions on the torus. This is due to the fact that there exists no

doubly periodic, purely holomorphic function with at most simple poles and

one has to give up either holomorphicity or periodicity when defining eMPLs

on the torus. We chose to give up periodicity in favour of holomorphicity, as

this allows us to compute the total differential of the resulting elliptic multiple

polylogarithms Γ̃. A periodic version Γ of eMPLs on the torus is often found

in the mathematics- and string theory literature. These functions are defined

as [42,50]

Γ ( n1 ... nk
z1 ... zk ; z, τ) =

∫ z

0

dw f (n1)(w − z1, τ) Γ ( n2 ... nk
z2 ... zk ;w, τ) , (2.102)

where the f (n) are the coefficients of the series expansion of

Ω(z, α, τ) =
1

α

∞∑

n=0

f (n)(z, τ)αn = exp

[
2πiα

Imz

Imτ

]
F (z, α, τ) . (2.103)

From the additional exponential in this definition and the quasi-periodic be-

haviour of F in eq. (2.97), it is easy to see that Ω is indeed periodic,

Ω(z + 1, α, τ) = Ω(z, α, τ) Ω(z + τ, α, τ) = Ω(z, α, τ) . (2.104)

2.3.1 The Symbol of eMPLs

In this section, we introduce a symbol map for eMPLs through a recursion

similar to eq. (2.40). For this purpose, we first need to know the total differen-

tial of elliptic multiple polylogarithms. The differential for the Γ̃ was recently
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worked out in [52], and reads

dΓ̃(A1 . . . Ak; z, τ) (2.105)

=

k−1∑

j=1

(−1)nj+1Γ̃(A1 . . . Aj−1
0
0Aj+2 . . . Ak; z, τ)ω

(nj+nj+1)
j,j+1

+

k∑

j=1

nj+1∑

m=0

(
nj−1 +m− 1

nj−1 − 1

)
Γ̃
(
A1 . . . A

[m]
j−1Aj+1 . . . Ak; z, τ

)
ω

(nj−m)
j,j−1

−
k∑

j=1

nj+1∑

m=0

(
nj+1 +m− 1

nj+1 − 1

)
Γ̃
(
A1 . . . Aj−1A

[m]
j+1 . . . Ak; z, τ

)
ω

(nj−m)
j,j+1 ,

where we set z0 = z, zk+1 = 0, n0 = nk+1 = 0 and where we have introduced

the shorthand

A
[m]
i ≡ (ni+mzi ) with A

[0]
i ≡ Ai . (2.106)

The ω
(n)
ij are differential one forms and are defined as

ω
(n)
ij = dΓ̃ ( nzi ; zj , τ)− (−1)ndΓ̃ ( n0 ; zi, τ)− ndτ

2πi
Gn+1(τ)

= (dzj − dzi)g
(n)(zj − zi, τ) +

ndτ

2πi
g(n+1)(zj − zi, τ)

(2.107)

for n ≥ 0 and for n = −1 as

ω
(−1)
ij = − dτ

2πi
. (2.108)

The functions G2m(τ) are so-called Eisenstein series and are defined as

G2m(τ) =
∑

α,β∈Z
(α,β)6=(0,0)

1

(α+ βτ)2m
, (2.109)

with G2m+1(τ) = 0. Note that the elliptic polylogarithms appearing in the

total differential (2.105) are all of lower length than the original and the corre-

sponding differential equation therefore has a trivial homogeneous part. This
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allows us to define the symbol of eMPLs through the recursion

S
(

Γ̃(A1 . . . Ak; z, τ)
)

(2.110)

=

k−1∑

j=1

(−1)nj+1πk

[
S
(

Γ̃(A1 . . . Aj−1
0
0Aj+2 . . . Ak; z)

)
⊗ ω(nj+nj+1)

j,j+1

]

+

k∑

j=1

nj+1∑

m=0

×
((

nj−1 +m− 1

nj−1 − 1

)
πk

[
S
(

Γ̃
(
A1 . . . A

[m]
j−1Aj+1 . . . Ak; z

))
⊗ ω(nj−m)

j,j−1

]

−
(
nj+1 +m− 1

nj+1 − 1

)
πk

[
S
(

Γ̃
(
A1 . . . Aj−1A

[m]
j+1 . . . Ak; z

))
⊗ ω(nj−m)

j,j+1

])
,

where we have dropped the explicit dependence of Γ̃ on τ on the r.h.s. for

compactness. The functions πk are projections onto tensors of length k. This

is necessary because elliptic polylogarithms of weight zero can evaluate to ra-

tional numbers, such as Γ̃ ( 0
0 ; 1, τ) = 1, in which case we can encounter tensor

products of length smaller than k. Note that the entries of the symbol are now

one-forms and not algebraic functions as before.

Let us quickly demonstrate the role of the projector πk at a simple example.

First we will need a genuine eMPL, i.e. an eMPL that does not evaluate

to a number, otherwise the symbol map acts trivially on it, and we have for

example S
(
Γ̃ ( 0

0 ; 1, τ)
)

= 1.The symbol of any such eMPL of length k = 1 will

correspond directly to the combination of one-forms ω
(n)
i,j and we will therefore

automatically get tensor products of the correct length. The first time the

projector πk in eq. (2.110) will be important is for eMPLs of length k = 2.

Let us consider the simple example Γ̃
(

0 1
0 1/3 ; 1, τ

)
. Already for this simple

example, writing out all terms in eq. (2.110) without evaluating the projector

πk will yield many terms that don’t serve any purpose in demonstrating the

effect of πk. Let us therefore only consider the term from the first line of the

r.h.s. of eq. (2.110),

S
(

Γ̃
(

0 1
0 1/3 ; 1, τ

))
= −π2

[
S
(

Γ̃ ( 0
0 ; 1, τ)

)
⊗ ω(1)

1,2

]
+ . . . (2.111)

where the dots correspond to the terms multiplying binomial coefficients. The

tensor product acts on differential one-forms, and hence

S
(

Γ̃ ( 0
0 ; 1, τ)

)
⊗ ω(1)

1,2 = 1⊗ ω(1)
1,2 = ⊗ω(1)

1,2 (2.112)
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corresponds to a tensor product consisting of only a single factor, and we have

highlighted the fact that eq. (2.112) corresponds to a symbol and not just the

one-form ω
(1)
1,2 by keeping the tensor symbol. Consequently we have

π2

[
S
(

Γ̃ ( 0
0 ; 1, τ)

)
⊗ ω(1)

1,2

]
= 0 (2.113)

and the only terms surviving on the r.h.s. are tensor products of one-forms

ω
(n1)
i1,j1
⊗ ω(n2)

i2,j2
.

2.3.2 The Coaction of eMPLs

The symbol provides a powerful tool to analyse the structure of eMPLs. A lot

of information is lost, however, when reducing a function to its symbol. To

recover part of this information, we would like to have a coaction similar to the

one we had in the MPL case, where we have already seen how a coaction can

be used to find relations among MPLs. Such a coaction was introduced in the

mathematics literature [60] for motivic periods as

∆m([M,γ, ω]m) =
∑

i

[M,γ, ωi]
m ⊗ [M,ω∨i , ω]dr , (2.114)

where γ is a contour of integration, M is the underlying geometric space,

[M,γ, ωi]
m is a motivic period, [M,ω∨i , ω]dr is a de Rham period, ωi are dif-

ferential forms and ω∨i are the corresponding canonical dual forms. For the

purpose of this thesis we will follow ref. [52] and simplify the notation slightly

to yield

∆([γ, ω]) =
∑

i

[γ, ωi]⊗ [ωi, ω]. (2.115)

A folklore conjecture states that motivic periods encode the same information

as the corresponding integral. Hence, we can lift the coaction (2.115) defined

for motivic periods to a coaction for elliptic multiple polylogarithms by identify

the motivic period [γ, ω] with the corresponding integral

[γ, ω] ∼=
∫

γ

ω . (2.116)

We can then think of the periods [γ, ωi] we sum over as a basis of master

integrals to the integral family to which [γ, ω] belongs. For [γ, ω] = Γ̃( ~A; z, τ),

the sum runs over all eMPLs appearing in the iterated total differential of

Γ̃( ~A; z, τ). As discontinuities act only on the first component of the coaction,

the second component, namely the de Rham period [ωi, ω], should be unaffected
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by contour deformations. In the polylogarithmic case, we achieved this by

setting appearances of iπ to zero in the second factor of the coproduct, which

allowed us to treat the de Rham period as the corresponding integral modulo

iπ. In the elliptic world, however, this fails because not all discontinuities are

proportional to iπ. The complete elliptic integral of the first kind,

K(λ) =

∫ 1

0

dt

(1− t2)(1− λt2)
, (2.117)

for example, has the discontinuity

DiscK(λ) = θ(λ− 1)
2√
λ
K

(
1− 1

λ

)
. (2.118)

Instead, we can associate to a de Rham period [ωi, ω] a symbol,

[ωi, ω] ∼= S ([ωi, ω]) = [ξi1 | . . . |ξik ] , (2.119)

as was shown in [60]. The ξi in eq. (2.119) are differential one-forms and we

adopted the notation from [52]. A technical description of how to compute the

symbols appearing on the r.h.s. of eq. (2.119) can be found in appendix A. We

can then define the coaction ∆ as the concatenation of the motivic coaction

∆m and the symbol map,

∆ = (id⊗S )∆m . (2.120)

Let us comment at this point on the definition of the symbol map S . The

symbol is only defined for unipotent periods, while the motivic coaction is

defined for arbitrary periods. Since only functions of lower length appear in

the differential of eMPLs (and regular MPLs), this definition makes sense for

all eMPLs (and MPLs), we might however run into trouble when acting with

the symbol on certain linear combinations of (elliptic) multiple polylogarithms.

In this case, we can make use of the fact that any such period x can be written

as linear combinations

x =
∑

i

siui , (2.121)

where the ui are unipotent periods and si are semi-simple periods [60]. Then

we define the action of ∆ on semi-simple periods, analogously to appearances

of iπ in the definition of ∆G, as

∆(si) = si ⊗ 1 . (2.122)

While the only semi-simple periods we encountered in the MPL case were

factors of iπ, we can encounter semi-simple periods with non-trivial functional
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dependence in the elliptic case. Consider the matrix

P =

(
ω1 ω2

η1 η2

)
, (2.123)

containing the periods ωi and quasi-periods4 ηi of the elliptic curve, and assume

without loss of generality that Imω2/ω1 > 0. Then we can decompose P into

a semi-simple matrix S and a unipotent matrix U ,

P = SU , (2.124)

with

S =

(
ω1 0

η1 −iπ/ω1

)
and U =

(
1 τ

0 1

)
, (2.125)

τ = ω2/ω1, and where we have used the Legendre relation among the peri-

ods and quasi-periods. The matrix U clearly satisfies a unipotent differential

equation

dU = AU, with A =

(
0 dτ

0 0

)
, (2.126)

and hence τ is unipotent and we get

∆(τ) = τ ⊗ 1 + 1⊗ [dτ ] . (2.127)

The objects appearing in S are semi-simple, so the coaction acts trivially on

them,

∆(ω1) = ω1 ⊗ 1 and ∆(η1) = η1 ⊗ 1 . (2.128)

The behaviour of the remaining (quasi-)period then follows and we have

∆(ω2) = ω2 ⊗ 1 + ω1 ⊗ [dτ ] and ∆(η2) = η2 ⊗ 1 + η1 ⊗ [dτ ] . (2.129)

Note that while the coaction defined in this way shares all the algebraic prop-

erties of the coaction ∆G, it commutes slightly differently with derivatives. In

particular we have

∆(∂zx) =
∑

i

∆(ui)∂zsi + si(id⊗ ∂z)∆(ui) , (2.130)

4Similarly to the periods ωi of an elliptic curve we can define quasi periods ηi such that

they fulfil the legendre relation ω1η2 − ω2η1 = −iπ. Generally, the primitive F (z) of an

elliptic function f(z) is not periodic but quasi periodic, and we have F (z + ωi) = F (z) +Ci,

where the Ci are independent of z. The quasi-periods ηi are closely related to the mismatches

Ci. For the Weierstarss ℘ function, f(z) = ℘(z) we have ηi = ζ℘(ωi/2), where ζ℘ is the

Weierstrass zeta function and we have ζ℘(z + ωi) = ζ℘(z) + 2ηi.
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where we have decomposed x into semi-simple and unipotent parts according

to eq. (2.121). The discontinuity operator still commutes with the coaction in

the usual way and we have

∆(Discx) = (Disc⊗ id)∆(x) . (2.131)

2.4 Iterated Integrals of Modular Forms

In this section, we will introduce modular forms and a class of iterated inte-

grals over them [44, 61] that is closely connected to the elliptic multiple poly-

logarithms Γ̃. In fact, every elliptic multiple polylogarithm Γ̃ ( n1 ... nk
z1 ... zk ; z, τ)

evaluated at rational points can be expressed as iterated integrals of modular

forms.

2.4.1 Modular Forms

Let us start this section with a quick review of modular forms. This review will

only cover the essentials needed within the scope of this thesis and by no means

covers the extent of research that has been done on this subject. See e.g. [62]

for a more detailed review. As we have seen before, every τ ∈ H defines a torus

C/Λτ and two points τ, τ ′ ∈ H define the same torus if they are related by a

modular transformation. For our purpose, it is sufficient to define a modular

form of weight n as a holomorphic function f from the extended upper half

plane H̄ ≡ H∪Q∪ {i∞} to the complex numbers that behaves under modular

transformations as

f

(
aτ + b

cτ + d

)
= (cτ + d)nf(τ) . (2.132)

Often times we are not interested in functions that transform nicely under the

action of the full modular group SL(2,Z), but only under certain subgroups

Γ ⊆ SL(2,Z). In particular, we will be interested in functions that transform

nicely under the congruence subgroups of level N ,

Γ0(N) =
{

( a bc d ) ∈ SL(2,Z) : c = 0 mod N
}

(2.133)

Γ1(N) =
{

( a bc d ) ∈ SL(2,Z) : c = 0 mod N and a, d = 1 mod N
}

Γ(N) =
{

( a bc d ) ∈ SL(2,Z) : b, c = 0 mod N and a, d = 1 mod N
}
.

We can further define for every congruence subgroup Γ the vector space of all

modular forms of weight n for Γ,Mn(Γ). These vector spaces are always finite
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dimensional and the prototypical examples of modular forms are the Eisenstein

series G2m(τ).

Every congruence subgroup of level N contains the matrix ( 1 N
0 1 ) which trans-

lates τ by N , τ 7→ τ +N . Therefore, all modular forms in these subrgoups are

periodic with period N and allow for a q-expansion

f(τ) =

∞∑

m=0

amq
m
N , (2.134)

where qN ≡ exp(2πiτ/N) and q ≡ q1. Let us further mention that SL(2,Z)

acts separately on H and Q∪{i∞} and the images of the latter under modular

transformations play a special role in the mathematics literature. The elements

of Q ∪ {i∞} are mapped onto distinct orbits under transformations from con-

gruence subgroups Γ that are usually referred to as cusps of Γ and an element

of Mn(Γ) that vanishes on all cusps is called a cusp form of weight n for Γ.

We can then decompose the space of modular forms of weight n for Γ as

Mn(Γ) = En(Γ)⊕ Sn(Γ) , (2.135)

where Sn(Γ) is the space of all cusp forms of weight n for Γ and En(Γ) is the

Eisenstein subspace of weight n for Γ.

2.4.2 Iterated Integrals of Modular Forms

Similarly to the variations of polylogarithms we have seen before, we can also

define iterated integrals of modular forms. Let fi(τ) be modular forms, then

we define [44,45,61]

I(fi1 , . . . , fik ; τ, τ0) =

∫ τ

τ0

dτ ′fi1(τ ′)I(fi2 , . . . , fik ; τ ′, τ0) , (2.136)

with I(; τ, τ0) ≡ 1, τ, τ0 ∈ H̄. and where the number of integrations k is

called the length of the iterated integral I. While the underlying modular

forms behave nicely under modular transformations, this nice behaviour does

not carry over to their integrals. As iterated integrals, the functions defined in

eq. (2.136) form a shuffle algebra

I(fi1 , . . . , fik ; τ, τ0)I(fik+1
, . . . , fik+l ; τ, τ0)

=
∑

σ∈Σ(k,l)

I(fiσ(1) , . . . , fiσ(k+l) ; τ, τ0) , (2.137)

and hence the length is preserved under multiplications.
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The total differential of iterated integrals of modular forms is unipotent and

takes the form

dI(fi1 , . . . , fik ; τ, τ0) (2.138)

= fi1(τ)I(fi2 , . . . , fik ; τ, τ0) dτ − fik(τ0)I(fi1 , . . . , fik−1
; τ, τ0) dτ0 .

We can therefore define the symbol of iterated integrals of modular forms

through the usual recursion as

S(I(fi1 , . . . , fik ; τ, τ0)) = S(I(fi2 , . . . , fik ; τ, τ0))⊗ fi1(τ)dτ

− S(I(fi1 , . . . , fik−1
; τ, τ0))⊗ fik(τ0)dτ0 .

(2.139)

This recursion can be solved and we get the closed form

S(I(fi1 , . . . , fik ; τ, τ0)) (2.140)

=

k∑

m=0

(−1)k−m
(
f̂im+1

(τ0)⊗ · · · ⊗ f̂ik(τ0)
)
�

(
f̂im(τ)⊗ · · · ⊗ f̂i1(τ)

)
,

where we defined f̂i(τ) ≡ fi(τ)dτ for compactness.

In the following we will choose the cusp at infinity, τ0 = i∞, as the base point

for iterated integrals of modular forms. As usual, all integrals with a different

base point can be related to the ones starting from the cusp at infinity via

path composition. If the modular forms fi don’t vanish at the cusp at infinity,

the integral may diverge and need to be regularized. These divergences are

captured by a power series in log q0 with q0 = exp 2πiτ0 → 0 and we regularize

the integral as [45,61]

I(fi1 , . . . , fik ; τ) ≡ lim
τ0→i∞

R[I(fi1 , . . . , fik ; τ, τ0)] , (2.141)

where R sets all appearances of log q0 to zero. This regularization preserves

the shuffle algebra.

Since the space of modular forms is finite dimensional, we will assume without

loss of generality that all modular forms fi appearing in the iterated integrals

are expressed in terms of basis elements and are thus linearly independent.

Since the differential equation (2.138) is unipotent, we can define a coproduct

for these iterated integrals as before. Let

J =

(∫

γ

ω1, . . . ,

∫

γ

ωk

)ᵀ

, (2.142)

with

ωj = [f̂ik(τ)| . . . |f̂ij (τ)] , (2.143)
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and let

dJ = AJ . (2.144)

Then it is easy to see from eq. (2.138) that Aij = δi,j+1f̂ij and we find the de

Rham periods

S([ωb, ωa]) = θ(b− a)[f̂ib−1
(τ)| . . . |f̂ia(τ)]

= θ(b− a)S(I(fib , . . . , fia−1
; τ)) ,

(2.145)

where θ is the Heaviside step function. Then the coaction takes the closed form

∆(I(fi1 , . . . , fik ; τ))

=

k+1∑

m=1

I(fim , . . . , fik ; τ)⊗ S(I(fi1 , . . . , fim−1
; τ)) .

(2.146)

2.4.3 eMPLs Evaluated at Rational Points and IMFs

In this section we will demonstrate how to rewrite elliptic multiple polylog-

arithms on the torus as iterated integrals of modular forms. Let us start

by defining what it means if an eMPL is evaluated at rational points. The

generic elliptic multiple polylogarithm Γ̃ ( n1 ... nk
z1 ... zk ; z, τ) depends on k+ 1 vari-

ables z0 ≡ z, . . . , zk as well as the parameter τ . We say that an elliptic multiple

polylogarithm is evaluated at rational points if all

zi = ai + biτ , (2.147)

with ai, bi ∈ Q. Any eMPL evaluated at rational points can be rewritten in

terms of iterated integrals of modular forms and we will outline an algorithmic

way to achieve this in the remainder of this section.

We will start with the coaction of an eMPL Γ̃ ( n1 ... nk
z1 ... zk ; z, τ) of length k. As

we have seen in the previous chapter, the coaction of an eMPL is a linear

combination of tensor products

Γ̃ (m1,...,mi
w1,...,wi ;w, τ)⊗ [gmi+1(wi+1, τ)Di+1| . . . |gmi+1(wk, τ)Dk] , (2.148)

with Dj ∈ {dzi,dτ}. Note that the combined length of the eMPL in the first

component and the de Rham period in the second component is equal to the

length k of the original eMPL5. For eMPLs evaluated at rational points we

have dzi = bidτ and hence all differentials Di are proportional to dτ and hence

5Treating eMPLs evaluating to numbers as the corresponding eMPLs
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the coaction of an eMPL evaluated at rational points is a linear combination

of terms of the form

Γ̃ (m1,...,mi
w1,...,wi ;w, τ)⊗

[
g(mi+1)(wi+1, τ)dτ | . . . |g(mk)(wk, τ)dτ

]
. (2.149)

We have said that any such eMPL can be written as iterated integrals of mod-

ular forms and hence its coaction must also be the coaction of an IMF. We

must therefore be able to rewrite the differential forms appearing in the de

Rham period of eq. (2.149) as modular forms. Let us at this point consider the

integration kernels g(n)(z, τ). As we have seen in the previous section, they can

be related to the doubly periodic Eisenstein series f (n)(z, τ), and for rational

a, b we find

g(n)(a+ bτ, τ) =

n∑

k=0

(2πib)k

k!
f (n−k)(a+ bτ, τ) . (2.150)

If z is a rational point then f (n)(z, τ) is a modular form of weight n for a

congruence group Γ [52]. In order to demonstrate this, let us first introduce

a different notation for f (n)(z, τ) evaluated at rational points. Due to the

periodicity of f we can without loss of generality assume that z = a+ bτ with

a =
r

N
and b =

s

N
, (2.151)

for some r, s,N ∈ N and r, s < N . Then we define

h
(n)
N,r,s(τ) ≡ f (n)

( r
N

+
s

N
τ, τ
)
. (2.152)

The functions f behave nicely under modular transformations and we have [42]

f (n)

(
z

cτ + d
,
aτ + b

cτ + d

)
= (cτ + d)nf (n)(z, τ) , (2.153)

or equivalently

h
(n)
N,r,s

(
aτ + b

cτ + d

)
= (cτ + d)nh

(n)
N,rd+sb,rc+sa(τ) . (2.154)

This suggests that the h
(n)
N,r,s transform nicely under modular transformations

for a group Γ ⊆ SL(2,Z) if for all
(
a b
c d

)
∈ Γ we have

(s, r)

(
a b

c d

)
= (s, r) mod N . (2.155)
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In particular, h
(n)
N,r,s is a modular form for Γ(N) [52]. We can therefore rewrite

the coaction of an eMPL evaluated at rational forms as linear combinations of

Γ̃ (m1,...,mi
w1,...,wi ;w, τ)⊗

[
h

(n)
N,ri+1,si+1

(τ)dτ | . . . |h(n)
N,rk,sk

(τ)dτ
]
. (2.156)

Let us now demonstrate how to rewrite any eMPL evaluated at rational points

as an iterated integral of modular forms. Note that the length of all appearing

Γ̃ in the first argument of the tensor products (2.156) are either the original

eMPL or of lower length. Collecting all appearing eMPLs in the coaction as

well as all eMPLs appearing in their coaction etc. we get a list of eMPLs that is

closed under taking the coaction. We can compute the representation of each

of them in terms of iterated integrals of modular forms iteratively over their

length. In the following, all iterated integrals of modular forms correspond to

the integrals defined in eq. (2.141) where the modular forms fij = h
(nj)
Nj ,rj ,sj

correspond to Eisenstein series and where we write

I
(
n1 N1
r1 s1 | . . . | nk Nkrk sk ; τ

)
≡ I(h

(n1)
N1,r1,s1

, . . . , h
(nk)
Nk,rk,sk

; τ) . (2.157)

Let us now assume that we have a representation in terms of eMPLs of all

lower-length eMPLs in the coaction of f(τ) = Γ̃ ( n1 ... nk
z1 ... zk ; z, τ) evaluated at

rational points. Similarly to finding relations among MPLs (c.f. sec. 2.2) we

can use the coation to rewrite eMPLs as IMFs. Let us start with the part

consisting of tensors of the form 1 ⊗ Xk where Xk is a symbol of length k.

We replace the symbol in the second component by the corresponding iterated

integral6 and multiply the two components to define

fk(τ) = µ(id⊗ ∫)∆0,kf(τ) (2.158)

where µ is the multiplication and ∆i,j is the part of the coaction whose first

entry is a eMPL of length i and the second entry is a symbol of length j, and
∫

[fi1dτ | . . . |fijdτ ] = I(fij , . . . , fi1 , τ) (2.159)

is the iterated integral of modular forms with canonical base point defined

in (2.141). Then fk(τ) fixes all terms 1 ⊗ Xk in the coaction of f(τ) and we

have

∆0,k(f(τ)− fk(τ)) = 0 . (2.160)

Next we compute

fk−1(τ) = fk(τ) + µ(idI ⊗ ∫)∆1,k−1(f(τ)− fk(τ)) (2.161)

6Note the reversal of words in the definition of the symbol of de Rham periods.
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where idI replaces all eMPLs at rational points by their corresponding iterated

integrals of modular forms, after which we have fixed all terms in ∆1,k−1 as

well as ∆0,k,

∆0,k(f(τ)− fk−1(τ)) = ∆1,k−1(f(τ)− fk−1(τ)) = 0 . (2.162)

After iterating this procedure we arrive at a point where the only term left to

fix is the term

(f(τ)− f1(τ))⊗ 1 = ∆(f(τ)− f1(τ)) . (2.163)

We can infer from eq. (2.163) that f(τ)− f1(τ) is a constant and we have

f(τ) = c+ f1(τ) . (2.164)

All iterated integrals of modular forms in f1 are defined with the canonical

base point τ0 = i∞ and hence vanish in the limit τ → i∞. We can therefore

compute the missing constant c as the value of f(τ) at the cusp at infinity,

c = Cuspf(τ) ≡ lim
τ→i∞

f(τ) . (2.165)

Let us demonstrate this procedure at an example. Consider the eMPL f(τ) =

Γ̃
(

0 1
0 τ/3 ; 1

6 , τ
)
. We assume that we already know how to write the lower-length

eMPLs appearing in the coaction in terms of iterated integrals of modular

forms,

Γ̃
(

0
0 ; 1

6 , τ
)

=
1

6
, (2.166)

Γ̃
(

1
τ/3 ; 1

6 , τ
)

=
iπ

6
+

i

2π
I ( 2 6

0 2 ; τ)− i

2π
I ( 2 6

1 4 ; τ) , (2.167)

Γ̃
(

2
τ/3 ; 1

6 , τ
)

= −π
2

18
− 1

3
I ( 2 6

0 2 ; τ) +
1

3
I ( 2 6

1 4 ; τ) +
2i

3π
I ( 3 6

3 2 ; τ) (2.168)

+
i

π
I ( 3 6

5 2 ; τ)− 2i

3π
I ( 3 6

0 1 ; τ)− 2i

3π
I ( 3 6

3 1 ; τ) .

The coaction of f(τ) is given as

∆f(τ) = f(τ)⊗ 1 +
i

2π
Γ̃
(

0
0 ; 1

6 , τ
)
⊗ [h

(2)
6,0,2] +

iπ

9
Γ̃
(

0
0 ; 1

6 , τ
)
⊗ [1] (2.169)

− 1

3
Γ̃
(

1
τ/3 ; 1

6 , τ
)
⊗ [1]− i

2π
Γ̃
(

2
τ/3 ; 1

6 , τ
)
⊗ [1]− 1

3π2
1⊗ [h

(3)
6,0,1|1]

+
1

3π2
1⊗ [h

(3)
6,3,2|1] +

1

2π2
1⊗ [h

(3)
6,5,2|1]− 1

3π2
1⊗ [h

(3)
6,3,1|1] ,

where we have dropped the explicit dependence of the h
(n)
N,r,s on τ as well as

the differential dτ in each entry of the symbols [h1| . . . |hj ]. Then f2(τ) defined
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in eq. (2.158) is given by

f2(τ) =− 1

3π2
I ( 0 0

0 0 | 3 6
0 1 ; τ) +

1

3π2
I ( 0 0

0 0 | 3 6
3 2 ; τ)

+
1

2π2
I ( 0 0

0 0 | 3 6
5 2 ; τ)− 1

3π2
I ( 0 0

0 0 | 3 6
3 1 ; τ) .

(2.170)

Then f2 fixes all terms in the coaction that have no eMPL as the first factor

of the tensor product, ∆0,2(f(τ)− f2(τ)) = 0. Looking at the terms that have

an eMPL of length 1 as the first factor of the tensor product and replacing all

appearing eMPLs by IMFs, we find

(idI ⊗ id)∆1,1(f(τ)− f2(τ)) =
i

12π
1⊗ [h

(2)
6,0,2]− iπ

108
1⊗ [1] . (2.171)

Following the above algorithm we find

f1(τ) = f2(τ) +
i

12π
I ( 2 6

0 2 ; τ)− iπ

108
I ( 0 0

0 0 ; τ) , (2.172)

which should capture the entire dependence of f(τ) on τ . Indeed we have

f(τ) = Cusp(f(τ)) + f1(τ) =
iπ

72
+ f1(τ) . (2.173)

Let us quickly comment on the terms appearing in eq. (2.171). It appears that

all τ dependent terms in the first factor of the coproduct have been cancelled

and the only terms left are those containing the cusp values of the eMPLs

appearing in the coaction of f(τ). One might wonder if this is generally true,

and indeed it can easily be shown that this holds in general. Consider an

eMPL f(τ) = Γ̃ ( n1 ... nk
z1 ... zk ; z, τ) evaluated at rational points. Then the term

fk(τ) defined in eq. (2.158) captures all terms in the coaction ∆f(τ) with a

symbol of length k in the second factor. Now consider a term γi ⊗Xk−i in the

coaction of f(τ) where γi is an eMPL of length i and Xj is a symbol of length

j. Let us assume that the τ -dependence in the first factor of ∆i,k−i(f(τ)− fk)

is not completely cancelled. Then, after rewriting γi in terms of IMFs, we must

have a term

I(h1| . . . |hi; τ)⊗ [hk| . . . |hi+1] ⊂ ∆i,k−i(f(τ)− fk) . (2.174)

Following our algorithm this term will enter the final result as I(h1| . . . |hk; τ).

From the coaction for iterated integrals of modular forms we see that the coac-

tion of this term will contain the term 1 ⊗ [hk| . . . |h1] and must therefore al-

ready be part of fk(τ). This tells us that we can simplify the algorithm outlined

above. It is not necessary to compute all eMPLs appearing in the coproduct

of f(τ) in terms of iterated integrals of modular forms. Instead we just need

to compute their cusp values. Subsequently,

idIf(τ) = µ(Cusp⊗ ∫)∆f(τ) (2.175)
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gives the correct representation of f(τ) in terms of iterated integrals of modular

forms.

This concludes our review of the special functions appearing in this work. We

have defined all functions relevant for the description of scattering amplitudes

and Feynman integrals appearing in the remainder of this thesis. We have also

reviewed their function spaces and useful algebraic properties that will help us

to perform the computations in the remainder of this thesis efficiently.



Chapter 3
The Multi-Regge Limit of Planar
N = 4 SYM

In this chapter, we will consider a special kinematical limit, called the multi-

Regge limit, within the scope of N = 4 supersymmetric Yang-Mills theory. The

Regge limit s� |t| was first considered in early QCD computations and it was

shown that amplitudes in this limit were dominated by a gluon exchange in the

t channel. The resummation [63–68] of large radiative corrections to parton-

parton scattering in this limit in the Balitsky-Fadin-Kuraev-Lipatov (BFKL)

theory gave rise to a description of strong interactions in this kinematical regime

that, to leading accuracy, is valid to all orders in perturbation theory. This

kinematical limit can be extended to amplitudes with higher multiplicities by

assuming a strong rapidity ordering among the outgoing gluons. In these so-

called multi-Regge kinematics (MRK), scattering processes are dominated by

the t channel exchange of an effective particle called the Reggeon between the

two initial partons which emits the other external gluons along its path. As we

will see, we can completely describe the underlying geometry of scattering am-

plitudes in the multi-Regge limit of N = 4 SYM allowing us to fully classify the

functional space of the final result. The corresponding building-blocks describ-

ing parton scattering in MRK are multi-gluon amplitudes whose dependence

on the rapidities of external particles is integrated out, reducing the problem

to a two-dimensional one in terms of transverse momenta.

Scattering amplitudes in planar N = 4 SYM in the euclidean region, where

all Mandelstam invariants are negative, factorize to all orders in perturbation

theory into certain building blocks describing the propagation of the Reggeon

61
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and the emission of gluons along the t channel ladder after BFKL resumma-

tion. These building blocks are determined to all orders by four- and five-point

amplitudes and scattering amplitudes in MRK in this region of phase-space are

trivial [69–73]. Starting from six external gluons, amplitudes exhibit so-called

Regge cuts that are not captured correctly by the Regge-factorized form. As a

result, scattering amplitudes in the multi-Regge limit are no longer trivial after

analytically continuing the energy components of a subset of the emitted gluons

to a different Mandelstam region [69,70]. This discontinuity is described to all

orders by a dispersion integral closely related to the BFKL evolution equation,

whose integrand can be written in a factorized form in Fourier-Mellin space.

In recent years, a lot of progress has been made in the computation of six-

particle scattering in the multi-Regge limit of planar N = 4 SYM, both at

strong coupling [74,75] and at weak coupling [33,76–84]. It was found [33] that

the six-point amplitude at leading logarithmic accuracy (LLA) can be described

perturbatively in terms of single-valued harmonic polylogarithms [57]. Beyond

six points, only two-loop amplitudes are known analytically to LLA [85, 86]

and up to transcendental constants at next-to-leading logarithmic accuracy

(NLLA) [87].

In this chapter we will study scattering amplitudes in the multi-Regge limit

of planar N = 4 SYM for any number N of external legs and for arbitrary

helicity configurations. In particular, we will introduce a new computational

formalism based on the single-valuedness of scattering amplitudes in this kine-

matical regime that will circumvent the computation of the multiple infinite

sums usually required to evaluate Fourier-Mellin integrals. We foresee that

this formalism can be applied to the computation of scattering amplitudes in

MRK in planar N = 4 SYM to all logarithmic accuracies as well as to the

computation of certain scattering amplitudes beyond N = 4 SYM. We will

show that scattering amplitudes in MRK are naturally described by iterated

integrals over Riemann spheres with marked points and are therefore functions

on the configuration space M0,n of genus 0 curves with n marked points. It-

erated integrals on M0,n can be expressed in terms of multiple polylogarithms

with singularities when two of the marked points coincide [88].

In addition to developing a mathematical framework allowing us to compute

scattering amplitudes efficiently, we show that scattering amplitudes in MRK

in momentum space can be decomposed into certain building blocks that recur

for different numbers of external particles. In particular we generalize the

factorization of two-loop MHV amplitudes [85, 86] to higher loop orders and

other helicity configurations. Then it will be possible to express an infinite

number of scattering amplitudes as linear combinations of a finite number of
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building blocks. In particular, at LLA, all `-loop scattering amplitudes in the

MHV configuration are determined by MHV amplitudes with up to (` + 4)

external legs.

3.1 Multi-Regge-Kinematics

Let us now define the multi-Regge limit in N = 4 SYM and introduce some use-

ful notation for the description of scattering amplitudes in this limit. We will

be studying color-ordered scattering amplitudes of N gluons with all momenta

outgoing. In multi-Regge kinematics (MRK), it is convenient to represent mo-

menta in terms of lightcone coordinates with (complex) transverse momenta

where we decompose a vector p into the parts

p± ≡ p0 ± pz , pk ≡ pk⊥ = pxk + ipyk . (3.1)

The scalar product in these coordinates is then given by

2p · q = p+q− + p−q+ − pq̄− p̄q . (3.2)

Let us also without loss of generality choose the reference frame such that the

momenta of the two initial gluons, p1 and p2, are aligned with the z−axis

and we have pz2 = p0
2 and hence p+

1 = p−2 = p1 = p2 = 0. The multi-

Regge limit is defined as the limit where the produced gluons with momenta

p3, . . . , pN are strongly ordered in rapidity, while their transverse components

are all comparable. In lightcone coordinates, this reads

p+
3 � p+

4 � . . . p+
N−1 � p+

N , |p3| ' . . . ' |pN | , (3.3)

and the on-shell condition p2
i = p+

i p
−
i − |pi|2 = 0 implies

p−N � p−N−1 � . . . p−4 � p−3 . (3.4)

This ordering also translates to the Lorentz invariants

si(i+1)...j ≡ (pi + pi+1 + . . .+ pj)
2 = x2

(i−1)j , (3.5)

ti+1 ≡ q2
i , qi ≡ −p2 − . . .− pi+3 = x(i+3)1 . (3.6)

Overall energy-momentum conservation dictates that the initial gluons are of

the same order as the first and last produced gluon respectively,

p−1 = −
N∑

i=3

p−i ' −p−N , p+
2 = −

N∑

i=3

p+
i ' −p+

3 , 0 =

N∑

i=3

pi . (3.7)
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Then we find for the product of two vectors

s12 = 2p1 · p2 ' p+
3 p
−
N

s1i = 2p1 · pi ' −p+
i p
−
N

s2i = 2p2 · pi ' −p+
3 p
−
i

sij = 2pi · pj ' p+
i p
−
j , 3 ≤ i < j ≤ N ,

(3.8)

where we used that pi ' pj ' p+
i p
−
i +p+

j p
−
j � p+

i p
−
j . Keeping only the leading

terms in the kinematical invariants (3.5), we find that all invariants including

the same number k of consecutive particles are of the same order and that they

are larger than invariants involving k − 1 consecutive momenta. We further

have, for the momentum transfers qi (c.f. fig. 3.2), q+
i ' p+

i+4, q−i ' −p−i+3 and

therefore −q+
i q
−
i � p+

i+3p
−
i+3 ' |qi|2, which finally yields

s12 � s3···N−1, s4···N � s3···N−2, s4···N−1, s5···N � · · ·
. . .� s34, . . . , sN−1N � −t1, · · · ,−tN−3 .

(3.9)

3.1.1 MRK in the Planar Limit

Let us now turn to planar N = 4 SYM and investigate the effect of the rapidity-

ordering in MRK on the conformally invariant cross-ratios (u1i, u2i, u3i) intro-

duced in eq. (1.29). As we have mentioned before, we can describe amplitudes

in MRK as the emission of N − 4 particles from the t-channel exchange of a

reggeon. As can be inferred from fig. 3.1, the cross-ratios can be related to the

momenta qi exchanged in the t-channel as [22,23]

u1i = 1− δi
|ki + ki+1|2
|ki+1|2

+O(δ2
i ) ,

u2i = δi
|qi−1|2
|qi|2

+O(δ2
i ) ,

u3i = δi
|qi+1|2 |ki|2
|qi|2 |ki+1|2

+O(δ2
i ) ,

(3.10)

where ki ≡ pi+3, 1 ≤ i ≤ N − 4, denote the momenta of the gluons emitted

along the t-channel ladder, and where the ratio δi ≡ k+
i+1/k

+
i corresponds to

the separation in rapidity between the produced gluons. This ratio goes to zero

as we approach the multi-Regge limit and the cross ratios in eq. (3.10) become

trivial. We can however define the reduced cross-ratios [22, 23],

ũ2i =
u2i

1− u1i
=
|qi−1|2 |ki+1|2
|qi|2 |ki + ki+1|2

+O(δi) ,

ũ3i =
u3i

1− u1i
=

|qi+1|2 |ki|2
|qi|2 |ki + ki+1|2

+O(δi) ,

(3.11)
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Figure 3.1: Connection between the three cross ratios u1i (left) u2i (middle)

and u3i (right) and the momentum transfers qi in t-channel reggeon exchange.

Solid lines and dashed lines denote squared distances in the numerator and

denominator, respectively.

which approach non-trivial values in the multi-Regge limit.

Let us now introduce transverse dual coordinates xi ∈ CP1 as seen in fig. 3.2,

qi = xi+2 − x1 and ki = xi+2 − xi+1 , (3.12)

and relate them to the reduced cross-ratios ũ2i and ũ3i. These can be written

as

ũ2i ' |ξ2i|2 and ũ3i ' |ξ3i|2 , (3.13)

with

ξ2i =
(x1 − xi+1) (xi+3 − xi+2)

(x1 − xi+2) (xi+3 − xi+1)
and ξ3i =

(x1 − xi+3) (xi+2 − xi+1)

(x1 − xi+2) (xi+3 − xi+1)
. (3.14)

These cross-ratios are actually not independent and we have

ξi ≡ ξ2i = 1− ξ3i . (3.15)

Let us further introduce the cross-ratios

zi ≡ 1− 1

ξi
=

(x1 − xi+3) (xi+2 − xi+1)

(x1 − xi+1) (xi+2 − xi+3)
= − qi+1 ki

qi−1 ki+1
. (3.16)
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q0
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qN−5

qN−4

kN−4

kN−5

k2

k1

...
x1

x2

x3

xN−3

xN−2

Figure 3.2: The t-channel ladder in transverse space with the corresponding

dual coordinates. The dashed lines indicate the forward momenta that should

be absent in this picture, as their transverse momentum is zero.

that will play an important role in the remainder of this chapter. They are

related to the wi that frequently appear in the literature via wi ≡ −zi.

Amplitudes in MRK are equipped with a natural Z2 symmetry, called target-

projectile symmetry [22, 23], which corresponds to the mirror-symmetry of

fig. 3.2 along the horizontal axis. It acts on the transverse dual coordinates via

xi 7→
{

x1 , if i = 1 ,

xN−i , if 2 ≤ i ≤ N − 2 .
, (3.17)

and on the cross ratios zi as

zi 7→ 1/zN−4−i . (3.18)

3.1.2 Coordinate Systems on M0,n

As we have seen, scattering amplitudes in the multi-Regge limit of N = 4 SYM

can be written in terms of the n = N − 2 transverse dual coordinates xi ∈ CP1

and can therefore be described by the configuration space Confn(CP1). This

space is isomorphic to the space of genus zero curves with n marked points,

M0,n. We will now discuss this space in more detail and review some choices of

coordinates that are useful for the computation of scattering amplitudes in this

limit. Geometrically, we can describe M0,n as the space of Riemann spheres
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with n marked points. The Riemann sphere is symmetric under SL(2,C) trans-

formations and we will identify configurations of marked points that are related

by such transformations. The space of SL(2,C) transformations has dimension

3, and hence

dimC M0,n = n− 3 . (3.19)

We can find a basis of M0,n by using SL(2,C) invariance to fix three of the

points xi ∈ M0,n to concrete values. One such basis is given by the cross-

ratios (3.16), which will play an important role in the description of the ampli-

tude in so-called Fourier-Mellin space (c.f. sec. 3.2). We will therefore refer to

these coordinates as Fourier-Mellin coordinates. While they are well suited for

the description of scattering amplitudes in this space, they are not the optimal

choice to express iterated integrals on M0,n.

Let us now review some local coordinate systems called simplicial coordinates,

studied in ref. [88], that allow for a nice description of scattering amplitudes

in the multi-Regge limit. These coordinate systems can be obtained by setting

three of the marked points on the Riemann sphere to 0, 1, and ∞, e.g.

(x1, . . . ,xn)→ (0, 1,∞, t1, . . . , tn−3) , (3.20)

which gives

ti−3 =
(xi − x1)(x2 − x3)

(xi − x3)(x2 − x1)
, 4 ≤ i ≤ n . (3.21)

There are 6
(
n
3

)
= n(n − 1)(n − 2) different sets of simplicial coordinates, and

they are all equally well-suited to describe functions on M0,n, as iterated in-

tegrals will only have singularities for ti ∈ {0, 1, tj}. There are, however,

simplicial coordinates that transform nicely under the target-projectile sym-

metry of scattering amplitudes in MRK. These coordinates are given by fixing

(x1,xk,xN−k), 2 ≤ k ≤
⌈
N−1

2

⌉
, or, for N even, (xN/2,xk,xN−k).

One set of these coordinates turns out to be particularly nice. When fixing the

coordinates as

(x1, . . . ,xN−2)→ (1, 0, ρ1, . . . , ρN−5,∞) , (3.22)

all two-loop MHV amplitudes at leading logarithmic accuracy in MRK factorise

into sums of six-point amplitudes [85–87]. We will refer to these coordinates

as simplicial MRK coordinates. They transform nicely under target-projectile

symmetry,

(ρ1, . . . , ρN−5) 7→ (1/ρN−5, . . . , 1/ρ1) , (3.23)
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and are related to Fourier-Mellin coordinates as

zi =
(ρi − ρi−1)(ρi+1 − 1)

(ρi − ρi+1)(ρi−1 − 1)
, (3.24)

with ρ0 = 0 and ρN−4 =∞.

Another class of simplicial coordinates that is well-suited for MRK is the class

of all simplicial coordinates defined by

(x1, . . . ,xN−2)→ (∞, t(i)1 , . . . , t
(i)
i , 0, 1, . . . , t

(i)
N−5) . (3.25)

These coordinates interpolate between Fourier-Mellin coordinates and simpli-

cial coordinates, because t
(i)
i = zi. These coordinates are not unique in the

sense that there are other choices of coordinates with the property that t
(i)
i = zi.

We will refer to these coordinates as simplicial coordinates based at zi.

3.2 The Ratio RN at Finite Coupling

Now that we have covered the kinematical dependence of scattering amplitudes

in MRK in planar N = 4 SYM, let us turn to a more concrete description of

scattering amplitudes in this limit. The gluons going very forward are barely

deflected and helicity must be conserved along their path. We will therefore

label the BDS normalized ratio R (c.f. (1.26)) only by the helicities h1 . . . hN−4

of the gluons produced along the ladder

eiΦh1,...,hN−4 Rh1,...,hN−4
≡
[
AN (−,+, h1, . . . , hN−4,+,−)

ABDS
N (−,+, . . . ,+,−)

]

|MRK

. (3.26)

The l.h.s. of eq. (3.26) is dual conformally invariant and tends to a phase, eiΦ,

in the Euclidean region. This phase is immaterial for the remainder of this

work and was made explicit such that R → 1 in the multi-Regge limit in the

Euclidean region. After analytically continuing the final state momenta ki of

a consecutive set of particles [p, q] ∈ {1, . . . , N − 4} to a different Mandelstam

region, the ratio R will no longer be trivial due to the presence of a Regge cut

(c.f. fig. 3.3) [23,69,70,76–78,86,89,90]. The function we obtain after analytic

continuation of q−p+1 consecutive final state momenta is the same no matter

the total number of external momenta. This means that we can reconstruct

all other cases from the Mandelstam regions [1, N − 4] and we will therefore

always consider that case.

By imposing a strong ordering in rapidity, the kinematical dependence on the

longitudinal part factores into large logarithms log τk, with τk ≡
√
u2ku3k. It is
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p1 p2

pN p3kN−4 kN−3 kq kq−1 kp+1 kp k2 k1

Figure 3.3: Diagrammatic representation of the Mandelstam region [p, q]. The

discontinuity in the (kp + . . .+ kq)
2 channel is indicated by the dashed line.

possible to resum these large logarithms to all orders in perturbation theory in

Fourier-Mellin space where the amplitude is conjectured to factorize into three

building blocks (c.f. fig. 3.4)

ω(νi, ni) ≡ ωi = −a(Ei + aE
(1)
i +O(a2)), (3.27)

χ±(νi, ni) ≡ χ±i = χ±0,i(1 + aκ±1 +O(a2)), (3.28)

C±(νi, ni, νj , nj) ≡ C±i,j = C±0,i,j(1 + ac±1,i,j +O(a2)), (3.29)

called the BFKL eigenvalue, impact factor and central emission block respec-

tively. We will collectively refer to these objects as the BFKL building blocks

and they are given explicitly in appendix C.

p2 p3

p1 pN

p4

p5

pN−2

pN−1

ων1 τ1

ωνN−5
τN−5

χν1

χνN−5

Cν1,ν2

CνN−4,νN−5

z1

zN−5

Figure 3.4: The structure of the N point amplitude in MRK.
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Introducing the shorthand RN ≡ Rh1...hN−4
, the conjectured factorized form

of the remainder function reads

RNeiδN =1 + a iπFN−5

[
χh1

1

[
N−5∏

k=2

Chkk−1,k

]
χ
−hN−4

N−5

N−5∏

k=1

e−Lkωk

]
, (3.30)

where a is the ’t Hooft coupling and Lk = log τk + iπ. The term δN is the

so-called BDS phase,

δN = πΓ log

∣∣∣∣
ρ1

(ρ1 − 1)(ρN−5 − 1)

∣∣∣∣
2

, (3.31)

where

Γ ≡ γK
8

=
a

2
− ζ2a

2

2
+O(a3) (3.32)

is proportional to the cusp anomalous dimension γK known to all orders from

integrability [91]. The BDS phase was introduced so that in the MHV con-

figuration, the remainder RN starts at two loops and the two-loop remainder

is purely imaginary. The function Fm in (3.30) denotes the m-fold inverse

Fourier-Mellin transform,

Fm
[
f({νi, ni})

]
≡

m∏

k=1

+∞∑

nk=−∞

(
zk
z̄k

)nk/2 ∫ +∞

−∞

dνk
2π
|zk|2iνkf({νi, ni}) , (3.33)

with the contour of integration given in fig. 3.5. The conjectural factorization

in (3.30) reproduces the known Fourier-Mellin representation of the six-point

MHV and NMHV amplitudes in MRK to LLA [69,70,86].

Re(νN−5)

Im(νN−5)

νN−6−πΓ
Re(νi)

Im(νi)

νi−1νi+1

Re(ν1)

Im(ν1)

πΓν2

Figure 3.5: The initial integration contour for the N -gluon BFKL integral.

3.3 The Ratio RN at Weak Coupling

In the previous section we have introduced an all-order representation of the ra-

tio RN in Fourier-Mellin space, we are however interested in a representation in
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kinematical space. In order to achieve this, we would like to expand eq. (3.30)

in the coupling a and solve the Fourier-Mellin integral on the r.h.s.. For small

values of the coupling, the poles on the real axis in the contours in fig. 3.5

move towards one another and we would have pinched contours in the limit

a → 0. More precisely, the integral would develop a pinch singularity in the

weak coupling limit when ni−1 = ni = 0 for i ∈ {2, . . . , N−5} for all integrands

not proportional to a BFKL eigenvalue. These singularities can easily be reg-

ularized by deforming the contour of integration before approaching the weak

coupling limit. In particular, we deform the contours from the initial contours

given in fig. 3.5 that we will refer to as Fourier-Mellin contours to the contours

given in fig. 3.6 which we will call pinch-free contours. An algorithmic way to

perform these contour deformations is given in appendix F and explicit contour

deformations for six, seven or eight external particles can be found in [3,4]. The

contour deformations can be performed recursively over the number of external

legs and the regularized integral can be written as the corresponding integral

over pinch-free contours plus lower-point terms. Let us make this process a

little more clear by considering the LLA and NLLA cases. For this purpose,

we define Fn,0 ≡ Fn to denote the usual Fourier-Mellin transform defined with

Fourier-Mellin contours and F0,n to denote the corresponding Fourier-Mellin

transform with pinch-free contours. This notation might seem arbitrary at this

point but it is motivated by the algorithm described in appendix F.

Re(νN−5)

Im(νN−5)

νN−6−πΓ
Re(νi)

Im(νi)

νi−1νi+1

Re(ν1)

Im(ν1)

πΓν2

Figure 3.6: The integration contour for the N -gluon BFKL integral after con-

tour deformation. The blue and red lines in the middle picture define the

contour for even and odd i, respectively. Similarly, the blue and red lines in

the last picture define the contour for odd and even N , respectively.

The one-loop amplitude is completely determined by the BDS amplitude, so

we will start all our computations from two loops. At LLA, all two-loop (and

higher loop) contributions contain at least one BFKL eigenvalue and hence the

original integral

FN−5

[
I(2)
N,LLA

]
= FN−5,0

[
I(2)
N,LLA

]
(3.34)
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is finite. At NLLA, the two-loop contributions come without any insertion of

the BFKL eigenvalue, and we need to regularize the Fourier-Mellin integral,

FN−5

[
I(2)
N,NLLA

]
= FReg

N−5

[
I(2)
N,NLLA

]
(3.35)

= F0,N−5 [IN,NLLA] + P
(2)
N,NLLA + 2πiQ

(2)
N,NLLA ,

where P and Q correspond to the real- and imaginary parts of the lower-point

functions introduced by the contour deformations. The explicit form of P

and Q in the eight-particle case can be found in [4]. All higher-order NLLA

contributions are finite and we keep the original contour. For explicit examples

of P and Q we refer the reader to the aforementioned explicit examples in

refs. [3, 4].

3.3.1 Perturbative Expansion of the Ratio RN

Now that we have regularized the integral (3.30), let us introduce some notation

for the perturbative expansion of R̃N ≡ RNeiδN that will prove useful in the

following. At every loop order ` in MRK, the ratio R̃N can be written as a

polynomial in the logarithms log τk,

R̃h1,...,hN−4

( τ1,...,τN−5
z1,...,zN−5

)
= 1 + 2πi

∞∑

`=1

`−1∑

i1,...,iN−5=0

a`

(
N−5∏

k=1

1

ik!
logik τk

)

×
(
g̃

(`;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) + 2πi h̃
(`;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)
)
,

(3.36)

and we will refer to the imaginary- and real parts g̃ and h̃ of their coefficients

as perturbative coefficients. In the following, we will often suppress the explicit

kinematical dependence of the perturbative coefficients and write

g̃
(`;i1,...,iN−5)
h1,...,hN−4

≡ g̃(`;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) , (3.37)

h̃
(`;i1,...,iN−5)
h1,...,hN−4

≡ h̃(`;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) . (3.38)

At every loop order `, the LLA perturbative coefficients are those with `− 1 =∑
ik, the NLLA coefficients those with ` − 2 =

∑
ik etc.. The LLA ratio is

purely imaginary, and hence

h̃
(`;i1,...,iN−5)
h1...hN−4

= 0 for `− 1 =

N−5∑

k=1

ik . (3.39)
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In the following we will limit ourselves to the computation of the R̃ at LLA

and NLLA. Expanding the r.h.s. of eq. (3.30), we can find a representation

of the perturbative coefficients as Fourier-Mellin integrals. At LLA, i.e. for

`− 1 =
∑
ik, we find

g̃
(`;i1,...,iN−5)
h1...hN−4

= −1

2
FN−5

[
$N

N−5∏

k=1

Eikνk,nk

]
, (3.40)

where we have introduced the vacuum ladder

$N ≡ χh1
0,1

[
N−5∏

i=2

Chi0,i−1,i

]
χ
−hN−4

0,N−5 . (3.41)

This combination of leading-order impact factors and central emission blocks

will appear in the description of all perturbative coefficients, and can be seen

as the vacuum state where all other building blocks, like the Ei in eq. (3.40),

play the role of insertions into the vacuum.

At NLLA, i.e. for `−2 =
∑
ik, the situation becomes slightly more complicated,

and it is helpful to introduce the corrected perturbative coefficients. Corrected

perturbative coefficients are labelled by an additional leading index j in the

superscript or subscript respectively, and we write

g̃
(`;i1,...,iN−5)
h1...hN−4

=

N−5∑

j=1

ij g̃
j;(`;i1,...,iN−5)
h1...hN−4

+

N−4∑

j=1

g̃
(`;i1,...,iN−5)
j;h1...hN−4

,

h̃
(`;i1,...,iN−5)
h1...hN−4

=

N−5∑

j=1

h̃
j;(`;i1,...,iN−5)
h1...hN−4

+

N−4∑

j=1

h̃
(`;i1,...,iN−5)
j;h1...hN−4

.

(3.42)

The additional upper indices represent insertions of corrections to BFKL eigen-

values and additional lower indices represent insertions of corrections to impact

factors or central emission blocks into the vacuum ladder. In particular, we have

g̃
j;(`;i1,...,iN−5)
h1...hN−4

=
1

2
FN−5

[
$N E

(1)
j

N−5∏

k=1

E
ik−δkj
k

]
,

g̃
(`;i1,...,iN−5)
j;h1...hN−4

=
1

2
FN−5

[
$N Xj

N−5∏

k=1

Eikk

]
,

(3.43)

where

Xj =





κh1
1,1 j = 1

κ
hN−4

1,N−5 j = N − 4

Re(c
hj
1,j−1 j) 2 ≤ j ≤ N − 5

. (3.44)
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Similarly, for the real part, we find

h̃
j;(`;i1,...,iN−5)
h1...hN−4

= − 1

4
FN−5

[
$N Ej

N−5∏

k=1

Eikk

]
,

h̃
(`;i1,...,iN−5)
j;h1...hN−4

=
1

4π
FN−5

[
$N Yj

N−5∏

k=1

Eikk

]
,

(3.45)

where

Yj =

{
0 j = 1, N − 4

Im(c
hj
1,j−1 j) 2 ≤ j ≤ N − 5

. (3.46)

It will also be useful to define the corrected perturbative coefficient correspond-

ing to the correction to the entire vacuum ladder,

g̃
(`;i1,...,iN−5)
$;h1...hN−4

=

N−4∑

j=1

g̃
(`;i1,...,iN−5)
j;h1...hN−4

h̃
(`;i1,...,iN−5)
$;h1...hN−4

=

N−4∑

j=1

h̃
(`;i1,...,iN−5)
j;h1...hN−4

.

(3.47)

3.4 The Convolution-Formalism for MRK Am-
plitudes

In this section, we will discuss the computation of the perturbative coefficients

that we have introduced in the last section. Traditionally, these computations

are performed by closing the integration contour in the upper- or lower-half

plane and summing the residues of the integrand [33, 76, 81, 83, 84, 86]. This

works very well for the six-point amplitude, where the two-fold sums can be

computed in terms of MPLs using standard techniques [31, 92–95], for more

and more points, however, these computations quickly become unmanageable.

We will therefore introduce a new framework to perform computations of scat-

tering amplitudes in the multi-Regge limit. The idea is to move away from

explicitly computing Fourier-Mellin transformations and towards performing

these computation directly in z-space using Fourier-Mellin convolutions

F [F ·G] = F [F ] ∗ F [G] = f ∗ g , (3.48)

where the convolution defined as

(f ∗ g)(z) =
1

π

∫
d2w

|w|2 f(w) g
( z
w

)
. (3.49)
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Reading eq. (3.48) from right to left, we can insert BFKL building blocks into

the integrand of a previously computed Fourier-Mellin transform. As a trade-

off, we will have to perform integrals over the whole complex plane, which in

itself poses a difficult task as well. Using the fact that scattering amplitudes

in MRK are single-valued functions on M0,N−2, we can make use of Stokes’

theorem to greatly simplify these computations.

As is easy to see from eqs. (3.40), (3.43) and (3.45), all perturbative coefficients

share a common basis, namely the vacuum ladder $N and only differ by the

insertions of other building blocks into the integrand. In particular, at a fixed

logarithmic order, two perturbative coefficients at different loop orders only

differ by insertions of leading order BFKL eigenvalues Ek. This allows us to

easily relate integrals at different loop orders through convolution integrals,

and we have, for example,

g
(`;`−1)
++ = −1

2
F
[
χ+E`−1χ−

]
= g

(`−1;`−2)
++ ∗ F [E] . (3.50)

Since the perturbative coefficients are single-valued functions in the cross-ratios

zi, the evaluation of the convolution integral can be simplified to a residue-

computation as was shown in ref. [96]. Let f(z) be a linear combination of

single-valued polylogarithms whose coefficients are rational functions with sin-

gularities at z = ai and z =∞. Then we can expand f around these singular-

ities as

f(z) =
∑

k,m,n

caik,m,n logk
∣∣∣∣1−

z

ai

∣∣∣∣
2

(z − ai)m (z̄ − āi)n , z → ai , (3.51)

f(z) =
∑

k,m,n

c∞k,m,n logk
1

|z|2
1

zm
1

z̄n
, z →∞ . (3.52)

Let us define the holomorphic residue of f at z = a as the coefficient of the

simple holomorphic pole with no logarithmic singularities,

Resz=af(z) ≡ ca0,−1,0 . (3.53)

Then, if it exists, we can compute the integral of f over the whole complex plane

as the sum of the holomorphic residues of its single-valued anti-holomorphic

primitive F , i.e. if ∂̄F = f , then [97]

∫
d2z

π
f(z) = Resz=∞F (z)−

∑

i

Resz=aiF (z) . (3.54)

Let us now show this procedure in detail at the example of the (already

known [33, 81]) six-point MHV amplitude at LLA. We will compute the two-
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loop perturbative coefficient

−2g̃
(2;1)
++ = F [$6E] =

1

2
G0,1(z) +

1

2
G1,0(z)− G1,1(z) (3.55)

from the Fourier-Mellin transform of the vacuum ladder

F [$6] = G1(z)− 1

2
G0(z). (3.56)

Apart from the Fourier-Mellin transform of the vacuum ladder, we also need

the Fourier-Mellin transform of the BFKL eigenvalue,

E(zi) ≡ F(Ei) = − zi + z̄i
2 |1− zi|2

. (3.57)

The first step is to compute a single-valued anti-holomorphic primitive of

f(w) =
1

|w|2F [$6](w)E(z/w) . (3.58)

This is easily achieved after rewriting all appearing single-valued polyloga-

rithms in terms of anti-holomorphic arguments,

G0(w) = G0(w̄) and G1(w) = G1(w̄) . (3.59)

Then we have

F (w) =

∫
dw̄ f(w) =

1

2w (w − z)

∫
dw̄

[
1

2
G0(w̄)− G1(w̄)

]
w̄z + wz̄

w̄ (w̄ − z̄)

=
1

4(w − z) [2G0,z(w)− 4G1,z(w)− G0,0(w) + 2G1,0(w)

−4G1(w)G0(z) + 4G1(w)G1(z) + 2G0(z)Gz(w)− 4G1(z)Gz(w)]

+
1

4w
[−G0,z(w) + 2G1,z(w) + 2G1(w)G0(z)− 2G1(w)G1(z)

−G0(z)Gz(w) + 2G1(z)Gz(w)] , (3.60)

where we have rewritten all single-valued polylogarithms in terms of holomor-

phic arguments using eqs. (3.59) and (2.61). The next step is to compute all

residues of F (w) and we can see that F has potential poles at 0, z and∞. Since

for w → 0 all polylogarithms either vanish or exhibit logarithmic singularities,

the residue at w = 0 vanishes. At w = z, we have

Resw=zF (w) = −1

4
G0,0(z)− G0,1(z)− 1

2
G1,0(z) + 2G1,1(z)− G1,z(z)

= −1

4
G0,0(z)− 1

2
G1,0(z) + G1,1(z) .

(3.61)
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In order to compute the residue at z =∞, we will will need to replace w → 1
u ,

including the Jacobian, and compute the residue at u = 0, yielding

Resw=∞F (w) =
1

2
G0,1(z)− 1

4
G0,0(z) . (3.62)

Summing all residues according to eq. (3.54), we find

F [$6E] = Resw=∞F (w)− Resw=zF (w)

=
1

2
G0,1(z) +

1

2
G1,0(z)− G1,1(z) ,

(3.63)

which is indeed the correct answer.

Let us quickly comment on the Fourier-Mellin transform of the vacuum ladder.

Since there is no insertion of BFKL eigenvalues, the integral F [$6] needs to be

regularized and we have

F [$6] = FReg[$6] = F0,1[$6] +
1

8
G0(z) = G1(z)− 1

2
G0(z). (3.64)

Then we should have performed the convolution on the Fourier-Mellin integral

F0,1[$6] only, to get

F0,1[$6E] = F0,1[$6] ∗ E(z) =

(
F [$6]− 1

8
G0(z)

)
∗ E(z). (3.65)

The reason why we got the correct result anyway is that

G0(z) ∗ E(z) = 0 , (3.66)

and that

F [$6E] = F1,0[$6E] = F0,1[$6E] . (3.67)

This will not always be the case, as will be discussed in detail in section 3.4.2.

This procedure is not limited to the six-point case and allows us to compute

(MHV) amplitudes of virtually any loop order provided we have a starting

point for our recursion. At LLA, starting from

g̃
(1;0,...,0)
+···+ =

1

4
δ

(1)
N , (3.68)

we can compute all MHV perturbative coefficients at any loop order by con-

volution with Ei ≡ E(zi). At NLLA the starting points will typically be the

corrected perturbative coefficients

g̃
(2;0,...,0)
$;+···+ , h̃

(2;0,...,0)
$;+···+ and g̃

j;(3;0,...,ij=1,...,0)
+···+ , (3.69)
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so that we will only ever have to perform convolutions with E(zi). Let us stress

that this formalism is not limited to performing convolutions with the building

blocks Ei. In fact, it is possible to insert any of the BFKL building blocks into

the vacuum ladder. The reason why we choose the start off our recursion such

that we only need to insert leading-order BFKL eigenvalues is that the starting

points (3.69) are very easy to obtain.

Let us now extend this procedure to the computation of amplitudes in any

helicity configuration. From

F
[
χ+(ν, n)F (ν, n)

]
−→ F

[
χ−(ν, n)F (ν, n)

]
(3.70)

= F
[
χ−(ν, n)

χ+(ν, n)

]
∗ F

[
χ+(ν, n)F (ν, n)

]
(3.71)

= H(z) ∗ F
[
χ+(ν, n)F (ν, n)

]
,

it is easy to see that we can flip the helicity of an impact factor χ by convolution

with the helicity flip kernel

H(z) = F
[
χ−i
χ+
i

]
= H(0)(zi) + aH(1)(zi) +O(a2) (3.72)

= − zi
(1− zi)2

+
a

4

[
G1(zi) +

zi
(1− zi)

G0(zi) +
zi

(1− zi)2
G0,0(zi)

]

+O(a2) .

The same kernel can also be used to flip the helicity of one of the central

emission blocks, as can be inferred from the seven-point amplitude. Since

MHV and MHV amplitudes are identical, we can relate a helicity flip on the

central emission block to flipping the helicities of both impact factors:

g
(`;i1,i2)
+++ −→ g

(`;i1,i2)
+−+ = H(z̄1) ∗ H(z2) ∗ g(`;i1,i2)

−−−

= H(z̄1) ∗ H(z2) ∗ g(`;i1,i2)
+++ .

(3.73)

Let us comment on the leading-order helicity flip kernel H(0). Let f(z) be a

pure function in z and let us convolute it with the leading order helicity flip

kernel,

H(0)(z) ∗ f(z) = −
∫
d2w

π

z

w̄(w − z)2
f(w) . (3.74)

Computing the anti-holomorphic primitive, we find

z

(w − z)2
F (w) ≡

∫
dw̄

w̄

z

(w − z)2
f(w) . (3.75)
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Since the l.h.s. has a double pole in w = z, and assuming f(w) is a linear

combination of polylogarithms, there is no pole at infinity, and we have

H(0)(z) ∗ f(z) = Resw=z
z F (w)

(w − z)2
= z ∂zF (z) . (3.76)

We can therefore compute the leading-order helicity flip of any pure function by

computing its single-valued anti-holomorphic primitive and taking a derivative.

We have seen how to efficiently compute higher loop scattering amplitudes in

MRK given a certain lower-loop amplitude as a starting-point. It is, how-

ever, not clear yet how to find convenient starting points for Fourier-Mellin

convolutions. In the next chapter we will introduce a property of perturba-

tive coefficients called the factorization theorem, that will help us find some

of these starting points and will reduce the number of necessary computations

even further.

3.4.1 The Factorization Theorem for MRK Amplitudes

In this section we will show that two perturbative coefficients for different

numbers of legs with the same pattern of insertions are closely related. More

precisely, we will generalize the factorization of scattering amplitudes that was

previously observed for the two-loop six-point case at LLA [85–87],

R̃(2)
N,MHV = 2πia2

N−5∑

k=1

log τk g̃
(2;1)
++ (ρk) , (3.77)

where we have expressed the result in terms of simplicial MRK coordinates.

This implies

g̃
(2;0,...,1,...,0)
+···+ (ρ1, . . . , ρN−5) = g̃

(2;1)
++ (ρk)

= log |1− ρk|2 log

∣∣∣∣1−
1

ρk

∣∣∣∣
2

,
(3.78)

and it appears that we can drop all zero-indices ij = 0 and the functional

dependence on the corresponding simplicial MRK coordinate ρj . Let us now

make this statement more precise. As a first step, we will limit ourselves to

the leading-logarithmic case and introduce a graphical representation of the

perturbative coefficients. As we have seen in fig. 3.2, we can naturally identify

the faces of the diagram with the transverse dual coordinates xj and we can

similarly label the same faces with the number ij of insertions of BFKL eigen-
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values Eij . Then, using simplicial MRK coordinates, and labelling outgoing

lines with the helicity of the corresponding particle, we have

g̃
(`,i1,...,iN−5)
h1...hN−4

(ρ1, . . . , ρN−5) =

hN−4

hN−5

h2

h1

∞

iN−5ρN−5

ρ1 i1

0

1 , (3.79)

and the vacuum ladder corresponds to the diagram with all ij = 0. Then the

factorization theorem can be stated in the simple form

h

h

iaρa

ρb 0

ρc ic

= h

iaρa

ρc ic

, (3.80)

i.e. we delete those faces of the diagram that have no insertions and that are

bounded by two external lines with the same helicities. Note that this only

holds when at least one of the ik is non-zero. In particular, this implies that

we we can delete all faces without the insertion of a BFKL eigenvalue in the

MHV case,

g̃
(`;0,...,0,ia1 ,0,...,0,ia2 ,0,...,0,iak ,0,...,0)
+...+ (ρ1, . . . , ρN−5)

= g̃
(`;ia1 ,ia2 ,...,iak )
+...+ (ρia1 , ρia2 , . . . , ρiak ) .

(3.81)

Beyond LLA we can have additional insertions into the vacuum ladder and will

need to represent them graphically. At NLLA, we represent the correction to

the BFKL eigenvalue with a double line at the base of the corresponding face

and the correction to an impact factor or central emission block with a circle
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around the corresponding vertex,

g̃
j;(`,i1,...,iN−5)
h1...hN−4

(ρ1, . . . , ρN−5) =

hN−4

hj+1

hj

hj−1

hj−2

h1

ij+1ρj+1

ρj ij

ρj−1 ij−1

, (3.82)

g̃
(`,i1,...,iN−5)
j;h1...hN−4

(ρ1, . . . , ρN−5) =

hN−4

hj+1

hj

hj−1

h1

ijρj

ρj−1 ij−1

. (3.83)

(3.84)

Then the factorization theorem is still essentially given by (3.80). In other

words, we delete those faces of the diagram that have no insertions and that are

bounded by two external lines with the same helicities that don’t originate from

a corrected vertex. Note that there is no conceptual difference in this regard

between the imaginary-and the real part and we limit ourselves to defining the

factorization for the imaginary parts. Replacing g̃ by h̃ in the definitions (3.82)

and (3.83), all graphical equations will still be valid. A proof of the factorization

theorem is given in appendix G.

Let us discuss the implications of the factorization theorem on the structure of

scattering amplitudes in the multi-Regge limit of N = 4 SYM. At LLA, and at

` loops, the sum of indices ik is equal to `− 1 and hence we can have at most

` − 1 non-zero indices. We can therefore only have a finite number of differ-

ent perturbative coefficients at every loop order, generalizing the factorisation

observed for the two-loop MHV amplitude in MRK to LLA [85–87]. Indeed,

at two loops we find the factorization (3.77). At three loops the amplitude no

longer factorizes completely into six-point terms and we find

R̃(3)
+...+ = iπ

N−5∑

i=1

log2 τi g̃
(3;2)
++ (ρi)

+ 2πi
∑

1≤i<j≤N−5

log τi log τj g̃
(3;1,1)
+++ (ρi, ρj) .

(3.85)

At four loops, we will need to compute the eight-point perturbative coefficient

g̃
(4;1,1,1)
++++ along with four-loop six- and seven-point perturbative coefficients.
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Generally, all `-loop MHV amplitudes at LLA are determined by the pertur-

bative coefficients up to `-loops with up to (`+ 4) external legs.

A similar statement can be made for amplitudes beyond LLA, but the number

of perturbative coefficients that are needed to write the `-loop amplitude for

any number of particles grows quickly with the logarithmic order. At three

loops, for example we find the factorization

R̃(3)
+...+

2πi
= log τ1g̃

(3;1)
1;++(ρ1) + log τN−5g̃

(3;1)
2;++(ρN−5) +

N−5∑

j=1

log τj g̃
j;(3;1)
++ (ρj)

+

N−5∑

j=2

[
log τj−1 g̃

(3;1,0)
2;+++(ρj−1, ρj) + log τj g̃

(3;0,1)
2;+++(ρj−1, ρj)

]

+

N−5∑

j=2

[
log τj−1 g̃

(3;1,0)
3;+++(ρj−1, ρN−5) + log τj g̃

(3;0,1)
1;+++(ρ1, ρj)

]
(3.86)

+
∑

1≤i<j−1≤N−5

log τi g̃
(3;1,0,0)
3;++++(ρi, ρj−1, ρj)

+
∑

1≤j<i≤N−5

log τi g̃
(3;0,0,1)
1;++++(ρj−1, ρj , ρi) + 2πi (g̃ → h̃)

In particular, we have to sum over all distributions of non-zero indices ij relative

to the corrected building blocks.

Beyond MHV we can no longer express all `-loop amplitudes in terms of a

finite number of perturbative coefficients, since the perturbative coefficients

g̃
(`;i1,...,iN−5)
−+−+... don’t have any neighbouring particles with equal helicities and

will therefore not simplify to lower-point objects. It is nevertheless possible to

obtain results for any number of external legs. In particular, for fixed k we can

express all NkMHV amplitudes in terms of a finite number of building blocks.

At LLA we have, for example

R̃(2)
−+...+ = 2πi

[
log τi g̃

(2;1)
−+ (ρ1) +

N−5∑

i=2

log τi g̃
(2;0,1)
−++ (ρ1, ρi)

]
. (3.87)

3.4.2 Computing Scattering Amplitudes in MRK

Let us finish this section by outlining the strategy for computing scattering

amplitudes at LLA and NLLA in the multi-Regge limit of planar N = 4 SYM

using convolutions. Fourier-Mellin convolutions allow us to exploit the single-

valuednes of the perturbative coefficients to efficiently compute scattering am-

plitudes in MRK given a starting point for this recursion. A set of starting
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points that is easily available are the perturbative coefficients

g̃
(1;0,...,0)
+···+ , g̃

(2;0,...,0)
+···+ , h̃

(2;0,...,0)
+···+ and g̃

1;(3;1)
++ . (3.88)

Starting from these building blocks, all other perturbative coefficients can be

computed using only convolutions with the building blocks E(zi) and H(zi) and

using the factorization theorem. In addition, these building blocks can be easily

obtained. The Fourier-Mellin transform of the vacuum ladder corresponds up

to a factor to the BDS phase δN ,

g̃
(1;0,...,0)
+···+ =

1

4
δ

(1)
N =

1

4
G0(ρ1)− 1

4
G1(ρ1)− 1

4
G1(ρN−5) . (3.89)

The corrections to the vacuum ladder at NLLA can be determined from the

two-loop MHV ratio R(2)
N known for any number of particles at LLA [86] and

NLLA [3,87], and we have

g̃
(2;0,...,0)
+···+ =

R(2)
N − iδ

(2)
N

2πi
= g̃

(2;0,...,0)
$;+···+ , (3.90)

h̃
(2;0,...,0)
+···+ =

(iδ
(1)
N )2

2(2πi)2
=

N−5∑

j=1

h̃
j;(2;0,...,0)
+···+ + h̃

(2;0,...,0)
$;+···+ . (3.91)

The remaining starting point, g̃
1;(3;1)
++ , corresponds to a six-point Fourier-Mellin

integral that can easily be computed using available algorithms [31,92–95]. In

addition, many perturbative coefficients up to four loops have already been

computed [1, 3, 4] and can be used as starting points as well.

Finally, let us comment on the regularization of Fourier-Mellin integrals with no

insertions of BFKL eigenvalues and their effect on Fourier-Mellin convolutions.

As we have already mentioned before, we still get the correct result when

ignoring the regularization procedure at LLA when inserting a leading-order

BFKL eigenvalue into the vacuum ladder. This statement does not generally

extend to perturbative coefficients at higher logarithmic orders. The correct

prescription is always to perform convolutions only on the well-defined Fourier-

Mellin integrals appearing in the regularization procedure. At NLLA, the only

integrals that need regularization are the two-loop perturbative coefficients and

so we find, for convolutions with E(zi),

g̃
(3;δk,1,...,δk,3)
$;+···+ = E(zk) ∗

(
g̃

(2;0,...,0)
$;+···+ − P (2;0,...,0)

+···+

)
+ P

(3;δk,1,...,δk,3)
+···+ ,

h̃
(3;δk,1,...,δk,3)
$;+···+ = E(zk) ∗

(
h̃

(2;0,...,0)
$;+···+ −Q(2;0,...,0)

+···+

)
+Q

(3;δk,1,...,δk,3)
+···+ .

(3.92)

where P and Q are the corresponding coefficients from the perturbative ex-

pansion of the lower-point ratios introduced during the regularization proce-

dure (3.35).
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As we can infer from the algorithm outlined in appendix F, the Fourier-Mellin

integrals with the two contour prescriptions are related by terms including

lower-point ratios R̃ and powers of |zi| only. Expanding these terms, it is

easy to see that P and Q consist only of lower-point perturbative coefficients

and powers of logarithms G0(zi). Recursively it can be shown that the only

obstructions to Fourier-Mellin convolutions due to the regularization procedure

can be reduced to the appearences of these logarithms and it can be shown [3,

4, 6] that we have, at NLLA,

P
(3;δk,1,...,δk,3)
+···+ = E(zk) ∗ P (2;0,...,0)

+···+ , (3.93)

Q
(3;δk,1,...,δk,3)
+···+ = E(zk) ∗

(
Q

(2;0,...,0)
+···+ − 1

32
G0(zk)2

)
, (3.94)

This implies that at NLLA we can perform convolutions directly on all pertur-

bative coefficients with exception for the two-loop real part.

We have applied the convolution framework described above to compute per-

turbative coefficients g̃ and h̃ both at leading-logarithmic accuracy and at next-

to-leading-logarithmic accuracy. In particular, we have computed all LLA per-

turbative coefficients required to describe all MHV amplitudes up to five loops

for any number of external particles [1]. Beyond MHV we have computed all

perturbative coefficients through four loops and up to eight external particles

in all helicity configurations [1]. At NLLA we have computed all MHV per-

turbative coefficients required to write down all three-loop amplitudes for any

number of external particles [3,4]. Beyond MHV we have computed all ampli-

tudes up to eight points and three loops in all helicity configurations [3, 4].

3.5 The Structure of Scattering Amplitudes

Let us finish this chapter by commenting on the structure of scattering ampli-

tudes in the multi-Regge limit of N = 4 SYM. For a formal analysis including

proofs we refer the reader to our papers [1,3,4,6]. It is believed that MHV and

NMHV amplitudes in planar N = 4 SYM can be written in terms of multiple

polylogarithms [98] and that amplitudes beyond NMHV exhibit more general

classes of special functions [99,100]. Despite the lack of constraints on the pos-

sible function space of scattering amplitudes in general kinematics it was shown

that the six-point amplitude expanded to LLA in the multi-Regge limit can be

written in terms of polylogarithms to all orders in perturbation theory [81,84].

This can prove to be valuable information on the structure of scattering am-

plitudes in general kinematics and it would be nice to have a similar statement

for amplitudes with more external legs.
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It can be shown [1, 3, 4, 6] that this is a universal property of scattering am-

plitudes in the multi-Regge limit of N = 4 SYM that holds to all logarithmic

accuracies and for any number of external legs. In particular, it is possible to

show that scattering amplitudes in MRK can be written in terms of linear com-

binations of MPLs of uniform, maximally transcendental weight. The proof is

performed using Fourier-Mellin convolutions to show that the insertion of el-

ementary building blocks into the integrand raise the weight of an expression

by a fixed amount.
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Chapter 4
Transcendentality Properties of
the BFKL Ladder

In the previous chapter we have studied the multi-Regge limit of scattering

amplitudes in planar N = 4 SYM. In particular, we have developed a computa-

tional framework that is especially well-suited for the computation of scattering

amplitudes in this limit. In this section we will apply the convolution-formalism

to the multi-Regge limit of scattering amplitudes in more general Yang-Mills

theories and in particular in QCD.

As we have seen in the previous chapter, the multi-Regge limit naturally gives

rise to large logarithms encoding the longitudinal part of the kinematical depen-

dence and the scattering amplitude can be described by the t-channel exchange

of an effective particle. Similarly, QCD scattering processes in the forward scat-

tering limit s � |t| are dominated by gluon exchanges in the t-channel. The

BFKL resummation of logarithms log(s/|t|) in this limit can be acheived at

LLA [63–65,101] and at NLLA [66,68].

The NLO corrections to the singlet eigenvalue of the BFKL equation had been

previously approximated by Fadin and Lipatov [66] by acting with the NLO

BFKL kernel on the leading-order eigenfunctions. This procedure, however is

not consistent and it was already predicted by Fadin and Lipatov that the dif-

ference to the correct eigenvalue is due to terms related to the running of the

coupling. Later, Chirilli and Kovchegov constructed the correct NLO eigen-

functions [102, 103] and found that the mismatch was indeed proportional to

the beta function. In this chapter, we will show that these corrections to the

87



88 Chapter 4. Transcendentality Properties of the BFKL Ladder

eigenfunctions can be eliminated by choosing the scale of the coupling to be the

geometric mean of the transverse momenta at both ends of the BFKL ladder.

In ref. [104], it was shown that the BFKL ladder at LLA can be expressed in

terms of SVMPLs (c.f. 2.2.2) on the moduli space M0,4 of Riemann spheres

with four marked points. We will extend this result and show that the analytic

structure of the BFKL ladder at NLLA is described by the slightly larger class

of gSVMPLs (c.f. 2.2.2). We will then use this property to develop techniques

for the computation of the BFKL ladder in momentum space to any loop-order

at LLA and NLLA and provide explicit results through five loops.

Finally, we will present necessary conditions for the BFKL ladder of a generic

SU(N) gauge theory with arbitrary matter content to have maximal tran-

scendental weight. Solving these constraints, we find that the only theories

satisfying them have a vanishing beta function and a matter content that can

be arranged into supersymmetric multiplets. We also find that there is no

theory capturing exactly the maximal transcendental part of QCD.

4.1 The BFKL Equation

Let us start by introducing the BFKL ladder and its connection to the BFKL

equation. The BFKL ladder f is part of the total cross-section σ for parton

scattering in the high-energy limit,

σ(s) '
∫

d2q1 d2q2

(2π)2 q2
1 q

2
2

ΦA(q1) ΦB(q2) f(q1, q2, log(s/s0)) , (4.1)

where ΦA/B denote the impact factors, s is the center-of-mass energy and where

we defined s0 as the geometric mean of the transverse momenta q1 and q2,

s0 ≡
√
q2
1 q

2
2 . (4.2)

The BFKL ladder can be written as

f(q1, q2, y) =

∫

C

dω

2πi
ey ω fω(q1, q2) . (4.3)

where the contour C is a straight vertical line such that all poles in ω are to

the right of C. The function fω is a solution to the BFKL equation

ω fω(q1, q2) =
1

2
δ(2)(q1 − q2) + (K ? fω)(q1, q2) . (4.4)
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and the integral operator K acts as a convolution,

(K ? fω)(q1, q2) ≡
∫
d2kK(q1, k) fω(k, q2) , (4.5)

where K(q1, q2) = K(q2, q1) is the BFKL kernel. Due to the symmetry of the

BFKL kernel, K is hermitian and has real eigenvalues.

Solutions to the BFKL equation can be expressed in terms of a complete or-

thonormal set of eigenfunctions Φν,n of the BFKL integral operator,

(K ? Φνn)(q) = ωνn Φνn(q) . (4.6)

They are distinguished by a real number ν and an integer n and they are

orthonormal and complete in the sense that

2

∫
d2qΦνn(q) Φ∗ν′n′(q) =

∫ ∞

0

dq2

∫ 2π

0

dθΦνn(q) Φ∗ν′n′(q)

= δ(ν − ν′) δnn′ ,
(4.7)

and

+∞∑

n=−∞

∫ +∞

−∞
dν Φνn(q) Φ∗νn(q′) =

1

2
δ(2)(q − q′) = δ

(
q2 − q′2

)
δ(θ − θ′) . (4.8)

In conformally invariant theories, these eigenfunctions are completely fixed by

symmetry constraints [105],

ϕνn(q) ≡ ΦCFTνn (q) =
1

2π
(q2)−1/2+iν einθ . (4.9)

It is easy to check explicitly that the ϕνn are complete and orthonormal.

Then the function

fω(q1, q2) =

+∞∑

n=−∞

∫ +∞

−∞
dν

1

ω − ωνn
Φνn(q1) Φ∗νn(q2) (4.10)

is a solution to eq. (4.4), as can be easily verified using the completeness rela-

tion,

(K ? fω)(q1, q2) =

+∞∑

n=−∞

∫ +∞

−∞
dν

1

ω − ωνn
(K ? Φνn)(q1) Φ∗νn(q2)

=

+∞∑

n=−∞

∫ +∞

−∞
dν

ωνn
ω − ωνn

Φνn(q1) Φ∗νn(q2)

= −1

2
δ(2)(q1 − q2) + ω fω(q1, q2) .

(4.11)
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Inserting fω into eq. (4.3), we arrive at

f(q1, q2, y) =

+∞∑

n=−∞

∫ +∞

−∞
dν Φνn(q1) Φ∗νn(q2) ey ωνn . (4.12)

In the following, we will focus on the perturbative expansion of the BFKL lad-

der in the renormalized strong coupling constant αµ = NC αS(µ2)/π evaluated

at a scale µ2. The BFKL kernel, eigenvalue and eigenfunctions can each be

expanded in αµ,

K(q1, q2) = αµ

∞∑

l=0

αlµK
(l)(q1, q2) ,

ωνn = αµ

∞∑

l=0

αlµ ω
(l)
νn ,

Φνn(q) =

∞∑

l=0

αlµ Φ(l)
νn(q) .

(4.13)

The leading-order BFKL kernel K(0) [63–65, 101] gives the resummation at

LLA, i.e. it captures all terms of O ((αµy)n), the NLO kernel K(1) [66, 68] re-

sums the terms at NLLA, i.e. of O (αµ(αµy)n), and so forth. The perturbative

coefficients K(k) of the BFKL integral operator are defined as the natural ex-

tension of the expansion of the BFKL kernel K. Note that the eigenfunctions

are completely determined by conformal symmetry, and hence we expect their

quantum corrections to be proportional to the beta function in order for them

to vanish in conformal theories. Truncating the eigenvalues and eigenfunctions,

ωN
kLO

νn = αµ

k∑

l=0

αlµ ω
(l)
νn and ΦN

kLO
νn (q) =

k∑

l=0

αlµ Φ(l)
νn(q) , (4.14)

we get eigenvalues and eigenfunctions of the truncated BFKL integral operator,

(
KNkLO ? ΦN

kLO
νn

)
(q) = ωN

kLO
νn ΦN

kLO
νn (q) +O(αk+1

µ ) . (4.15)

In the remainder of this chapter we will discuss the BFKL ladder at LLA,

fLL(q1, q2, ηµ), and at NLLA, fNLL(q1, q2, ηµ), corresponding to the first two

terms in the expansion of the BFKL ladder,

f(q1, q2, y) = fLL(q1, q2, ηµ)+αµ f
NLL(q1, q2, ηµ)+. . . , ηµ = αµ y . (4.16)
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4.2 The BFKL ladder at leading logarithmic ac-
curacy

Let us start by reviewing the BFKL ladder at LLA. Independently of the theory,

the leading order BFKL kernel is conformally invariant and hence the leading-

order eigenfunctions are given by eq. (4.9). The LO eigenvalue was computed

in refs. [64, 65] and is given by

χνn ≡ ω(0)
νn = −2γE − ψ

( |n|+ 1

2
+ iν

)
− ψ

( |n|+ 1

2
− iν

)
, (4.17)

where γE = −Γ′(1) is the Euler-Mascheroni constant and ψ(z) = d
dz log Γ(z) is

the digamma function, and we have

(KLO ? ϕνn)(q) = χνn ϕνn(q) . (4.18)

Then, upon inserting the leading order eigenvalue and eigenfunctions into

eq. (4.12), we find the BFKL ladder at LLA,

fLL(q1, q2, ηµ) =

+∞∑

n=−∞

∫ +∞

−∞
dν eηµ χνn ϕνn(q1)ϕ∗νn(q2) , (4.19)

and we define the perturbative coefficients fLLk through the expansion

fLL(q1, q2, ηµ) =
1

2
δ(2)(q1 − q2) +

1

2π
√
q2
1 q

2
2

∞∑

k=1

ηkµ
k!
fLLk (z) . (4.20)

The coefficients of powers of ηµ depend only on the variable

z ≡ q̃1

q̃2
, with q̃k ≡ qxk + iqyk , (4.21)

and can be written as a Fourier-Mellin transform

fLLk (z) = F
[
χkνn

]
≡

+∞∑

n=−∞

(z
z̄

)n/2 ∫ +∞

−∞

dν

2π
|z|2iν χkνn . (4.22)

The inverse of the Fourier-Mellin transform is given by

F−1 [f(z)] =

∫
d2z

π
z−1−iν−n/2 z−1−iν+n/2 f(z) . (4.23)

In ref. [33] it was shown that the natural function space associated to Fourier-

Mellin transforms of this type is the space of single-valued harmonic polylog-

arithms (SVHPLs) G(a1, . . . , an; z), ai ∈ {−1, 0, 1}, which form a subspace of

the SVMPLs introduced in sec. 2.2.2.
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A conjectural generating functional of the BFKL ladder at LLA was given

in ref. [104] according to which all coefficients fLLk (z) are given by a linear

combination of SVHPLs with singularities at 0 and 1, including single-valued

zeta values. Writing

fLLk (z) =
|z|

2π |1− z|2 Fk(z) , (4.24)

the first few coefficients are given by [104],

F1(z) = 1 ,

F2(z) = 2G1(z)− G0(z) ,

F3(z) = 6G1,1(z)− 3G0,1(z)− 3G1,0(z) + G0,0,0(z) , (4.25)

F4(z) = 24G1,1,1(z) + 4G0,0,1(z) + 6G0,1,0(z)− 12G0,1,1(z) + 4G1,0,0(z)

− 12G1,0,1(z)− 12G1,1,0(z)− G0,0,0(z) + 8 ζ3 ,

where we used the shorthand Ga1,...,an(z) ≡ G(a1, . . . , an; z). Generally, follow-

ing the conjecture of ref. [104], all Fk are pure linear combinations of SVHPLs

of uniform weight (k − 1) with singularities at most at z = 0 or z = 1.

Our goal is, to extend this analysis to NLLA and to analyse the analytic struc-

ture of the BFKL ladder at NLLA. We will start by deriving a consistent

representation of the NLLA BFKL ladder as a Fourier-Mellin transform in the

following section and by subsequently evaluating fNLL perturbatively using

Fourier-Mellin convolutions in section 4.4.

4.3 The BFKL ladder at next-to-leading loga-
rithmic accuracy

4.3.1 Beyond the leading order: the Chirilli-Kovchegov pro-
cedure

The BFKL kernel in QCD was determined to NLO in ref. [66] and the cor-

responding corrections to the BFKL singlet eigenvalue, in the approximation

where they are obtained by acting on the corrected BFKL kernel with the

leading-order eigenfunctions, was computed in refs. [66, 106, 107]. In this ap-

proximation the NLO corrections to the BFKL eigenvalues, δνn, are defined by

the equation,

(KNLO ?ϕνn)(q) ≡ αS(q2)

(
χνn + αS(q2)

δνn
4

)
ϕνn(q)+O(α3

S(q2)) , (4.26)
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and are given by

δνn = 6ζ3 −
1

2
β0 χ

2
νn + 4γ

(2)
K χνn +

i

2
β0 ∂νχνn + ∂2

νχνn

− 2Φ(n, γ)− 2Φ(n, 1− γ)− Γ(γ)Γ(1− γ)

2iν
[ψ (γ)− ψ (1− γ)] (4.27)

×
[
δn0

(
3 +

(
1 +

Nf
N3
c

)
2 + 3γ(1− γ)

(3− 2γ)(1 + 2γ)

)

− δ|n|2
((

1 +
Nf
N3
c

)
γ(1− γ)

2(3− 2γ)(1 + 2γ)

)]
,

where γ = 1/2+iν, β0 denotes the one-loop beta function and γ
(2)
K the two-loop

cusp anomalous dimension for QCD in the dimensional reduction (DRED)1

scheme,

β0 =
11

3
− 2Nf

3Nc
, γ

(2)
K =

1

4

(
64

9
− 10Nf

9Nc

)
− ζ2

2
. (4.28)

The functions Φ(n, γ) appearing in eq. (4.27) are defined as

Φ(n, γ) =

∞∑

k=0

(−1)k+1

k + γ + |n|/2

(
ψ′(k + |n|+ 1)− ψ′(k + 1)

+ (−1)k+1[β′(k + |n|+ 1) + β′(k + 1)] (4.29)

− 1

k + γ + |n|/2 [ψ(k + |n|+ 1)− ψ(k + 1)]

)
,

with

β′(z) =
1

4

[
ψ′
(

1 + z

2

)
− ψ′

(z
2

)]
. (4.30)

For N = 4 SYM, the cusp anomalous dimension reads

γ
(2)N=4
K = −1

2
ζ2 , (4.31)

and we find the corrected BFKL eigenvalue

δN=4
νn = 6ζ3 + 4γ

(2)N=4
K χνn + ∂2

νχνn − 2Φ(n, γ)− 2Φ(n, 1− γ) . (4.32)

Since N = 4 SYM is a conformal theory, the eigenfunctions are given to all

orders by eq. (4.9) and hence δN=4
νn is the correct NLO BFKL eigenvalue in

N = 4 SYM.
1The DRED scheme is a regularization scheme similar to the dimensional regularisation

introduced previously. It is primarily used in supersymmetric theories to preserve the number

of degrees of freedom of the particles while still considering all momenta to be d dimensional.
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As we have mentioned before, the NLO eigenvalue in eq. (4.27) was derived un-

der the assumption that the eigenfunctions receive no perturbative corrections

at NLO. This, of course, is not the case in non-conformal theories. Further,

the BFKL eigenvalue must be real and independent of q2, which is not the

case for the BFKL eigenvalue given above: the r.h.s. of eq. (4.26) contains the

strong coupling constant evaluated at q2 and the correction to the eigenvalue

in eq. (4.27) contains the term iβ0 ∂νχνn, which is imaginary.

In refs. [102, 103], Chirilli and Kovchegov showed that it is possible to find

the correct description of the BFKL eigenvalue by modifying the leading-order

eigenfunctions with terms depending on the running coupling. We will now re-

view this procedure and construct the eigenfunctions and corresponding eigen-

values at NLO for any value of n.

Our goal is to construct functions ω
(1)
νn and Φ

(1)
νn (q) such that

[
KNLO?

(
ϕνn + αµ Φ(1)

νn

)]
(q)

= αµ

(
χνn + αµ ω

(1)
νn

) [
ϕνn(q) + αµ Φ(1)

νn (q)
]

+O(α3
µ) .

(4.33)

We start with an Ansatz for the NLO eigenvalue ω
(1)
νn by modifying δνn with

an unknown function cνn as

ω(1)
νn =

δνn
4

+ cνn = i
β0

8
∂νχνn + ∆νn + cνn , (4.34)

where ∆νn contains all terms in eq. (4.27) that are symmetric under ν → −ν,

and we expect ω
(1)
νn to be symmetric as well. Inserting this parametrization into

eq. (4.33) and using eq. (4.26) and the running of the coupling at NLO,

αS(q2) =
αS(µ2)

1 + β0

4 αS(µ2) log q2

µ2

= αµ

[
1− αµ

β0

4
log

q2

µ2
+O(α2

µ)

]
, (4.35)

we find

(
KLO ? Φ(1)

νn

)
(q) =

(
cνn +

β0

4
χνn log

q2

µ2

)
ϕνn(q) + χνn Φ(1)

νn (q) . (4.36)

Following refs. [102, 103], eq. (4.36) must hold for all values of q and therefore

Φ
(1)
νn must be proportional to ϕνn and our Ansatz reads

Φ(1)
νn (q) =

(
a0,νn + a1,νn log

q2

µ2
+ a2,νn log2 q

2

µ2

)
ϕνn(q) , (4.37)
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where aj,νn for j = 0, 1, 2 are complex coefficients. Inserting eq. (4.37) into

(4.36), we find

a2,νn = i
β0

8

χνn
∂νχνn

,

cνn = −i a1,νn ∂νχνn + i
β0

8

χνn ∂
2
νχνn

∂νχνn
.

(4.38)

Note that for n = 0 we have ∂νχνn|ν=0 = 0, and hence the previous equations

only hold for n 6= 0. We can regularize this singularity for n = 0 by inter-

preting the eigenfunctions as distributions and introducing the principle value

prescription

∫ +∞

−∞
dν

(
P

1

ν

)
f(ν) ≡ lim

ε→0

(∫ −ε

−∞

dν

ν
f(ν) +

∫ +∞

ε

dν

ν
f(ν)

)
. (4.39)

Then we have

a2,νn = i
β0

8
P

χνn
∂νχνn

,

cνn = −i a1,νn ∂νχνn + i
β0

8
P
χνn ∂

2
νχνn

∂νχνn
.

(4.40)

Note that for regular functions gν , we must have

P (gν/ν) ≡ gν P
1

ν
and Pgν ≡ gν ., (4.41)

and hence it is natural to define the principal value for a function Xν with a

simple pole at ν = 0 to be

PXν ≡ ν Xν P
1

ν
. (4.42)

This determines the eigenfunctions up to the coefficients a0,νn and a1,νn and

we have

Φ(1)
νn (q) = ϕνn(q)

(
a0,νn + a1,νn log

q2

µ2
+ i

β0

8
P

χνn
∂νχνn

log2 q
2

µ2

)
. (4.43)

The free coefficients in eq. (4.43) can be further constrained by requiring that

the Φνn(q) form a complete and orthonormal set of functions. Imposing com-

pletenes, we find that

Re[a1,νn] =
β0

8
∂νP

χνn
∂νχνn

,

2Re[a0,νn] = ∂νIm[a1,νn] .

(4.44)
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which then leaves us with

Φνn(q) = ϕνn(q)

[
1 + αµ

(
1

2
∂νIm[a1,νn] + i Im[a1,νn] log

q2

µ2
(4.45)

+ i Im[a0,νn] +
β0

8
log

q2

µ2
∂νP

χνn
∂νχνn

+ i
β0

8
log2 q

2

µ2
P

χνn
∂νχνn

)]
.

The eigenfunctions given in (4.45) are already orthonormal, and hence we can

not further constrain them. It is, however, possible to absorb the real parameter

Im[a0,νn] into the definition of the phase of the eigenfunctions. Finally, the

last parameter Im[a1,νn] can be eliminated through a shift in the integration

parameter ν. Then the BFKL eigenfunctions through NLO can be defined as

Φνn(q) = ϕνn(q)

[
1 + αµ

β0

8
log

q2

µ2

(
∂νP

χνn
∂νχνn

+ i log
q2

µ2
P

χνn
∂νχνn

)]
,

(4.46)

with corresponding eigenvalues

ω(1)
νn = ∆νn =

δνn
4
− iβ0

8
∂νχνn . (4.47)

We see that the NLO BFKL eigenvalue is given by the real part of δνn and

that the correction is proportional to β0. Therefore, the eigenvalue did not

change for conformal theories and we still find the correct eigenvalues in the

N = 4 case. Similarly, we find that the corrections to the eigenfunctions are

proportional to the beta function and we recover the correct eigenfunctions for

conformal theories.

4.3.2 The BFKL ladder through NLLA

Let us now consider the BFKL ladder (4.12) through NLLA when using the

full NLO eigenfunctions given in eq. (4.46) and the corresponding eigenval-

ues (4.47), and let us define the function

Xνn(x) = ∂νP
χνn
∂νχνn

+ i log xP
χνn
∂νχνn

. (4.48)

The the product of the two eigenfunctions through NLO reads

Φνn(q1) Φ∗νn(q2) = ϕνn(q1)ϕ∗νn(q2)

×
[
1 + αµ

β0

8
log

q2
1q

2
2

µ4

(
∂νP

χνn
∂νχνn

+ i log
q2
1

q2
2

P
χνn
∂νχνn

)]

= ϕνn(q1)ϕ∗νn(q2)

[
1 + αµ

β0

4
log

s0

µ2
Xνn(q2

1/q
2
2)

]
,

(4.49)
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where s0 is the geometric mean defined in eq. (4.2) and the BFKL ladder

through NLLA takes the form

f(q1, q2, y) =

+∞∑

n=−∞

∫ +∞

−∞
dν ey ωνn ϕνn(q1)ϕ∗νn(q2)

×
(

1 + αµ
β0

4
log

s0

µ2
Xνn(q2

1/q
2
2) +O(α2

µ)

)
.

(4.50)

Using integration by parts, we can simplify the the term including the function

X, and we have

ey ωνn ϕνn(q1)ϕ∗νn(q2) ∂νP
χνn
∂νχνn

= −ey ωνn ϕνn(q1)ϕ∗νn(q2)

(
y ∂νωνn + i log

q2
1

q2
2

)
P

χνn
∂νχνn

= ey ωνn ϕνn(q1)ϕ∗νn(q2)

(
−y αµ ∂νχνn − i log

q2
1

q2
2

+O(α2
µ)

)
P

χνn
∂νχνn

= ey ωνn ϕνn(q1)ϕ∗νn(q2)

(
−i log

q2
1

q2
2

P
χνn
∂νχνn

− y αµ χνn +O(α2
µ)

)
,

(4.51)

which yields

ey ωνn ϕνn(q1)ϕ∗νn(q2)Xνn(q2
1/q

2
2)

= ey ωνn ϕνn(q1)ϕ∗νn(q2) (−y αµ χνn +O(α2
µ)) .

(4.52)

Then, in agreement with the result in refs. [102, 103], the BFKL ladder takes

the form

f(q1, q2, y) =

+∞∑

n=−∞

∫ +∞

−∞
dν ey ωνn ϕνn(q1)ϕ∗νn(q2)

×
(

1− α2
µ

β0

4
log

s0

µ2
y χνn +O(α3

µ)

)
.

(4.53)

Finally, the remaining correction to the product of leading-order eigenfunctions

can be absorbed into the coupling constant. More precisely, through NLLA,

the term is exactly cancelled by the running of the coupling when changing the

scale of ᾱ from µ to s0,

exp y
[
αS(s0)χνn + αS(s0)2 ∆νn +O(α3

S)
]

= exp y

[
αµ

(
1− αµ

β0

4
log

s0

µ2

)
χνn + α2

µ ∆νn +O(α3
µ)

]

= ey ωνn
(

1− α2
µ

β0

4
log

s0

µ2
y χνn +O(α3

µ)

)
.

(4.54)
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This brings us to the final form of the BFKL ladder through NLLA,

f(q1, q2, y) =

+∞∑

n=−∞

∫ +∞

−∞
dν ϕνn(q1)ϕ∗νn(q2) ey αS(s0)[χνn+αS(s0)∆νn] , (4.55)

and we see that we can use the leading-order eigenfunctions ϕνn when evalu-

ating the coupling at µ2 = s0 =
√
q2
1q

2
2 .

4.4 Analytic results for the BFKL ladder at NLLA
in QCD

4.4.1 Fourier-Mellin representation of the BFKL ladder at
NLLA

In this section we will use the description of the BFKL ladder we have worked

out in the previous section to obtain analytic results, i.e. we will evaluate the

coupling at s0, allowing us to use the leading-order eigenfunctions. Expanding

the BFKL ladder in ηs0 = y αS(s0), we define

fNLL(q1, q2, ηs0) =
1

2π
√
q2
1q

2
2

∞∑

k=1

ηks0
k!

fNLLk+1 (z) , (4.56)

where the perturbative coefficients are given by the Fourier-Mellin transform,

fNLLk (z) = F
[
∆νn χ

k−2
νn

]
=

+∞∑

n=−∞

(z
z̄

)n/2 ∫ +∞

−∞

dν

2π
|z|2iν ∆νn χ

k−2
νn . (4.57)

In the following it will be useful to split the NLO eigenvalue ∆νn into several

terms,

∆νn =
1

4
δ(1)
νn +

1

4
δ(2)
νn +

1

4
δ(3)
νn +

3

2
ζ3 + γ

(2)
K χνn −

1

8
β0χ

2
νn . (4.58)

The terms that depend (up to constants in (ν, n)) only on the leading order

eigenvalue χνn evaluate to the LLA coefficients that have already been com-

puted in eq. (4.22). In the QCD case, the remaining terms are

δ(1)
νn = ∂2

νχνn , (4.59)

δ(2)
νn = −2Φ(n, γ)− 2Φ(n, 1− γ) , (4.60)

δ(3)
νn = −Γ( 1

2 + iν)Γ( 1
2 − iν)

2iν

[
ψ

(
1

2
+ iν

)
− ψ

(
1

2
− iν

)]
(4.61)

×
[
δn0

(
3 +A

2 + 3γ(1− γ)

(3− 2γ)(1 + 2γ)

)
− δ|n|2

(
A

γ(1− γ)

2(3− 2γ)(1 + 2γ)

)]
,
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with A = (1 +Nf/N
3
c ). Equivalently, we write the BFKL ladder as

fNLLk (z) =
1

4
C

(1)
k (z) +

1

4
C

(2)
k (z) +

1

4
C

(3)
k (z)

+
3

2
ζ3 f

LL
k−2(z) + γ

(2)
K fLLk−1(z)− 1

8
β0 f

LL
k (z) ,

(4.62)

where we set fLL0 (z) = F [1] = π δ(2)(1 − z). Then the terms C
(i)
k correspond

to the Fourier-Mellin transforms of the respective δ
(i)
νn,

C
(i)
k (z) = F

[
δ(i)
νn χ

k−2
νn

]
, (4.63)

with k ≥ 2, and all other terms are correspond to LLA perturbative coefficients.

We will now turn to the computation of the missing terms C
(i)
k .

4.4.2 The contribution from δ
(3)
νn

Let us start by discussing the term C
(3)
k ≡ C(3,0)

k (z)+C
(3,2)
k (z), where C

(3,i)
k (z)

is due to the term proportional to δ|n|i. The Kronecker deltas in these terms

cause the Fourier-Mellin transform to reduce to an ordinary Mellin transform,

C
(3)
k (z) = −

∫ +∞

−∞

dν

2π
|z|2iν Γ( 1

2 + iν)Γ( 1
2 − iν)

2iν

[
ψ

(
1

2
+ iν

)
− ψ

(
1

2
− iν

)]

×
[
χk−2
ν0 A0(ν) +

(
z

z
+
z

z

)
χk−2
ν2 A2(ν)

]
,

(4.64)

where we have introduced a shorthand for the rational pre factors

A0(ν) = 3 +A
2 + 3γ(1− γ)

(3− 2γ)(1 + 2γ)
, A2(ν) = −A γ(1− γ)

2(3− 2γ)(1 + 2γ)
. (4.65)

The integral in eq. (4.64) can be computed summing all residues ν = i
(

1
2 +m

)
,

m ∈ N in the upper half-plane and the resulting sum can always be performed

using the techniques of ref. [31,93,108]. We find that the result can be expressed

in terms of MPLs G(a1, . . . , an; |z|), with ak ∈ {−i, 0, i}. Since there are no

singularities on the positive real axis, it is easy to see that these functions are

single-valued in z.

Further, the set of functions is closed under complex conjugation, and we can

write them in terms of their real and imaginary parts, e.g.

G(0, i; |z|)±G(0,−i; |z|) =

{
1
2G(0,−1, |z|2) ,

2iTi2(|z|) , (4.66)
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where Tin(z) are the inverse tangent integrals,

Tin(z) = Im Lin(i z) = −ImG(~0n−1, 1; i z) = ImG(~0n−1, i; z) , (4.67)

with ~0n = (0, . . . , 0︸ ︷︷ ︸
n times

).

We find that all C
(3)
k can be written in terms of HPLs G(b1, . . . , bn; |z|2) with

bi ∈ {−1, 0} and generalised inverse tangent integrals,

Tim1,...,mk(|z|) = Im Lim1,...,mk(σ1, . . . , σk−1, i σk |z|) , (4.68)

where σj = sign(mj), and where

Lim1,...,mk(z1, . . . , zk) =
∑

0<n1<n2<···<nk

zn1
1 . . . znkk

nm1
1 . . . nmkk

= (−1)kG
(

0, . . . , 0︸ ︷︷ ︸
mk−1

,
1

zk
, . . . , 0, . . . , 0︸ ︷︷ ︸

m1−1

,
1

z1 . . . zk
; 1
)
.

(4.69)

We find that neither C
(3,0)
k nor C

(3,2)
k are of uniform weight and they each

contain functions of weight 0 ≤ w ≤ k.

4.4.3 The contribution from δ
(1)
νn

Next, let us consider the term C
(3)
k . The second derivative in δ

(1)
νn does not

affect the evaluation of the Fourier-Mellin transform much, and the integral

can easily be solved employing the same techniques as in the LLA case. The

resulting double sums can be computed using the sum algorithms presented in

refs. [31, 93] and evaluate to linear combinations of SVHPLs with singularities

at most at 0 and 1. The integral can, however, also be solved recursively using

the techniques we have previously introduced in chapter 3.

The derivative in the Fourier-Mellin integral can easily be taken care of using

integration by parts. The only term in the definition of the Fourier-Mellin

transform depending on νi is the term |zi|2iνi , and so we have

FN−5 [DνiX] = −G0(zi)F [X] . (4.70)

Then the two-loop coefficient reads

C
(1)
2 (z) = F

[
∂2
νχνn

]
= −X (z) log2 |z|2 = − |z|

π |1− z|2G0,0(z) , (4.71)
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where we defined X to be the Fourier-Mellin transform of the leading order

BFKL eigenvalue χ,

X (z) ≡ F [χνn] = fLL1 (z) =
|z|

2π |1− z|2 . (4.72)

Then we can compute higher-order results by using Fourier-Mellin convolutions

to insert leading-order BFKL eigenvalues χνn into the integrand,

C
(1)
k+1(z) = X (z) ∗ C(1)

k (z) , (4.73)

with k ≥ 2. Since the C
(1)
k (z) are single-valued functions, we can evaluate the

convolution integrals using Stokes’ theorem, as we have done in the previous

chapter.

We find that the functions C
(1)
k are, up to a global rational pre factor, pure

combinations of SVMPLs of uniform weight k with singularities at most at

z = 0 and z = 1. It can be shown that this property holds at every loop

order [2].

4.4.4 The contribution from δ
(2)
νn

Let us now consider the contribution C
(2)
k arising from the Fourier-Mellin in-

tegral involving δ
(2)
νn . After computing the two-loop contribution by evaluating

the double-sum we obtain from closing the integration contour in the complex

ν-plane, we find

C
(2)
2 (z) = F

[
δ(2)
νn

]
= C

(2,1)
2 (z) + C

(2,2)
2 (z) , (4.74)

with

C
(2,1)
2 (z) =

|z| (z − z̄)
2π |1 + z|2|1− z|2 [G1,0(z)− G0,1(z)] ,

C
(2,2)
2 (z) =

|z| (1− |z|2)

2π |1 + z|2|1− z|2
[
G1,0(z) + G0,1(z)−G−1,0

(
|z|2
)
− ζ2

]
.

(4.75)

We see that unlike the previous terms we have considered, C
(2)
2 (z) can no

longer be written as a pure function multiplying a global rational prefactor but

we find two separate rational prefactors multiplying pure functions. Further,

we see that C
(2,2)
2 contains not only SVHPLs, but also regular polylogarithms

evaluated at |z|2. Since those polylogarithms only have singularities at most at

0 and −1, and their argument is positive-definite, they are still single-valued
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functions of z. In fact, C
(2,1)
k (z) and C

(2,2)
k (z) can each be written as pure linear

combinations of gSVMPLs (c.f. sec. 2.2.2) with a global rational prefactor.

The gSVMPLs we need to consider in this work are the G (a1, . . . , an; z) with

ai ∈ {−1, 0, 1,−1/z̄} that we have previously introduced in section 2.2.2.

Higher-order contributions from δ
(2)
νn can again be obtained through the recur-

sion

C
(2)
k+1(z) = X (z) ∗ C(2)

k (z) . (4.76)

Since 1 + |z|2 never vanishes C
(2)
k only has isolated singularities, and because

C
(2)
k is composed of single-valued functions, we can perform the convolution

integrals using Stokes’ theorem, as we have described before. The single-valued

primitives that we need to compute in the process can be computed using the

algorithm described in sec. 2.2.2 and they evaluate naturally to gSVMPLs. The

results can, at every [2] order, be written in the form

C
(2)
k (z) =

|z| (z − z̄)
2π |1 + z|2|1− z|2 C

(2,1)
k +

|z| (1− |z|2)

2π |1 + z|2|1− z|2 C
(2,2)
k , (4.77)

where the functions C(2,i)
k are pure combinations of gSVMPLs of uniform weight

k. The explicit form of the contributions C
(2)
k (z) through five loops can be

found in [2].

4.5 Transcendental weight properties of the
BFKL ladder at NLLA

4.5.1 Transcendental weight of the BFKL ladder in QCD

In the previous section we have computed the QCD BFKL ladder at NLLA

through five loops in momentum space. We have found that the `-loop BFKL

ladder at NLLA in QCD can be expressed as single-valued combinations of

HPLs with weights up to `. In particular, we have found that the QCD BFKL

ladder is not a maximally transcendental function, matching the analysis of

the corresponding result in moment space [106, 107, 109]. There, it was fur-

ther discovered that the anomalous dimension of the leading-twist operators

controlling the Bjorken scaling violations in N = 4 SYM was of uniform, maxi-

mal transcendental weight in moment space and that it corresponds exactly to

maximal weight part of the corresponding anomalous dimension in QCD. We

will now make a similar analysis of the transcendental properties of the BFKL
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ladder in Momentum space. We will start by considering the QCD case and

then generalise this analysis to theories with arbitrary matter content.

As the results from the previous section show, the various terms contributing

to eq. (4.62) have the following transcendental weights: The functions fLLk
have uniform transcendental weight k − 1, the functions C

(1)
k and C

(2)
k have

uniform weight k and the function C
(3)
k contains terms of transcendental weights

0 ≤ w ≤ k. We see that terms with transcendental weight less than k in

eq. (4.62) arise only in the following places:

1. The term β0 f
LL
k (z) involving the beta function has weight k − 1.

2. The contribution multiplying the cusp anomalous dimension in eq. (4.62),

γ
(2)
K fLLk−1(z), involves a range of weights k − 2 ≤ w ≤ k and lower weight

terms arise entirely because the cusp anomalous dimension in QCD is not

of maximal weight.

3. Using the explicit results through five loops of section 4.4.2, we see that

in QCD the functions C
(3)
k involve terms of weight 0 ≤ w ≤ k.

Similarly to what has been found in refs. [106, 107, 109] in moment space, the

N = 4 result is of maximal weight and is completely contained in the result for

QCD. The exact relation between the two is different, however. In momentum

space, the contribution C
(3)
k , which is absent in N = 4, also contains terms

of maximal weight, and therefore N = 4 is not equal to the maximal weight

part of QCD. This raises the question, if we can find another theory describing

exactly the maximal weight part of QCD. We will tend to this question in the

following section.

4.5.2 The BFKL ladder in generic gauge theories

Let us now generalize the previous analysis to the NLLA BFKL ladder in

a generic SU(Nc) gauge theory with scalar or fermionic matter in arbitrary

representations. We will start from the BFKL eigenvalue at NLO in a generic

theory [106] and we write, analogously to eq. (4.62),

∆νn =
1

4
δ(1)
νn +

1

4
δ(2)
νn +

1

4
δ(3)
νn (Ñf , Ñs)

+
3

2
ζ3 + γ(2)(ñf , ñs)χνn −

1

8
β0(ñf , ñs)χ

2
νn .

(4.78)

The quantities δ
(1)
νn and δ

(2)
νn are independent of the particle content of the theory

and are therefore equal to the corresponding terms in QCD given in eq. (4.59)
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and eq. (4.60). The one-loop beta function and two-loop cusp anomalous di-

mension only depend on the theory through one-loop corrections to the gluon

propagator and are therefore independent of the details of the theory (e.g.

Yukava couplings or scalar potentials). In DRED, they are given by

β0(ñf , ñs) =
11

3
− 2ñf

3Nc
− ñs

6Nc
,

γ(2)(ñf , ñs) =
1

4

(
64

9
− 10 ñf

9Nc
− 4 ñs

9Nc

)
− ζ2

2
,

(4.79)

where

ñf =
∑

R

nRf TR and ñs =
∑

R

nRs TR . (4.80)

The sum in eq. (4.80) runs over all irreducible representations R of SU(Nc), and

nRf and nRs denote the number of Weyl fermions and real scalars transforming

in the representation R. The index TR of the representation is defined by the

normalization of the infinitesimal generators T aR of the representationR through

Tr(T aRT
b
R) = TR δ

ab. We normalize the structure constants of SU(Nc) such that

the index of the fundamental representation is TF = 1/2. The contribution

δ
(3)
νn arises through (scalar) QED-type diagrams [106] and only depends on the

matter content of the theory,

δ(3)
νn (Ñf , Ñs) = δ(3,1)

νn (Ñf , Ñs) + δ(3,2)
νn (Ñf , Ñs) , (4.81)

with

Ñx =
1

2

∑

R

nRx TR (2CR −Nc) , x = f, s . (4.82)

CR is the quadratic Casimir of the representation R and the functions δ
(3,i)
νn

read

δ(3,1)
νn (Ñf , Ñs) =

f(γ)

8

[
δn0

(
2Ñs + 12Ñf − 30N2

c

)
(4.83)

+ δ|n|2

(
N2
c − 2Ñf + Ñs

) ]
,

δ(3,2)
νn (Ñf , Ñs) =

f(γ)

8

[
(3δ|n|2 − 2δn0)(2γ − 1)

2(2γ − 3)(2γ + 1)

(
N2
c − 2Ñf + Ñs

)]
,

where γ = 1
2 + iν and

f(γ) =
1

4π2(1− 2γ)
Γ(1− γ)Γ(γ)

[
ψ(1− γ)− ψ(γ)

]
. (4.84)
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We have computed the contributions arising from δ
(3)
νn (Ñf , Ñs) explicitly through

five loops and have found that the Fourier-Mellin transforms F
[
δ

(3,1)
νn χkνn

]

evaluate to functions of uniform weight k + 2 while F
[
δ

(3,2)
νn χkνn

]
evaluates

exclusively to lower-weight terms. While we have no proof that this holds to

all loop orders, we believe that our explicit computations through five loops

provide compelling evidence that this holds in general.

In a gauge theory that is minimally coupled to matter fields, the NLO BFKL

eigenvalue is entirely determined by the gauge group and the matter content

of the theory [106] and is independent of the details of the interactions among

the matter-fields of the theory. Therefore, we can repeat the analysis of the

transcendental properties of the BFKL ladder from the last section for a generic

gauge theory with variable fermionic and scalar matter content. From our

previous analysis of the appearing Fourier-Mellin integrals we can formulate

a set of necessary and sufficient conditions for a theory such that its BFKL

ladder at NLLA is of uniform transcendental weight in momentum space:

1. The one-loop beta function vanishes, i.e., we have

11

3
− 2ñf

3Nc
− ñs

6Nc
= 0 . (4.85)

2. The two-loop cusp anomalous dimension is proportional to ζ2. In DRED,

this implies

16

9
− 5 ñf

18Nc
− ñs

9Nc
= 0 . (4.86)

3. The contribution from δ
(3,2)
νn vanishes, which implies

2Ñf = N2
c + Ñs . (4.87)

The equations (4.85), (4.86) and (4.87) can be interpreted as conditions on the

matter content of a theory for its NLLA BFKL ladder to have maximal weight.

Before we solve these conditions for a mix of adjoint and fundamental matter

in the next section, let us make a quick observation that holds independently of

the representations of the matter fields. If eq. (4.87) is satisfied, then not only

the term δ
(3,2)
νn vanishes, but the term proportional to δ|n|2 in δ

(3,1)
νn vanishes as

well,

δ(3,1)
νn (Ñf , 2Ñf −N2

c ) = 2f(γ) δn0

(
Ñf − 2N2

c

)
. (4.88)

This term, however, evaluates to functions of maximal transcendental weight,

which leads us to conclude that there exists no theory such that the NLLA

BFKL ladder corresponds exactly to the maximal weight part in QCD.
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4.5.3 Theories with adjoint and fundamental matter

Let us now study the conditions (4.85), (4.86) and (4.87) in a theory containing

only matter in the fundamental and adjoint representations. The indices and

Casimir operators of the fundamental and adjoint representations are

TA = CA = Nc and CF = TF
N2
c − 1

Nc
, (4.89)

and we have, for x = s, f ,

ñx = TAn
A
x + TFn

F
x ,

Ñx =
1

2
TA(2CA −Nc)nAx +

1

2
TF (2CF −Nc)nFx .

(4.90)

We are now going to solve the constraints given in eqs. (4.85), (4.86) and (4.87)

for an arbitrary number Nc of colours2.

Inserting eq. (4.90) into eq. (4.87), we find

TF (2CF −Nc)nFf +N2
c n

A
f = N2

c +
1

2
N2
c n

A
s +

1

2
TF (2CF −Nc)nFs . (4.91)

If we want this equation to hold for any number of colours Nc, we find the

relations

2nFf = nFs and 2nAf = 2 + nAs . (4.92)

between the number of scalars and the number of fermions in the adjoint and

fundamental representations. Plugging these relations into eqs. (4.85) and

(4.86), we find a relation between the number of fermions in the adjoint and

fundamental representations,

4− nAf − TF
nFf
Nc

= 0 . (4.93)

The relations (4.92) and (4.93) are necessary conditions for a gauge theory

with fundamental and adjoint matter only to have a BFKL ladder at NLLA of

uniform and maximal transcendental weight.

While the previous conditions are independent of the details of the interactions

between matter-particles, it is worth pointing out that eq. (4.92) describes the

spectrum of a gauge theory with N supersymmetry generators and nF ≡ nFf

2We have tried to find solutions by independently varying the parameters Nc, nF
f , nF

s ,

nA
f and nA

s between 0 and 35 and have not found any other solutions than the ones derived

in thie section. We therefore conjecture that these are the only solutions.
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N 4 2 1 1

nA 0 0 0 2

nF 0 4Nc 6Nc 2Nc

Table 4.1: The four solutions to the constraints in eq. (4.94) into eq. (4.85)

and (4.86).

chiral multiplets3 in the fundamental representation and nA ≡ nAf −N chiral

multiplets in the adjoint representation. To make this more obvious, we can

reformulate the constraint (4.92) as

nAf = N + nA ,

nFf = nF ,

nAs = 2(N − 1) + 2nA ,

nFs = 2nF .

(4.94)

Let us stress again, that the reformulation in terms of supersymmetric matter

multiplets is purely a matter of convenience and that our analysis is imper-

vious to the details of the interactions between those particles and that the

analysis applies equally to any other theory with the same matter content and

interactions that break supersymmetry.

After inserting eq. (4.94) into eq. (4.93), we find

nA +
nF
2Nc

+N = 4 . (4.95)

This equation has only four solutions for positive integers, shown in Table 4.1.

For these theories, the NLO BFKL eigenvalue takes the form,

∆νn =
1

4
δ(1)
νn +

1

4
δ(2)
νn +

3

2
ζ3 +

ζ2
2
χνn + f(γ) (N2

c + 1) (nAf − 4) δn0 . (4.96)

As we have seen, the matter content of the four solutions we found can be put

into supersymmetric hypermultiplets for different numbers N of supersymme-

tries. In particular, they correspond to the following supersymmetric theories:

The solution (N , nA, nF ) = (4, 0, 0) has the same field content as N = 4 SYM

which we already knew from previous considerations, has a maximally tran-

scendental BFKL ladder. The solution (N , nA, nF ) = (2, 0, 4Nc) corresponds

3We consider chiral multiplets in N = 1 supersymmetry, consisting of a Weyl fermion and

two real scalar on-shell degrees of freedom.
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to N = 2 superconformal QCD with Nf = 2Nc hypermultiplets [110]. The

solution (N , nA, nF ) = (1, 0, 6Nc) has the matter content of N = 1 super-QCD

at the upper end of the conformal window. The lower end of the conformal win-

dow, (N , nA, nF ) = (1, 0, 3Nc) does not solve the constraints we have found.

The fourth solution we found, (N , nA, nF ) = (1, 2, 2Nc), to the best of our

knowledge, has no interpretation as any specific superconformal theory.



Chapter 5
The Banana Integral

In the previous chapters we have studied scattering amplitudes both in an es-

pecially nice theory as well as in a special kinematic regime, the multi-Regge

limit, in which scattering amplitudes seem to be expressible in terms of the

well-known multiple polylogarithms. More precisely, all amplitudes we have

seen in the previous chapters are single-valued linear combinations of multiple

polylogarithms of transverse cross-ratios. We have seen how a careful analysis

of the function space constituting scattering amplitudes in this limit and a good

understanding of the algebraic properties of this function space can facilitate

the computation of scattering amplitudes. As a result, we have been able to

develop a mathematical framework that is especially well-suited for the com-

putation of scattering amplitudes in the multi-Regge limit and that allowed us

to compute scattering amplitudes in MRK to unprecedented accuracies.

In this chapter we will loosen the constraint we have imposed on the kinematics

of our calculations and consider scattering amplitudes in general kinematics.

The computation we will perform is also not related to any specific theory

but is defined for Feynman integrals in general and can be of use for precision

calculations in any theory. In order to properly define the family of integrals we

are computing, let us give a slightly more detailed review of the mathematical

theory around the computation of Feynman integrals.

109
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5.1 Integral Families and How to Compute Them

In this section we will give a short review of some computational techniques that

are very useful when computing scattering amplitudes via Feynman integrals.

In doing so, we will also lay the groundwork for the computation of the banana

integral. We will demonstrate how all Feynman integrals can be expressed

in terms of Feynman integrals involving only scalar propagators. Then we

will show how we can relate different Feynman integrals in order to reduce

the number of individual Feynman integrals that need to be computed. In

particular, we will see that we can associate families of Feynman integrals to

given Feynman graphs and that we can express all integrals in a family in terms

of just a few Feynman integrals. Finally, we will consider the sunrise integral

and apply the concepts we will introduce in this section.

5.1.1 Master Integrals and Differential Equations

As we have already seen in chapter 1, Feynman integrals can be represented by

Feynman graphs, where each line corresponds to the propagation of a particle

of the theory and every intersection corresponds to an interaction term among

the connected particle lines. One simple example of such an integral is the

scalar one-loop integral given in (1.9). In general, the appearing internal lines

in a Feynman graph don’t always have to correspond to scalar particles and a

Feynman integral can involve the integration over Lorentz tensors.

The one-loop correction to the propagator of a Fermion, for example, can con-

tain the term

∫
ddk

πd/2
kµ

((k + p)2 −m2
1)(k2 −m2

2)
. (5.1)

It was shown [111] that these types of integrals can be rewritten as linear

combinations of integrals where the Lorentz structure is completely captured

by other quantities. Indeed, it makes sense that the solved integral does not

depend on the integration variable k, and hence the Lorentz structure of the

expression can only be in the form of external momenta or other Lorentz tensors

like the metric tensor gµν . Consider, for example, the integral in eq. (5.1). The

solved integral can only be a function of the external momentum pµ and hence

must be of the form

∫
ddk

πd/2
kµ

((k + p)2 −m2
1)(k2 −m2

2)
= Apµ . (5.2)
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Multiplying both sides with pµ, we find

∫
ddk

πd/2
k · p

((k + p)2 −m2
1)(k2 −m2

2)
= Ap2 , (5.3)

and hence

A =
1

p2

∫
ddk

πd/2
k · p

((k + p)2 −m2
1)(k2 −m2

2)
. (5.4)

As we can see, we have successfully replaced the integration over a vector-like

integration kernel by the integration over a scalar at the cost of introducing

an additional scalar product in the numerator. It is useful to rewrite the

additional scalar products introduced in the numerator as inverse powers of

scalar propagators. We have, for example,

k · p
k2(k + p)2

=
1

2

(k + p)2

k2(k + p)2
− 1

2

k2

k2(k + p)2
− 1

2

p2

k2(k + p)2
. (5.5)

Then we can write all Feynman integrals as linear combinations of integrals of

the form

I(a1, . . . , an) ≡
∫

ddk1

πd/2
. . .

ddkm
πd/2

1

Da1
1 . . . Dan

n

≡
∫

ddk1

πd/2
. . .

ddkm
πd/2

I(a1, . . . , an) ,

(5.6)

with ai ∈ Z, Di = (q2
i −m2

i ) and where the qi are linear combinations of loop

momenta ki and external momenta pi.

When performing these integrals we can use the fact that integrals over surface

terms vanish [112]. This allows us to relate different integrals of the form (5.6)

using integration by parts (IBP) and setting integrals over surface terms to

zero. For the integral I(a1, a2) with D1 = k2 and D2 = (k + p)2 for example,

we find

0 =

∫
ddk

πd/2
∂µkµI(a1, a2) (5.7)

=

∫
ddk

πd/2
d I(a1, a2)− 2a1k

2I(a1 + 1, a2)− 2a2k · (k + p)I(a1, a2)

= (d− 2a1 − a2)I(a1, a2) + a2p
2I(a1, a2 + 1)− a1I(a1 − 1, a2 + 1) ,
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and

0 =

∫
ddk

πd/2
∂µpµI(a1, a2)

=

∫
ddk

πd/2
− 2a1k · p I(a1 + 1, a2)− 2a2p · (k + p)I(a1, a2)

= a1p
2I(a1 + 1, a2)− a2p

2I(a1, a2 + 1) + (a1 − a2)I(a1, a2)

− a1I(a1 + 1, a2 − 1) + a2I(a1 − 1, a2 + 1) ,

(5.8)

where in the last lines we have expressed the appearing scalar products as

denominators. The differential ∂µ = ∂/∂kµ in the previous equations acts on

the loop momentum k and we have ∂µkµ = d. These so-called IBP relations can

be used to express the appearing integrals in terms of a set of basis integrals,

or master integrals, which greatly reduces the number of integrals that need

to be computed, often by orders of magnitude. In this case, for example, it is

possible to reduce all integrals I(a1, a2) to a single master integral I(1, 1) [113].

Note that the scalar propagators of the original integral are not always enough

to capture all possible scalar products among external momenta and loop mo-

menta and it is often necessary to introduce additional factors Di to form a

basis. These additional factors will, however, only appear in the numerator, and

only these cases must be considered when computing IBP relations. It is then

enough to find a basis of master integrals for an integral family I(a1, . . . , an)

with the restriction that ai < 0 for i ≥ k for some k.

Having found a basis of master integrals, we can find further relations among

integrals by taking derivatives with respect to external quantities. Take, for

example, the massive bubble integral family

I(a1, a2) =

∫
ddk

πd/2
1

(k2 −m2)a1((k + p)2 −m2)a2
(5.9)

and let I(b1, b2) be a master integral. Taking the derivative of this integral

with respect to m2, we find

∂m2I(b1, b2) = b1I(b1 + 1, b2) + b2I(b1, b2 + 1) . (5.10)

The integrals appearing on the r.h.s. generally aren’t master integrals them-

selves, but they are still members of the same integral family and we can

rewrite them in terms of master integrals. Doing this for all master integrals

of the family, we find a closed linear system of differential equations that can

be written as a matrix A multiplying the vector J containing all master inte-

grals [32,114–117],

∂m2J = AJ . (5.11)



5.1.Integral Families and How to Compute Them 113

m

m

m

p p

Figure 5.1: The two-loop sunrise graph with equal masses.

These differential equations can be used to solve master integrals and can fur-

ther reduce the number of master integrals that need to be computed through

direct integration.

5.1.2 The Sunrise Graph

In this section we will consider the sunrise graph and the family of Feynman

integrals connected to it. The sunrise- and banana graph are the simplest

Feynman graphs that can be drawn at two- or three loops respectively. The

computation of the sunrise graph can be performed in an almost identical way

as the computation of the banana graph and as such it makes sense to get

accustomed to the calculation by considering this simpler example.

The Sunrise Family

The sunrise integral with all equal masses is the simplest example of a Feyn-

man diagram that requires the introduction of elliptic integrals and this fact

has been known for many years already [118, 119]. Consequently, the sunrise

integral has been studied many times, and has been computed analytically in

terms of many classes of functions generalizing elliptic integrals and multiple

polylogarithms [35, 36, 45, 120–125]. As we will see in the following sections,

some of these classes of functions are also suited to express the banana integral.

For the remainder of this section we will review the sunrise integral family and

the functions used to express its solution. These results are well-known and

detailed reviews can be found in the literature (cf. e.g. ref. [120,122]) so we will

be brief in their description.
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We will compute the Feynman integrals associated with the two-loop equal-

mass sunrise graph depicted in fig. 5.1, i.e. solutions to all Feynman diagrams

corresponding to the combination of scalar propagators given by the sunrise

graph, raised to arbitrary powers. The corresponding integral family is given

by

Sa1,...,a5(s,m2; d)

=

∫
Dd`1D

d`2
(`1 · p)a4(`2 · p)a5

[`21 −m2]a1 [`22 −m2]a2 [(`1 − `2)2 −m2]a3
,

(5.12)

with s = −p2 and where we normalize the integration as

∫
Dd` =

1

Γ
(
2− d

2

)
∫

dd`

iπd/2
. (5.13)

The scalar products appearing in the numerator are those we needed to add to

the propagators of the sunrise graph in order to capture all appearing scalar

products from IBP relations.

The sunrise integral family can be solved in terms of three master integrals,

one of which is the tadpole integral S1,1,0,0,0(s,m2; 2− 2ε). The remaining two

master integrals obey a coupled system of differential equations and following

ref. [122] we choose our master integrals to be

S1(ε; t) = s1(t; 2− 2ε) ,

S2(ε; t) =

[
1

3
(t2 − 6t+ 21)− 12ε(t− 1)

]
s1(t; 2− 2ε)

+ 2(t− 1)(t− 9)s2(t; 2− 2ε),

(5.14)

where

s1(t; 2− 2ε) = S1,1,1,0,0(s,m2; 2− 2ε) ,

s2(t; 2− 2ε) = S2,1,1,0,0(s,m2; 2− 2ε) .
(5.15)

In order to reduce the number of scales in our computation, we defined the

dimensionless ratio t = s/m2 and will express all results in terms of t. We will

also set m = 1 to simplify the computation even further. The dependence on

the mass of the solution can later be recovered by dimensional analysis. The

master integrals defined in eq. (5.14) fulfil the differential equation [122]

∂t

(S1(ε; t)

S2(ε; t)

)
= (B(t)− 2εD(t))

(S1(ε; t)

S2(ε; t)

)
+

(
0

−4

)
, (5.16)

where B(t) and D(t) are 2 × 2 matrices. In the following we are interested in

finding a solution of the differential equation (5.16) in d = 2 dimensions. Since
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the two master integrals defined in eq. (5.14) are finite and the matrices B(t)

and D(t) are independent of ε we can compute the solution to the differential

equation in d = 2 dimensions by setting ε → 0 in eq. (5.16). The matrix B(t)

is given by

B(t) =




3+14t−t2
2 t (t−1)(t−9)

−3
2 t (t−1)(t−9)

(t+3)(3+75t−15t2+t3)
6 t (t−1)(t−9)

t2−14t−3
2 t (t−1)(t−9)


 . (5.17)

We can solve this differential equation in two steps. First, we try to find the

fundamental solution matrix WS(t) to the homogeneous differential equation,

i.e. a 2 × 2 matrix whose columns form a basis to the solution space of the

differential equation, ∂tWS(t) = B(t)WS(t). Then we try to find a vector

(T1(t), T2(t))ᵀ such that (S1(t),S2(t))ᵀ =WS(t)(T1(t), T2(t))ᵀ solves the inho-

mogeneous differential equation. It is easy to see that this vector must obey

the differential equation

∂t

(
T1(t)

T2(t)

)
=WS(t)−1

(
0

−4

)
. (5.18)

The explicit solution WS(t) of the homogeneous differential equation can be

found in ref. [120, 122]. Before we get to the solution, let us note that it is

possible to rewrite the homogeneous system of differential equations as a second

order differential equation fulfilled by the first row ofWS(t). The corresponding

differential equation was derived in [120] and reads

L(2)
t Ψi(t) = 0 , (5.19)

where

L(2)
t = ∂2

t +

(
1

t− 1
+

1

t
+

1

t− 9

)
∂t +

1

12(t− 9)
+

1

4(t− 1)
− 1

3t
. (5.20)

This differential equation can be solved in terms of complete elliptic integrals

of the first kind,

K(λ) =

∫ 1

0

dt√
(1− t2)(1− λt2)

, (5.21)

and the solution space of this differential equation is spanned by the functions

Ψ1(t) =
4

[(3−
√
t)(1 +

√
t)3]1/2

K

(
t14(t)t23(t)

t13(t)t24(t)

)
,

Ψ2(t) =
4i

[(3−
√
t)(1 +

√
t)3]1/2

K

(
t12(t)t34(t)

t13(t)t24(t)

)
,

(5.22)
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where tij(t) = ti(t)− tj(t) and where

t1(t) = −4 , t2(t) = −(1+
√
t)2 , t3(t) = −(1−

√
t)2 , t4(t) = 0 . (5.23)

The functions Ψ1(t) and Ψ2(t) are related to the maximal cut of the master

integral S1,1,1,0,0(s,m2; 2) [120] and are real-valued for 0 < t < 1.

The Elliptic Curve Associated to the Sunrise Graph

The appearance of the complete elliptic integral K in the solution of the sunrise

integral suggests that the geometry underlying the integral is somehow associ-

ated to an elliptic curve, and indeed, the sunrise integral has been computed in

terms of eMPLs defined on an elliptic curve in ref. [126]. Loosely speaking, an

elliptic curve can be defined as the solutions (x, y) of the polynomial equation

y2 = (x − a1) · · · (x − a4) where the ai are complex constants. In the case of

the sunrise integral, this elliptic curve is given by ai = ti(t) where the ti(t) are

given in eq. (5.23). Alternatively we can characterize the elliptic curve as a

torus defined by the modular parameter (c.f. sec. 2.3)

τ =
Ψ2(t)

Ψ1(t)
, (5.24)

where the functions Ψi(t) are the solutions to the homogeneous differential

equation given in eq. (5.22).

The relation between t and τ can be inverted [127], and we find

t(τ) = 9
η(τ)4η(6τ)8

η(2τ)8η(3τ)4
, (5.25)

where η(τ) denotes the Dedekind η-function,

η(τ) = q1/24
∞∏

n=1

(1− qn), q = e2πiτ . (5.26)

The function t(τ) is invariant under modular transformations for Γ1(6),

t

(
aτ + b

cτ + d

)
= t(τ) ,

(
a b

c d

)
∈ Γ1(6) . (5.27)

We see that the elliptic curves underlying the sunrise integral family are closely

related to the congruence subgroup Γ1(6) (or Γ1(12), depending on whether

the curve is defined through the Feynman parameter integral or its maximal

cut) [35,45].
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Further, one can show that the function

f1,0(τ) ≡ Ψ1(t(τ)) (5.28)

is a modular form of weight one (c.f. sec. 2.4) for Γ1(6) [45, 128]. As we

have mentioned before, the space Mk(Γ) of modular forms of weight k for a

congruence subspace Γ is finite-dimensional. A basis that is well-suited for

the computation of the sunrise- and banana integral families was introduced

in ref. [128] and we will now introduce that basis of the congruence subgroup

Γ1(6).

Since f1,0(τ) is a modular form of weight 1, all powers f1,0(τ)n will define

a modular form of weight n. Further, since t(τ) is invariant under Γ1(6),

multiplying a modular form by any (rational) function of t(τ) will preserve its

modular properties under transformations in Γ1(6). Requiring that modular

forms are holomorphic everywhere restricts the possible functions of t(τ) to

polynomials. From the behaviour of Ψ1(t) for t→∞ we can further limit the

maximal degree of the polynomial [128] and we find that a basis forMn(Γ1(6))

is given by

fn,p(τ) = Ψ1(t(τ))n t(τ)p , 0 ≤ p ≤ n , (5.29)

including f0,0(τ) = 1.

This basis is particularly well-suited for the computation of the sunrise- and

banana integrals as we will demonstrate in the remainder of this section.

The Sunrise Integral and Modular Forms for Γ1(6)

We have seen in a previous section that the homogeneous solution of the dif-

ferential equation for the master integrals of the sunrise graph is given by the

functions Ψ1(t) and Ψ2(t). In order to solve the inhomogeneous system, we

need to find functions T1 and T2 such that equation (5.18) is fulfilled. Plugging

in the fundamental solution matrix WS(t), we find

∂t

(
T1(t)

T2(t)

)
= −4

(−Ψ2(t)

Ψ1(t)

)
. (5.30)

Using the relation (5.25), we can rewrite this as a differential equation in the

modular parameter τ . The Jacobian for this change of variables can be easily

computed using eq. (5.24) and

det

(
Ψ1(t) Ψ2(t)

∂tΨ1(t) ∂tΨ2(t)

)
= Ψ1(t) ∂tΨ2(t)−Ψ2(t) ∂tΨ1(t)

= − 6πi

t(t− 1)(t− 9)
,

(5.31)
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which ultimately yields

dτ = − 6πidt

t(t− 1)(t− 9) Ψ1(t)2
. (5.32)

Changing variables from t to τ in equation (5.30),

∂τ = − 1

6πi
t(τ)(t(τ)− 1)(t(τ)− 9) Ψ1(t(τ))2 ∂t , (5.33)

we can already guess that the functions Ti(t) can be computed in terms of

iterated integrals of the modular forms defined in eq. (5.29). In section 2.4

we have introduced the notion of iterated integrals of modular forms and have

reviewed some of their basic properties. Let us now quickly fix the notation for

iterated integrals over the modular forms defined in (5.29). We define

IS( n1 ... nk
p1 ... pk ; τ) ≡ I(fn1,p1 , . . . , fnk,pk ; τ) , (5.34)

where I(fi1 , . . . , fik ; τ) is the iterated integral over modular forms fij with

canonical basepoint τ0 = i∞ defined in eq. (2.141) and where the fn,p corre-

spond to the basis defined in equation (5.29). Note that the modular forms

fn,p are normalized such that their Fourier coefficients are proportional to πn.

This allows us to define the weight of an iterated integral of modular forms

IS( n1 ... nk
p1 ... pk ; τ) as

∑k
a=1 na.

Using this notation, it is straight-forward to compute the functions Ti(t) and

we get, starting from equation (5.30),

∂τ

(
T1(t(τ))

T2(t(τ))

)
=

1

24π2
t(τ)(t(τ)− 1)(t(τ)− 9) Ψ1(t(τ))2

(−Ψ2(t)

Ψ1(t)

)

=
1

24π2
(f3,1(τ)− 10f3,2(τ) + 9f3,3(τ))

(−τ
1

)

=
1

24π2
(f3,1(τ)− 10f3,2(τ) + 9f3,3(τ))

(−IS( 0
0 ; τ)

1

)
,

(5.35)

where we used that

τ =

∫ τ

i∞
dτ ′f0,0(τ ′) = IS( 0

0 ; τ) . (5.36)

The initial condition for the differential equation have been computed in ref. [122]

for t→ 0, which corresponds to τ → i∞, and we have

T1(t) =
Cl2

(
π
3

)

2π
+O(t) ,

T2(t) = O(t) ,

(5.37)
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Figure 5.2: The three-loop equal-mass banana graph.

where

Cl2(x) =
i

2

(
Li2(e−ix)− Li2(eix)

)
(5.38)

is the so-called Clausen function. Finally, this yields

T1(t(τ)) =
Cl2

(
π
3

)

2π
− 1

24π2
[IS( 3 0

1 0 ; τ)− 10IS( 3 0
2 0 ; τ) + 9IS( 3 0

3 0 ; τ)] ,

T2(t(τ)) =
1

24π2
[IS( 3

1 ; τ)− 10IS( 3
2 ; τ) + 9IS( 3

3 ; τ)] .

(5.39)

We have seen how to compute solutions to a family of Feynman integrals by

finding a basis of master integrals and how to compute these master integrals

using differential equations. In particular, after analysing the elliptic curve

underlying the integral and defining a suitable basis of modular forms, the

computation of the inhomogeneous solution of the differential equation could be

performed straight-forwardly in terms of iterated integrals of modular forms. In

the next section we will consider the banana graph and compute the associated

integrals in a similar fashion.

5.2 The Banana Graph

5.2.1 The Banana Family

In this section, we will compute the Feynman integrals associated with the

three-loop equal-mass banana graph depicted in fig. 5.2. The corresponding
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family of Feynman integrals is given by

Ia1,...,a9(s,m2; d) =

∫ 3∏

i=1

Ddki (5.40)

× (k2
3)a5(k1 · p)a6(k2 · p)a7(k3 · p)a8(k1 · `2)a9

[k2
1 −m2]a1 [k2 −m2]a2 [(k1 − `3)2 −m2]a3 [(k2 − k3 − p)2 −m2]a4

,

with ai ∈ N and s = −p2. The scalar products appearing in the numerator

are those we needed to add to the propagators of the banana graph in order to

capture all appearing scalar products from IBP relations.

Let us quickly motivate why we are considering exactly this family of integrals.

At every loop order `, the simplest graph we can draw is the one connecting

two vertices with `+ 1 lines. For this reason, the so-called sunrise integral, the

corresponding two-loop version of the banana graph, has been studied exten-

sively and has been computed in various ways, both in the equal-mass case as

well as the case where all masses are different. The sunrise graph is also the

simplest elliptic Feynman integral and has been expressed in terms of virtually

any description of elliptic integrals literature has to offer. A natural extension

of this to three loops is to consider the banana graph. For arbitrary masses,

the geometry of the integral can be very complicated and it is not easy to de-

termine the function space containing the solved integral. In the equal-mass

case, however, we will see that the underlying hypersurface of the integral is

related to the hypersurface underlying the sunrise integral, which allows us to

find a solution to the integral in terms of the elliptic integrals appearing in the

sunrise case.

In order to reduce the number of parameters, we will again express all integrals

as functions of the dimensionless ratio

x =
4m2

s
, (5.41)

and set m = 1. As before, the dependence on the mass m of the integral can

the be restored by analysing the mass-dimensions of each term.

Using integration by parts identities, we find that the class of integrals de-

scribed in eq. (5.40) has four master integrals, namely a coupled system of

three integrals,

I1(ε;x) = (1 + 2ε)(1 + 3ε)I1,1,1,1,0,0,0,0,0(4x, 1; 2− 2ε) , (5.42)

I2(ε;x) = (1 + 2ε)I2,1,1,1,0,0,0,0,0(4x, 1; 2− 2ε) , (5.43)

I3(ε;x) = I2,2,1,1,0,0,0,0,0(4x, 1; 2− 2ε) , (5.44)
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as well as the integral

I0(ε;x) = I2,2,2,0,0,0,0,0,0(4x, 1; 2− 2ε) = 1 . (5.45)

From simple power-counting of loop momenta ki in the denominator, we see

that the master integrals (5.42) can diverge for large momenta in d = 4 di-

mensions, and we will therefore compute them in d = 2− 2ε dimensions. The

coefficients of the Laurent series in ε in d = 2 − 2ε dimensions can then be

related to the Laurent expansion in d = 4−2ε dimensions through dimensional

shift identities [129–134]. In fact, in order to obtain the correct result of the

master integrals in d = 4− 2ε dimensions up to order O(ε0), it is sufficient to

compute the integrals in d = 2− 2ε dimensions up to the same order in ε.

5.2.2 The Coupled System of Differential Equations

As we have already mentioned above, the three integrals in equation (5.42) form

a coupled system of differential equations. Taking a derivative with respect

to the parameter x and rewriting the resulting integrals in terms of master

integrals, we find that the integrals I1, I2, I3 fulfil the differential equation [135]

∂x



I1(ε;x)

I2(ε;x)

I3(ε;x)


 =

[
B(x) + εD(x)

]


I1(ε;x)

I2(ε;x)

I3(ε;x)


+




0

0
1

2(1−4x)


 , (5.46)

where the matrices B(x) and D(x) are given by

B(x) =




1
x

4
x 0

1
4(1−x)

1
x + 2

1−x
3
x + 3

1−x
1

8(1−4x) − 1
8(1−x)

3
2(1−4x) − 1

1−x
1
x + 6

1−4x − 3
2(1−x)


 , (5.47)

D(x) =




3
x

12
x 0

1
1−x

2
x + 6

1−x
6
x + 6

1−x
1

2(1−4x) − 1
2(1−x)

9
2(1−4x) − 3

1−x
1
x + 12

1−4x − 3
1−x


 . (5.48)

Since the integrals Ii are finite in d = 2 dimensions and we are only interested

in the results up to O(ε0), we can set ε = 0 and simplify the problem to the

differential equation

∂x



I1(x)

I2(x)

I3(x)


 = B(x)



I1(x)

I2(x)

I3(x)


+




0

0

− 1
2(1−4x)


 . (5.49)
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As we have done for the sunrise integral, we will solve this differential equation

in two steps. First, we will consider the homogeneous differential equation

∂x



J1(x)

J2(x)

J3(x)


 = B(x)



J1(x)

J2(x)

J3(x)


 (5.50)

and find its fundamental solution matrixW(x). Then we will compute a vector

(M1(x),M2(x),M3(x))ᵀ such that



I1(x)

I2(x)

I3(x)


 =W(x)



M1(x)

M2(x)

M3(x)


 (5.51)

solves the inhomogeneous differential equation (5.49). Plugging eq. (5.51) into

both sides of eq. (5.49) we see that

∂x



M1(x)

M2(x)

M3(x)


 = W−1(x)




0

0
1

2(1−4x)


 , (5.52)

which we will use to compute (M1(x),M2(x),M3(x))ᵀ. In the remainder of

this section we will construct the fundamental solution matrix W(x) for the

equal-mass banana graph.

5.2.3 The Fundamental Solution Matrix

It is generally a very demanding task to compute the fundamental solution

matrix of a system of differential equations. Considering the differential equa-

tion for the banana graph, we are in luck, as there is a rather elegant way to

obtain the fundamental solution matrix [135,136], which we will review in the

remainder of this section.

Let us explicitly label the different entries of the fundamental solution matrix

as

W(x) =



H1(x) J1(x) I1(x)

H2(x) J2(x) I2(x)

H3(x) J3(x) I3(x)


 . (5.53)

Then we can rewrite the system of first-order differential equations (5.50) as a

single third-order differential equation

L(3)
x H1(x) = L(3)

x J1(x) = L(3)
x I1(x) = 0 , (5.54)
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that each element of the first row of W(x) must fulfil, and where we rewrote

H2(x) =
1

4
(x ∂x − 1)H1(x)

H3(x) =
1

12
(x2(1− x) ∂2

x − x(1 + x) ∂x + 1)H1(x) ,

(5.55)

and equivalently for Ji and Ii. The differential operator L(3)
x is given by [135,

136]

L(3)
x = ∂3

x+
3(8x− 5)

2(x− 1)(4x− 1)
∂2
x+

4x2 − 2x+ 1

(x− 1)(4x− 1)x2
∂x+

1

x3(4x− 1)
. (5.56)

Given a solution for H1 of the differential equation (5.54), we can easily com-

pute H2 and H3 from equation (5.55). This might seem like a step in the

wrong direction since there is no known algorithm to compute the solution of a

generic third-order differential equation, it is however possible to write the dif-

ferential operator L(3)
x as the symmetric square of the second-order differential

operator [137]

L(2)
x = ∂2

x +
8x− 5

2(x− 1)(4x− 1)
∂x −

2x− 1

4x2(x− 1)(4x− 1)
. (5.57)

For this work it is sufficient to think of the symmetric square of a differential

operator L as a higher-order differential operator that can be constructed from

L such that its solutions are given as products of the solutions of L. The

operator L(2)
x given in eq. (5.57) is very closely related to the operator L(2)

t

we have seen in the previous section, allowing us to rewrite the functions in

eq. (5.53) in terms of the functions (5.22). Upon defining

x(t) =
−4 t

(t− 1)(t− 9)
, (5.58)

we have

H1(x(t)) = −1

3
tΨ1(t)2 ,

J1(x(t)) =
i

3
tΨ1(t) (Ψ1(t) + Ψ2(t)) ,

I1(x(t)) =
1

3
t (Ψ1(t) + Ψ2(t)) (Ψ1(t) + 3Ψ2(t)) .

(5.59)

As expected, the solutions of L(3)
x can be cast as sums of products of the

solutions of L(2)
t .

We have seen that we can express the homogeneous solutions of the banana

graph in terms of the homogeneous solutions of the sunrise graph. This begs the
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question whether the functions spaces of the inhomogeneous solutions to the

two integral families are as closely related as well. The solutions to the sunrise

graph have previously been expressed in terms of elliptic polylogarithms [35,

36, 123–126, 138] as well as iterated integrals of modular forms [45, 52] and

similar observations were made for the banana graph. More precisely it was

shown in ref. [136] that the solution of the banana graph corresponds to elliptic

trilogarithms and that it is closely related to integrals of modular forms relevant

for the two-loop sunrise integral. In the remainder of this chapter we will make

these observations manifest by computing the inhomogeneous solutions Mi(x)

in d = 2 dimensions in terms of these functions.

From the solutions defined in equation (5.59) we can obtain explicit repre-

sentations of the remaining entries of the fundamental solution matrix W(x)

through the relations given in equation (5.55). These solutions require us to

take derivatives of the complete elliptic integral of the first kind K, which gives

rise to the complete elliptic integral of the second kind,

E(λ) =

∫ 1

0

dt

√
1− λt2
1− t2 . (5.60)

Explicit results for all entries of the fundamental solution matrix can be found

in ref. [135].

From the previous analysis we can conclude that the functionsMi(x) in eq. (5.52)

can be expressed as integrals over products of complete elliptic integrals and

this computation has been considered in [135]. We would nevertheless like to

have a uniform description of the functions Mi(x) and the functions inW(x) in

terms of an appropriate class of functions. This is exactly the goal of this chap-

ter. In the following section we will compute the inhomogeneous solution to

the banana integral first in terms of the iterated integrals of modular forms we

have introduced for the sunrise integral as we as in terms of the elliptic multiple

polylogarithms that have been used to compute the sunrise integral [126].

5.3 The Equal-Mass Banana Graph and Modu-
lar Forms for Γ1(6)

In the previous sections we have demonstrated how to use a suitable basis of

iterated integrals of modular forms to compute the sunrise integral family. In

this section we will show that the same class of functions is equally well-suited

for the computation of the master integrals of the equal-mass banana graph in

d = 2 dimensions. We start by relating the fundamental solution matrix W(x)
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to modular forms for Γ1(6) after which we will compute the missing functions

Mi(x) explicitly in terms of the iterated integrals of modular forms for Γ1(6)

introduced in the previous section.

In eq. (5.59) we have expressed the first entries of the fundamental solution

matrixW(x) in terms of the periods Ψ1 and Ψ2 of the elliptic curve underlying

the equal-mass sunrise integral. Using the definition of the modular forms fn,p
in eq. (5.29) as well as eq. (5.24), we can easily rewrite eq. (5.59) as

H1 (x(τ)) = −1

3
f2,1(τ) ,

J1(x(τ)) =
i

3
f2,1(τ) (1 + τ) ,

I1(x(τ)) =
1

3
f2,1(τ) (1 + τ) (1 + 3τ) .

(5.61)

where x(τ) can be obtained from equations (5.58) and (5.25),

x(τ) = −4

(
η(2τ)η(6τ)

η(τ)η(3τ)

)6

. (5.62)

We see that all first entries of W(x(τ)) are proportional to the modular form

f2,1 and that J1 and I1 are multiplied by polynomials in τ of degree 1 and

2 respectively. The other entries of W also involve derivatives of Ψ1 and Ψ2

and can therefore not easily be rewritten in terms of modular forms for Γ1(6)

and τ alone. After computing the inverse of W and inserting it into the differ-

ential equation for the Mi in equation (5.61), we find that all appearances of

derivatives of Ψi cancel out after using eq. (5.31), and we find

∂τ



M1(x(τ))

M2(x(τ))

M3(x(τ))


 (5.63)

=
f4,4(τ)− 10f4,3(τ) + 90f4,1(τ)− 81f4,0(τ)

18iπ3




3(1 + τ)2

−2i(2 + 3τ)

−1




=
f4,4(τ)− 10f4,3(τ) + 90f4,1(τ)− 81f4,0(τ)

18iπ3




3(1 + IS( 0
0 ; τ))2

−2i(2 + 3IS( 0
0 ; τ))

−1


 ,

where we have used that the Jacobian for changing variables from x to τ , is

given by

∂τ = − 2 t(τ)(t(τ)2 − 9)

3πi (t(τ)− 1)(t(τ)− 9)
Ψ1(t(τ))2 ∂x . (5.64)
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Given the boundary conditions for τ → i∞, or equivalently, for x → 0, we

can easily solve this differential equation in terms of the iterated integrals of

modular forms IS using direct integration. The boundary conditions can be

extracted from the original Feynman integrals using Feynman parametrization

by extracting the O(x0) component and can be found in ref. [5]. While the

computation is straight-forward, it is also very technical and we refer the reader

to that paper for a detailed computation. The boundary terms are given by

I1(x) = x log(−x/4)
3 − 4xζ3 +O(x2) ,

I2(x) =
3

4
x log(−x/4)

2
+O(x2) ,

I3(x) =
1

2
x log(−x/4) +O(x2) .

(5.65)

Then the result for the master integrals of the equal-mass banana integral

family in d = 2 dimensions is given by

M1(x(τ)) = −4ζ3
π2
− i

6π3

[
81IS( 4

0 ; τ)− 90IS( 4
1 ; τ) + 10IS( 4

3 ; τ)− IS( 4
4 ; τ)

+ 162IS( 4 0
0 0 ; τ)− 180IS( 4 0

1 0 ; τ) + 20IS( 4 0
3 0 ; τ)− 2IS( 4 0

4 0 ; τ) (5.66)

+ 162IS( 4 0 0
0 0 0 ; τ)− 180IS( 4 0 0

1 0 0 ; τ) + 20IS( 4 0 0
3 0 0 ; τ)− 2IS( 4 0 0

4 0 0 ; τ)
]
,

M2(x(τ)) = − 1

9π3

[
162IS( 4

0 ; τ)− 180IS( 4
1 ; τ) + 20IS( 4

3 ; τ)− 2IS( 4
4 ; τ)

+ 243IS( 4 0
0 0 ; τ)− 270IS( 4 0

1 0 ; τ) + 30IS( 4 0
3 0 ; τ)− 3IS( 4 0

4 0 ; τ)
]
, (5.67)

M3(x(τ)) = (5.68)

i

18π3

[
− 81IS( 4

0 ; τ) + 90IS( 4
1 ; τ)− 10IS( 4

3 ; τ) + IS( 4
4 ; τ)

]
.

At this point we have successfully computed the inhomogeneous solution to

the differential equation encoding the master integrals of the banana integral

family in terms of iterated integrals of modular forms. The result however does

not seem to have any particularly nice structure. Following ref. [38], however,

it should be possible to write the solution in terms of combinations of iterated

integrals of uniform length by splitting the fundamental solution matrixW into

the product of a semisimple matrix S and a unipotent matrix U ,

W = S U . (5.69)
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Such a decomposition can be found in ref. [5] and we have

U =




1 − iΨ1(t)+Ψ2(t))
Ψ1(t) − (Ψ1(t)+Ψ2(t))(Ψ1(t)+3Ψ2(t))

Ψ1(t)2

0 1 − 2i(2Ψ1(t)+3Ψ2(t))
Ψ1(t)

0 0 1


 (5.70)

=




1 −i(τ + 1) −(τ + 1)(3τ + 1)

0 1 −2i(3τ + 2)

0 0 1


 . (5.71)

The semisimple matrix S is a rational function of the Ψi, their derivatives and

explicit factors of t and does not contribute to the analysis done in this paper.

Since the matrix is very complicated and does not serve any particular purpose

for us, we are not showing it in this work explicitly. Then we can rotate the

vector (M1,M2,M3)ᵀ using the matrix U to define

(
M̃1

M̃2

M̃3

)
≡ U−1

(
M1

M2

M3

)
(5.72)

and we have

M̃1 = −4ζ3
π2
− i

3π3

(
81IS( 0 0 4

0 0 0 ; τ)− 90IS( 0 0 4
0 0 1 ; τ)

+ 10IS( 0 0 4
0 0 3 ; τ)− IS( 0 0 4

0 0 4 ; τ)
)

M̃2 =
1

3π3

(
81IS( 0 4

0 0 ; τ)− 90IS( 0 4
0 1 ; τ) + 10IS( 0 4

0 3 ; τ)− IS( 0 4
0 4 ; τ)

)

M̃3 =
i

18π3

(
81IS( 4

0 ; τ)− 90IS( 4
1 ; τ) + 10IS( 4

3 ; τ)− IS( 4
4 ; τ)

)
(5.73)

As expected, the solutions M̃i are all of uniform length 4− i and of weight 4.

Let us further note that the structure of the individual solutions is very similar.

Up to a global prefactor, the three solutions differ only by removing or adding

integrations over the modular form f0,0 = 1 and are therefore derivatives of

each other with respect to τ .

5.3.1 The Banana Integral and eMPLs

We have seen that the banana integral can be computed in terms of the same

iterated integrals of modular forms as the sunrise integral. In the literature,

the sunrise integral has also been computed in terms of elliptic multiple poly-

logarithms, so it is an obvious question if this can be achieved for the banana

integral as well. Note that this is not a trivial question. While all eMPLs on

the torus evaluated at rational points can be written as iterated integrals of
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modular forms (c.f. sec. 2.4), the inverse is not generally true. In this section

we will show that the banana integral can indeed be cast as a linear combi-

nation of the eMPLs defined on the torus associated to the sunrise integral.

Since the homogeneous solution W(x) can be obtained from the homogeneous

solutions of the sunrise integral, and since the sunrise integral has already been

computed in terms of eMPLs [126], all that is left to show is that we can express

the functions Mi in terms of eMPLs.

In section 2.4 we have seen how we can rewrite any elliptic multiple polylog-

arithm evaluated at rational points in terms of iterated integrals of modular

forms by recursively reconstructing the corresponding function from its coac-

tion. There we have also seen that a natural basis of modular forms for this

endeavour is given by the Eisenstein forms h
(n)
N,r,s defined in eq. (2.152). We will

therefore start by rewriting the solution in eq. (5.73) in terms of iterated inte-

grals of these modular forms. This can easily be done by finding the change of

basis between the fn,p and the h
(n)
N,r,s. Then the transformation of the iterated

integrals of modular forms follows directly from linearity of the integral,

I(. . . , f1 + f2, . . . , τ) = I(. . . , f1, . . . , τ) + I(. . . , f2, . . . , τ) . (5.74)

Since all modular forms naturally have a q-expansion, we can find the change of

basis by writing an ansatz for each basis element in terms of the second basis,

expanding all modular forms to high orders and solving the resulting linear

system. Note that all appearing modular forms in eq. (5.73) are of weight 4, so

we only have to find a change of basis for the modular forms of weight n = 4.

In ref. [52] a basis of Eisenstein forms of weight 4 for Γ1(6) has been computed

which is given by

b1 = h
(4)
6,0,1 + h

(4)
6,1,1 + h

(4)
6,2,1 + h

(4)
6,3,1 + h

(4)
6,4,1 + h

(4)
6,5,1

b2 = h
(4)
6,1,2 + h

(4)
6,3,2 + h

(4)
6,5,2

b3 = h
(4)
6,1,0

b4 = h
(4)
6,1,3 + h

(4)
6,4,3 .

(5.75)
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After performing the change of basis we find [5]

M̃1 =
36i

π3

(
21 I( 0 0

0 0 | 0 0
0 0 | 4 6

0 1 ; τ)− I( 0 0
0 0 | 0 0

0 0 | 4 6
1 0 ; τ) + 21 I( 0 0

0 0 | 0 0
0 0 | 4 6

1 1 ; τ)

+ 3 I( 0 0
0 0 | 0 0

0 0 | 4 6
1 2 ; τ)− 7 I( 0 0

0 0 | 0 0
0 0 | 4 6

1 3 ; τ) + 21 I( 0 0
0 0 | 0 0

0 0 | 4 6
2 1 ; τ)

+ 21 I( 0 0
0 0 | 0 0

0 0 | 4 6
3 1 ; τ) + 3 I( 0 0

0 0 | 0 0
0 0 | 4 6

3 2 ; τ) + 21 I( 0 0
0 0 | 0 0

0 0 | 4 6
4 1 ; τ)

− 7 I( 0 0
0 0 | 0 0

0 0 | 4 6
4 3 ; τ) + 21 I( 0 0

0 0 | 0 0
0 0 | 4 6

5 1 ; τ) + 3 I( 0 0
0 0 | 0 0

0 0 | 4 6
5 2 ; τ)

)

− 4ζ3
π2

,

M̃2 = −36

π3

(
21 I( 0 0

0 0 | 4 6
0 1 ; τ)− I( 0 0

0 0 | 4 6
1 0 ; τ) + 21 I( 0 0

0 0 | 4 6
1 1 ; τ)

+ 3 I( 0 0
0 0 | 4 6

1 2 ; τ)− 7 I( 0 0
0 0 | 4 6

1 3 ; τ) + 21 I( 0 0
0 0 | 4 6

2 1 ; τ) (5.76)

+ 21 I( 0 0
0 0 | 4 6

3 1 ; τ) + 3 I( 0 0
0 0 | 4 6

3 2 ; τ) + 21 I( 0 0
0 0 | 4 6

4 1 ; τ)

− 7 I( 0 0
0 0 | 4 6

4 3 ; τ) + 21 I( 0 0
0 0 | 4 6

5 1 ; τ) + 3 I( 0 0
0 0 | 4 6

5 2 ; τ)
)
,

M̃3 = − 6i

π3

(
21 I( 4 6

0 1 ; τ)− I( 4 6
1 0 ; τ) + 21 I( 4 6

1 1 ; τ) + 3 I( 4 6
1 2 ; τ)

− 7 I( 4 6
1 3 ; τ) + 21 I( 4 6

2 1 ; τ) + 21 I( 4 6
3 1 ; τ) + 3 I( 4 6

3 2 ; τ)

+ 21 I( 4 6
4 1 ; τ)− 7 I( 4 6

4 3 ; τ) + 21 I( 4 6
5 1 ; τ) + 3 I( 4 6

5 2 ; τ)
)
.

To rewrite this result in terms of eMPLs, we write a suitable Ansatz in terms of

eMPLs Γ̃ evaluated at rational points, compute the corresponding expression

in terms of iterated integrals of Eisenstein series and match the Ansatz with

equation (5.76). In particular, we have computed all well defined Γ̃ of the form

Γ̃
(

0,...,0
0,...,0︸ ︷︷ ︸
k−times

3−k
z1 ; z0, τ

)
(5.77)

with zi = ri/6 + si/Nτ for ri, si ∈ {0, . . . , 5} in terms of iterated integrals of

Eisenstein series. After forming a suitable Ansatz for each of the M̃i we have

found that they can indeed be cast as linear combinations of eMPLs. One such

solution is given in appendix H.



130 Chapter 5. The Banana Integral



Conclusion and Outlook

Conclusion

In this thesis we have demonstrated that the computation of scattering am-

plitudes can be facilitated by first analysing the underlying geometry of the

problem and identifying the classed of functions they can be composed of. In

particular, we have performed state of the art computations of scattering am-

plitudes both in the multi-Regge limit as well as in general kinematics.

We have started with the multi-Regge limit of N = 4 supersymmetric Yang-

Mills theory which served as a testing ground for our endeavour. In this limit,

scattering amplitudes can be cast to all orders as a Fourier-Mellin transform

of a combination of only three building blocks. We have used the mathemat-

ical properties of the Fourier-Mellin transform to develop an alternative way

to perform computations in MRK. Instead of evaluating the Fourier-Mellin in-

tegral at every loop order, we computed higher-order results recursively from

lower-order amplitudes. This allows us to both reuse the results we compute

as well as to circumvent the tedious evaluation of Fourier-Mellin integrals by

performing convolutions. We have shown that scattering amplitudes in this

kinematical limit are single-valued polylogarithmic functions of the transverse

external momenta and we were able to use this information to further reduce the

complexity of the necessary computations. Due to the single-valuedness of the

amplitude and good knowledge of the functional properties of polylogarithms

we could evaluate the convolution integrals relating scattering amplitudes at

different orders as a sum of residues. With this framework, it was possible

to compute scattering amplitudes in the multi-Regge limit of N = 4 SYM up

to five loops and for up to nine external particles. We were further able to
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prove that at every loop order, MHV scattering amplitudes in this limit for

any number of external particles can be written as sums of a finite number of

building-blocks. This finding, together with the convolution-framework allows

us to compute virtually any scattering amplitude in the multi-Regge limit of

N = 4 SYM.

Next, we have extended the framework we have developed for the computation

of scattering amplitudes in MRK to theories realised in nature. We have con-

sidered the BFKL ladder for dijet production in the forward scattering limit

of QCD. This quantity can also be cast as a Fourier-Mellin transform to LLA

and NLLA and therefore made a perfect candidate for us to test the frame-

work we had previously developed in a more realistic setting and we found that

the functional dependence on the transverse momenta is again captured by a

class of single-valued polylogarithms. As a result, we were able to apply the

same convolution-based computational framework to compute the BFKL lad-

der both at LLA and at NLLA and we were able to get results up to five-loop

order. We were also able to generalize this computation to Yang-Mills theories

with arbitrary matter content. This allowed us to investigate the transcenden-

tal properties of the BFKL ladder as a function of the matter content of the

theory and we have identified four theories whose BFKL ladder was maximally

transcendental.

Finally, we considered a family of Feynman integrals in general kinematics.

More precisely, we considered the family of Feynman integrals corresponding

to the equal-mass three-loop banana graph. In the case of generic masses, the

geometry underlying these Feynman integrals is rather complicated and the

resulting function-space of these integrals has not been well-studied. Luckily,

in the equal-mass case, this geometry is closely related to the elliptic curve

underlying the corresponding two-loop sunrise integrals. The function space

of sunrise integrals has been studied for many years and is well-understood.

We have used this understanding of the function space to compute the master

integrals of the equal-mass banana family in terms of the functions arising

from the sunrise integrals. We have defined a basis of modular forms that

is well-suited for the computation of the banana integrals and were able to

compute the solutions to the inhomogeneous differential equations among the

master integrals analytically. To highlight the connection of the underlying

geometry to the elliptic curve encountered for the sunrise integrals, we have

then rewritten this result in terms of the elliptic multiple polylogarithms that

have previously been defined for the sunrise integral.
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Outlook

There are a few natural extensions of the work performed in this thesis. The re-

cursive computation of scattering amplitudes in the multi-Regge limit of N = 4

SYM using the convolution formalism constitutes a very systematic way to

perform computations in this theory. Consequently, it should be possible to

publish the code we have developed for the computation of these scattering

amplitudes in the form of a Mathematica package that automatically com-

putes all necessary perturbative coefficients of a certain logarithmic accuracy,

loop order and helicity configuration. Further, it would be interesting to see

if scattering amplitudes in the multi-Regge limit can generally be expressed in

terms of multiple polylogarithms. Many classes of Feynman graphs are known

to evaluate to MPLs to all orders, and it would be interesting to see if these

classes of Feynman graphs naturally arise when approaching the multi-Regge

limit on a diagrammatic level.

In general kinematics, we can extend the analysis we have performed for the

equal-mass banana graph. It appears that the banana integral with three

different masses and one massless propagator can similarly be cast as an integral

over an elliptic curve. This suggests that it should be possible to compute this

integral using the same classes of functions we have considered in this work.
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Appendix A
De Rham Periods and Symbols

In this chapter we will elaborate on the connection between the de Rham

periods appearing in eq.(2.115) and words of one-forms, closely following the

description in [52].

Let

I =

(∫

γ

ω1, . . . ,

∫

γ

ωk

)ᵀ

(A.1)

be a vector of master integrals, i.e. integrals that form a complete and indepen-

dent set with respect to IBP relations, and let I satisfy the linear, first order

differential equation

dI = AI with A ≡
∑

i

Aiξi , (A.2)

where the ξi are differential one-forms and Ai ∈ Qk×k. Let us also assume

without loss of generality that all ξi are independent. Let us further assume that

the differential equation (A.2) has a non-trivial solution and hence dA = A∧A.

If the matrix A is nilpotent, then we call the family of integrals (A.1) and the

differential equation (A.2) unipotent. In that case, we can find a basis such

that the matrix A is strictly upper triangular and the differential equation has

a trivial homogeneous part, which is consistent with the differential of eMPLs

in eq. (2.105). Let us now assume that the integrals in the vector I are such a

basis. Then we can associate a symbol to a pair of differential forms [ωi, ωj ] as

follows.
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Consider the matrix

TA = 1 + [A]R + [A|A]R + [A|A|A]R + . . . , (A.3)

where the concatenation of matrices A corresponds to the ordinary matrix

multiplication with concatenation of one-forms and where R reverses words of

one-forms

[ξi1 | . . . |ξik ]R = [ξik | . . . |ξi1 ] . (A.4)

Since the matrix A is nilpotent, only finitely many of the terms appearing

in eq. (A.3) are non-zero. Furthermore, the matrix TA is independent of the

choice of contour γ defining the integrals in I. Then we define the symbol

corresponding to a pair of differential forms [ωi, ωj ] as the corresponding matrix

element of TA,

S ([ωi, ωj ]) ≡ 〈ωi|TA|ωj〉 = (TA)ji . (A.5)

Let us illustrate this definition with a simple example. Consider the vector

I =

(∫

γ

ω1,

∫

γ

ω2,

∫

γ

ω3

)ᵀ

=

(∫

γ

[ξ1|ξ0],

∫

γ

[ξ1], 1

)ᵀ

(A.6)

for some contour γ and where 1 =
∫
γ
[] is the integral over an empty word.

Then I fulfils the differential equation (A.2) with

A =




0 ξ0 0

0 0 ξ1
0 0 0


 , (A.7)

and we have

[A|A]R =




0 0 [ξ1|ξ0]

0 0 0

0 0 0


 and [A|A|A]R = 0 , (A.8)

and hence

TA =




1 [ξ0] [ξ1|ξ0]

0 1 [ξ1]

0 0 1


 . (A.9)

This gives us, for example, the symbol

S ([ω1, ω2]) = [ξ0] . (A.10)
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In general, the matrix TA can be interpreted as the avatar of the fundamental

solution of the differential equation A.2. More precisely, if γ is a path with end

points x0 and x and I0 ≡ I(x0) are initial conditions, then

I(x) =

∫

γ

TAI0 . (A.11)

A more extensive review of the properties of the symbol S and the matrix

TA including a prove that it is indeed independent of the path γ can be found

in [52].
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Appendix B
MRK and the moduli space
M0,N−2

As we have mentionned in chapter 1, the possible divergences of gluon scat-

tering amplitudes in N = 4 SYM are encoded in cluster algebras and a set of

coordinates that can be used to express the kinematical dependence of these

amplitudes is given by the cluster in fig. 1.4. On the other hand, we have seen

that scattering amplitudes in MRK in N = 4 SYM can be written in terms

of the n = N − 2 transverse dual coordinates xi ∈ CP1 and hence, the con-

figuration space Confn(CP1). In this section we will show that the two sets of

variables are compatible with each other. The configuration space Confn(CP1)

containing the set of dual coordinates xi is isomorphic to the space of genus

zero curves with n marked points,

Confn(CP1) 'M0,n . (B.1)

Like the configuration space CP3, this space can also be endowed with a cluster

algebra. Will will now show that the cluster algebra of scattering amplitudes

in full kinematics reduces to a cluster algebra on M0,n.

The multi-Regge limit of the cluster-X coordinates in 1.4 has previously been

computed [1] and it was found that the middle row vanishes, effectively splitting
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the cluster algebra in two,

X1j →
(x2 − xj+2)(xj+3 − xj+4)

(x2 − xj+4)(xj+2 − xj+3)
,

X2j → 0 ,

X3j →
(x1 − xj+1)(xj+2 − xj+3)

(x1 − xj+3)(xj+1 − xj+2)
.

(B.2)

The remaining two rows are given by N − 5 holomorphic or anti-holomorphic

cross-ratios in CP1, respectively. As such, the two seperate clusters given by

the X1i and X3i have the right size to be valid cluster algebras on Confn(CP1)

and have the singularity structure of M0,n, i.e. they diverge only when two

points xi = xj coincide.

The separation of the cluster algebra attached to Confn(CP3) according to

eq. B.2 allows us to draw some interesting conclusions for scattering ampli-

tudes in MRK. The cluster algebras formed out of the X1i (X3i) correspond

to AN−5 Dynkin diagrams and are therefore referred to as AN−5 cluster al-

gebras. Consequently, the cluster algebra associated to the scattering of N

particles in planar N = 4 SYM reduces to an AN−5 ⊗ AN−5 cluster algebra

in the multi-Regge limit. It is remarkable that while the cluster algebra as-

sociated to general kinematics is infinite for N ≥ 8, the AN−5 cluster algebra

is finite for any number N [25, 28]. Scattering amplitudes in MRK therefore

must have a very restricted singularity structure. They must be iterated inte-

grals with poles at most where the cluster coordinates (B.2) diverge, i.e. when

xi = xj . Indeed, the only singularities scattering amplitudes in MRK can have

are singularities associated to external gluons becoming soft ki → 0 and hence

xi → xi+1. It was further shown that iterated integrals on M0,n can be written

as multiple polylogarithms [88]. Given that configurations in M0,n degenerate

when two coordinates become equal, we can infer that scattering amplitudes in

MRK in N = 4 SYM are iterated integrals over words of differential one-forms

d log(xi − xj) and their complex conjugates.

As we have just seen, the singularity structure of scattering amplitudes is not

just constrained by the coordinates appearing in cluster algebras (i.e. xi →
xj) but also from physical considerations (i.e. xi → xi+1). We will now

use physical restrictions on the amplitude to show that the coefficients of the

large resummed logarithms of scattering amplitudes in the multi-Regge limit

of planar N = 4 SYM are single-valued funtions of the transverse momenta.

In massless theories, scattering amplitudes can only exhibit branch cuts when

Mandelstam invariants vanish or diverge [139], which puts strong constraints on

the first letter in the word of one-forms describing the iterated integral. From

this first entry condition, combined with the integrability condition for words
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of one-forms, it can be shown that branch points in the Mandelstam region

[p, q] are given by products of cross-ratios that tend to 0, 1 or ∞. The first

letter must therefore either take the form d logUijkl or d log
(

1−∏ijkl U
nijkl
ijkl

)
.

Let us take a look at the N(N − 5)/2 multiplicatively independent cross-ratios

u1i , u2i , u3i , 1 ≤ i ≤ N − 5 ,

Uij = Ui j+1 j i+1 , 2 ≤ i ≤ j − 4 ≤ N − 5 , (B.3)

defined in eqs. (1.29) and (1.28). While we already know the behaviour of the

former when approaching the multi-Regge limit, the latter haven’t been studied

yet. From the multi-soft limit, we can see that these cross-ratios tend to 1, and

we define additional reduced cross-ratios

Ũij ≡
1− Uij∏j−4

k=i−1(1− u1k)
→
∣∣∣∣∣
xi − xj−1

xi − xi+2

j−3∏

k=i+1

xk − xk+1

xk − xk+2

∣∣∣∣∣

2

, (B.4)

which remain finite in the multi-Regge limit. Since all u1k in the denominator

tend to 1 at the same speed, we can conclude that the Uij converge at different

speeds.

Let us now take a look at entries of the form d logUijkl. These vanish for

all cross-ratios U → 1, and so the only interesting quantities are d log u2i

and d log u3i. Since all divergent quantities from taking the multi-Regge limit

are resummed and we are interested in the finite coefficients of these large

logarithms, we can replace the cross-ratios u2i and u3i by their reduced versions

ũ2i and ũ3i, which reduce to absolute squares of cross ratios.

Let us now turn to the entries of the form d log
(

1−∏ijkl U
nijkl
ijkl

)
, where it is

sufficient to consider Uijkl from the set of multiplicatively independent cross-

ratios (B.3). If one of the cross ratios in the product vanishes in MRK, e.g.∏
ijkl U

nijkl
ijkl = un2i ∗ U , we have

d log(1− un2i U)→
{
nd log u2i + d logU , if n < 0 ,

0 , if n > 0 ,
(B.5)

where all terms on the r.h.s. have already been covered. In the case where

all of the factors tend to one we only need to keep the factor that converges

the slowest. Then the one form d log
(

1−∏ijkl U
nijkl
ijkl

)
converges, up to terms

factoring into the large resummed logarithms, to a one-form including only

squares of cross-ratios of xi (c.f. (B.4)).

We have seen that the first entries of the words contributing to the perturbative

expansion of scattering amplitudes in MRK are squares of absolute values of
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cross-ratios in the AN−5 × AN−5 cluster algebra described before. Therefore,

the branch-points of these functions are given by absolute values and the func-

tions must be single-valued when seen as functions of the complex transverse

coordinates xi. Given that iterated integrals on M0,n evaluate to multiple

polylogarithms and since the holomorphic and anti-holomorphic cross ratios

are part of two separate copies of the A5 cluster algebra, we can further infer

that they can be written in terms of the single-valued multiple polylogarithms

introduced in 2.2.2. Note that this is in agreement with the findings in ref. [33],

where the six-point remainder function was computed in terms of SVMPLs with

singularities for z ∈ {0, 1}.



Appendix C
The BFKL Building Blocks

In this section we give the explicit forms of the BFKL building blocks appearing

in the Fourier-Mellin representation of scattering amplitudes in the multi-Regge

limit of N = 4 SYM through NLO. The impact factors can be found to all loop

orders in ref. [82] and are given up to NLO by

χ+(ν, n) =
1

ν − in
2

[
1− a

4

(
E2 +

3

4
N2 −NV +

π2

3

)
+O(a2)

]
,

(C.1)

χ−(ν, n) =
1

ν + in
2

[
1− a

4

(
E2 +

3

4
N2 +NV +

π2

3

)
+O(a2)

]
,

(C.2)

−ω(ν, n) = aE − a2

4

(
D2E − 2V DE + 4ζ2E + 12ζ3

)
+O(a3) . (C.3)
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The central emission block is given through NLO by [3]

C+(ν1, n1, ν2, n2) =

−Γ
(
1− iν1 − n1

2

)
Γ
(
iν2 + n2

2

)
Γ
(
iν1 − iν2 − n1

2 + n2

2

)

Γ
(
1 + iν1 − n1

2

)
Γ
(
−iν2 + n2

2

)
Γ
(
1− iν1 + iν2 − n1

2 + n2

2

)

×
[
1 + a

(1

2

[
DE1 −DE2 + E1E2 + 1

4 (N1 +N2)2 + V1V2

+ (V1 − V2)
(
M − E1 − E2) + 2ζ2 + iπ(V2 − V1 − E1 − E2)

]

− 1
4 (E2

1 + E2
2 +N1V1 −N2V2)− 3

16 (N2
1 +N2

2 )− ζ2
)

+O(a2)

]
.

(C.4)

The elementary building blocks appearing in the corrections of the impact

factors and central emission block are defined as

E(ν, n) = −1

2

|n|
ν2 + n2

4

+ ψ

(
1 + iν +

|n|
2

)

+ ψ

(
1− iν +

|n|
2

)
− 2ψ(1) ,

V (ν, n) =
iν

ν2 + n2

4

, N(ν, n) =
n

ν2 + n2

4

, Dν = −i∂/∂ν ,

M(ν1, n1, ν2, n2) = ψ(i(ν1 − ν2)− n1−n2

2 )

+ ψ(1− i(ν1 − ν2)− n1−n2

2 )− 2ψ(1) .

(C.5)



Appendix D
Soft Limits and the Contour of
Integration

Due to the strong rapidity-ordering in MRK the external momenta are all well-

separated and hence there are no collinear singularities. All soft singularities

are associated with one of the momenta ki, 1 ≤ i ≤ N − 4 going to zero.

Letting ki → 0 in eq. (3.16), we can determine the corresponding behaviour of

the Fourier-Mellin coordinates, and we find:

1. If k1 → 0, z1 → 0.

2. If kN−4 → 0, zN−5 →∞.

3. If ki → 0, for 2 ≤ i ≤ N − 5, zi → 0 and zi−1 →∞, with zi−1zi finite.

And equivalently, for simplicial MRK coordinates:

1. If k1 → 0, ρ1 → 0.

2. If kN−4 → 0, ρN−5 →∞.

3. If ki → 0, for 2 ≤ i ≤ N − 5, ρi−1 → ρi.

Under soft limits, amplitudes with different numbers of particles are closely

related, and the the ratio RN reduces to the ratio RN−1. More precisely, we

have, for 2 ≤ i ≤ N − 5,

lim
ki→0

R̃N = R̃{i}N−1 , (D.1)
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where we have introduced the shorthand

R̃N ≡
(
Rh1...hN−4

eδN
) ( τ1,...,τN−5

z1,...,zN−5

)
(D.2)

and where the superscript in curly brackets encodes the kinematic dependence

of the ratio R̃ under soft limits,

R̃{1}N−1 ≡ |z1|2πiΓ
(
Rh2...hN−4

eiδN−1
) ( τ2,...,τN−5

z2,...,zN−5

)
, (D.3)

R̃{i}N−1 ≡
(
Rh1...ĥi...hN−4

eiδN−1

) ( τ1, ... , τi−1τi , ... ,τN−5

z1, ... , −zi−1zi , ... ,zN−5

)
, (D.4)

R̃{N−4}
N−1 ≡ |zN−5|−2πiΓ

(
Rh1...hN−5

eiδN−1
) ( τ1,...,τN−6

z1,...,zN−6

)
. (D.5)

From these relations we can also infer the correct contour of integration for the

Fourier-Mellin transform (3.33) and we find that for i ∈ {2, . . . , N−5}, the right

hand side has poles at ν1 = πΓ− i0+, νi = νi−1 + i0+, and νN−5 = −πΓ + i0+

for n1 = 0, ni−1 = ni, and nN−5 = 0 respectively, where Γ was defined in

eq. (3.32). This follows recursively in the number of external particles N ,

starting from the six-particle amplitude [3, 4, 6].



Appendix E
Symmetries and Soft Limits of
Perturbative Coefficients

In the previous sections we have reviewed the soft-limits and symmetries of

the ratio R̃. Expanding both sides of these limits in the coupling a and in the

large logarithms log τk, we can determine the behaviour of the perturbative

coefficients g̃ and h̃ under soft limits and target-projectile symmetry. We will

now give the behaviour of the perturbative coefficients at LLA and at NLLA

under these limits. Under target-projectile symmetry, we have

g̃
(`;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) = g̃
(`;i1,...,iN−5)
−h1,...,−hN−4

(z̄1, . . . , z̄N−5)

= g̃
(`;iN−5,...,i1)
−hN−4,...,−h1

(
1

zN−5
, . . . ,

1

z1

)
.

(E.1)

and the same equation holds for h̃.

The behaviour of perturbative coefficients under soft limits is slightly more

involved and we will consider the LLA and NLLA cases seperately. Since the

terms |zi|±2πiΓ don’t contain any large logarithms log τk, we will find contribu-

tions from these exponentials that contribute exclusively to the soft limits of

perturbative coefficients where all ij = 0. It is therefore convenient to define

I =

N−5∑

j=1

ij . (E.2)
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Then the soft limits of LLA perturbative coefficients are

lim
k1→0

g̃
(I+1;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= δi10 g̃
(I+1;i2,...,iN−5)
h2,...,hN−4

(z2, . . . , zN−5) +
δI0
4
G0(z1) ,

lim
kl→0

g̃
(I+1;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= g̃
(I+1;i1,...,il−1+il,...,iN−5)

h1,...,ĥj ,...,hN−4
(z1, . . . ,−zl−1zl, . . . , zN−5) ,

(E.3)

lim
kN−4→0

g̃
(I+1;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= δiN−50 g̃
(I+1;i1,...,iN−6)
h1,...,hN−5

(z1, . . . , zN−6)− δI0
4
G0(zN−5) .

At NLLA, we can similarly work out the behaviour of perturbative coefficients

under soft limits. Similarly to the leading-logarithmic case, we find for the

imaginary parts at NLLA

lim
k1→0

g̃
(I+2;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= δi10 g̃
(I+2;i2,...,iN−5)
h2,...,hN−4

(z2, . . . , zN−5) +
δI0
4
G0(z1) ζ2 ,

lim
kl→0

g̃
(I+2;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= g̃
(I+2;i1,...,il−1+il,...,iN−5)

h1,...,ĥj ,...,hN−4
(z1, . . . ,−zl−1zl, . . . , zN−5) ,

(E.4)

lim
kN−4→0

g̃
(I+2;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= δiN−50 g̃
(I+2;i1,...,iN−6)
h1,...,hN−5

(z1, . . . , zN−6)− δI0
4
G0(zN−5) ζ2 .

In addition to the contributions we have found for the imaginary parts g̃, the

real parts h̃ also get contributions from the exponentials |zi|±2πiΓ when not all

ij = 0. Expanding the r.h.s. of equation (D.1) for i ∈ {1, N − 4}, we also find

contributions from lower order imaginary parts multiplying logarithms G0(zi).
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More precisely, we find

lim
k1→0

h̃
(I+2;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= δi10 h̃
(I+2;i2,...,iN−5)
h2,...,hN−4

(z2, . . . , zN−5) +
δI0
32
G0(z1)2

+
δi10

4
G0(z1) g̃

(I+1;i2,...,iN−5)
h2,...,hN−4

(z2, . . . , zN−5) ,

lim
kl→0

h̃
(I+2;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= h̃
(I+2;i1,...,il−1+il,...,iN−5)

h1,...,ĥj ,...,hN−4
(z1, . . . ,−zl−1zl, . . . , zN−5) ,

(E.5)

lim
kN−4→0

h̃
(I+2;i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= δiN−50 h̃
(I+2;i1,...,iN−6)
h1,...,hN−5

(z1, . . . , zN−6) +
δI0
32
G0(zN−5)2

− δiN−50

4
G0(zN−5) g̃

(I+1;i1,...,iN−6)
h1,...,hN−5

(z1, . . . , zN−6) .
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Appendix F
Deforming the Contour of
Integration

In order to regularize the pinched singularities encountered when approaching

the weak coupling limit, we will now define a prescription to deform the con-

tours of integration such that the contours will not get pinched for small values

of the coupling. In particular, we will subtract the residues at1 ν1 = πΓ, at

ν2i = ν2i+1, 1 ≤ i ≤ (N − 6)/2 and, for odd N , at νN−5 = −πΓ.

To perform the contour deformations, it is helpful to introduce a different set of

building blocks that behave nicely when taking residues at the relevant poles,

C̃h(ν1, n1, ν2, n2) =
Ch(ν1, n1, ν2, n2)

χ−(ν1, n1)χ+(ν2, n2)
, (F.1)

Φ̃(ν, n) = χ+(ν, n)χ−(ν, n), (F.2)

Ih(ν, n) ≡ χh(ν, n)

χ+(ν, n)
=

{
1, h = +

H(ν, n), h = −
, (F.3)

where

H(ν, n) =
χ−(ν, n)

χ+(ν, n)
, (F.4)

is the helicity flip kernel in Fourier-Mellin space known to all orders from [82].

Then the chain of impact factors and central emission blocks in the integrand

1Note that this choice of residues is not unique and we can also find a valid regularization

by subtracting the residues at ν2i−1 = ν2i, 1 ≤ i ≤ (N−6)/2 and, for evenN , at νN−5 = −πΓ
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of eq. (3.30) reads

χh1
1

[
N−5∏

k=2

Chkk−1,k

]
χ
−hN−4

N−5 = Ih1
1 Φ̃1

[
N−5∏

k=2

C̃hkk−1,kΦ̃k

]
Īh4

N−5. (F.5)

The behaviour of these building blocks at νi = ±πΓ and at νi = νj was

determined in [3, 6, 140], and is given by

ω(±πΓ, 0) = 0 , (F.6)

I(ν, 0) = 1 , (F.7)

C̃h(πΓ, 0, ν, n) = iπaIh(ν, n) , (F.8)

C̃h(ν, n,−πΓ, 0) = −iπaĪh(ν, n) , (F.9)

Resν1=ν2 C̃
h(ν1, n, ν2, n) =

(−1)n+1ieiπω(ν2,n)

Φ̃(ν2, n)
, (F.10)

Resν=±πΓ Φ̃(ν, 0) = ± 1

πa
. (F.11)

As we can see from eqs. (F.6-F.11) taking the residue at any of the previously

described residues yields exactly the integrand for the lower-point ratio with

the same kinematical dependence as when taking the corresponding soft limit.

We will now describe an algorithmic way to perform these contour deformations

for any number of external legs. Our goal is, to deform the contours in fig. 3.5

to the ones displayed in fig. 3.6, where all contours are such that there will be

no pinching when approaching the weak coupling limit. For this purpose, we

will introduce the integral transform Fn,m, whose aim is to interpolate between

the two sets of contours. More precisely, we define Fn,m such that we integrate

{ν1, . . . , νn} along the Fourier-Mellin contours 3.5 and {νn+1 . . . νn+m} along

the pinch-free contours 3.6. Note that the Fourier-Mellin contours are always

such that νi runs below νi+1, while in pinch-free contours νi alternatingly runs

below or above νi+1, depending on whether i is even or odd. This means

that only those Fn,m with odd m are valid contour prescriptions and we will

only encounter those in the process. In this parlance, we are starting with the

integral

R̃N = FN−5 [IN ] ≡ FN−5,0 [IN ] , (F.12)

where IN is the integrand for the N -point dispersion integral in eq. (3.30), and

it is our goal to rewrite this integral as F0,N−5 [IN ]. We will do this recursively

over the number of external particles N and assume that we have a well-defined

prescription for the dispersion integral of the N − 1-point ratio function.
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Let us also extend the shorthand for the kinematical dependence of the ratio

R̃ that we have introduced in (D.3) to the integrals Fn,m. As we have al-

ready mentioned before, the integrand in the dispersion integral will reduce to

a lower-point integrand when taking residues. Since the ratio is already de-

fined as an integral Fn,m, namely R̃N = FN−5,0 [IN ], the prescription for the

kinematical description extends naturally. In addition, we will need to iterate

this description through the recursion

Fk1,...,knn,m =
(
F{k1}n,m

){k2,...,kn−1}
. (F.13)

Then we have, for example,

R̃{3,1}6 =
(
R̃h1h2h3h4

( τ1 τ2 τ3z1 z2 z3 )
){3,1}

=
(
R̃h1h2h4

( τ1 τ2τ3
z1 −z2z3 )

){1}

= |z1|2πiΓR̃h2h4 ( τ2τ3
−z2z3 ) . (F.14)

With this at hand we can finally describe the contour deformations necessary

for the regularization of the Fourier-Mellin integral at finite coupling. Starting

from the ratio R̃N = FN−5,0 ≡ Fm,0 we will first change the contour of the ν1

integral,

Fm,0 = Fm−1,1 + F{1}m−1,0 , (F.15)

where F{1}m−1,0 is the residue we removed from the integration. F{1}m−1,0 corre-

sponds to an m− 1-fold Fourier-Mellin integral, and we have F{1}m−1,0 = R̃{1}N−1.

Removing the residue ν2 = ν3 from the m-fold Fourier-Mellin transform and

leaving the lower-point terms untouched, we get

Fm,0 = Fm−1,1 + F{1}m−1,0 = Fm−3,3 + F{3}m−2,1 + F{1}m−1,0 . (F.16)

Note that the residue ν2 = ν3 couples the contour prescription in the ν2 and

ν3 plane and hence fixes two contours at once. This ensures that we will

only encounter those Fn,m with consistent contour prescriptions. Iterating this

procedure until we find the desired integral F0,m, we have

Fm,0 = F0,m + F{1}m−1,0 +

bm/2c∑

i=1

F{2i+1}
m−2i,2i−1 . (F.17)

Since, by our assumption, we have already treated all lower-point cases R̃N−i,
we will now rewrite all lower-point residues that we introduced in the process

in terms of the R̃N−i. For this, we will need to deform the contours of the
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lower-point integrals in eq. (F.17) back to Fourier-Mellin contours. This can

be done recursively through the prescription

F{k1,...,kl}n,m = F{k1,...,kl}n+2,m−2 −F
{k1,...,kl,m}
n+1,m−2 , (F.18)

where the recursion ends with

F{k1,...,kl}n,1 = F{k1,...,kl}n+1,0 −F{k1,...,kl,1}n,0 , (F.19)

and where we set F0,0 = R̃5 = 1. Note that this does not imply F{k1,...,kl,1}0,0 =

1, because the bracket prescription for the kinematical dependence includes

factors of |zi|2πiΓ. More precisely, we have

F{1}0,0 = R̃{1}5 = (Rh1h2 ( τ1z1 ))
{1}

= |z1|2πiΓ,
F{3,1}0,0 = R̃{3,1}5 = (Rh1h2h3 ( τ1 τ2z1 z2 ))

{3,1}

= |z2|−2πiΓ (Rh1h2
( τ1z1 ))

{1}
= |z1|2πiΓ|z2|−2πiΓ ,

(F.20)

and no other combinations can show up. Following this prescription we find

the same regularization in the 7- and 8−point cases that was introduced in

refs. [1, 4]. Note that, while this prescription yields a valid regularization, it is

customary in the literature to regularize R̃6 with a principle value prescription.



Appendix G
Proof of the Factorisation
Theorem

G.1 Proof of the Factorization Theorem

In this section we will prove the factorisation theorem for LLA perturbative

coefficients introduced in the previous section. The proof at LLA illustrates

the basic strategy of the proof (also to higher logarithmic accuracies) and has

the benefit of not being too technical. We will therefore start by proving the

factorization theorem at LLA and consider the NLLA case afterwards. The

proof is structured in two parts: We will first prove the factorisation of MHV

amplitudes and later extend the proof to other helicity configurations. We

stress again that the factorization holds for perturbative coefficients that have

at least one index ij 6= 0 and hence we will consider only such cases. The proof

of factorization for MHV amplitudes relies on two claims that we are now going

to prove.

Claim 1. A perturbative coefficient corresponding to the Fourier-Mellin inte-

gral over the vacuum ladder with all equal helicities and with insertions that

are independent of ν1 . . . νi−1 and n1 . . . ni−1 only depends on ρi, . . . , ρN−5, i.e.

FN−5,0 [$N X(νi, ni, . . . , νN−5, nN−5)] = f(ρi, . . . , ρN−5). (G.1)
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Proof. Let us consider the MHV integral FN−5 [$N X(νi, ni, . . . , νN−5, nN−5)]

with i > 1, and let us focus on the ν1 integration. This integral takes the form

. . .

∫
dν1

2π

+∞∑

n1=−∞
z
iν1+n1/2
1 z̄

iν1+n1/2
1 z

iν2+n2/2
2 z̄

iν2+n2/2
2 (G.2)

× χh(ν1, n1)Ch(ν1, n1, ν2, n2) . . . ,

where the dots contain only quantities that are independent of ν1 and n1. Let

us now show that this integral is idependent of ρ1. From eq. (3.24), we can see

that only z1 and z2 depend on ρ1, and hence we will ignore the dependence

on zj with j > 2. Due to the z1 ↔ z̄1 symmetry of MHV amplitudes, we

can consider only the purely holomorphic part z̄1 → 0 with z1 fixed, which

corresponds to taking the residues at iν1 = n1/2 for n1 > 0. Summing these

residues we find

FN−5,0 [$N X]→ . . . χh(ν2, n2) [(1− z1)z2︸ ︷︷ ︸
=ρ2

]iν2+n2/2 . . .
(G.3)

and we see that the integral does not depend on ρ1. Note that it is at this step

that we require at least one of the indices ij to be non-zero. In order for the

ν1 integration to yield the desired result we need the contour prescription to

include the residue at ν1 = ν2 = 0, and hence we need to use Fourier-Mellin

contours. As we can see, there is a new impact factor χh(ν2, n2), which allows

us to iterate this procedure for all further ν integrations without insertions.

For two leading zeros without other insertions we find the same integral with

z1 replaced by ρ2, which yields

. . . χh(ν3, n3) [(1− ρ2)z3︸ ︷︷ ︸
=ρ3

]iν3+n3/2 . . .
(G.4)

Continuing this process, we see that

FN−5,0 [$N X] (ρ1, . . . , ρN−5) = f(ρi, . . . , ρN−5) , (G.5)

for some function f .

It follows directly from claim 1 that for some f ,

g̃
(`;0,...,0,il,...,iN−5)
+···+ (ρ1, . . . , ρN−5) ≡ f(ρj , . . . , ρN−5). (G.6)

Taking the soft limits kj → 0 for 1 ≤ j < l in the previous expression, we see

that

g̃
(`;0,...,0,il,...,iN−5)
+···+ (ρ1, . . . , ρN−5) ≡ g̃(`;il,...,iN−5)

+···+ (ρk, . . . , ρN−5) , (G.7)
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and through target-projectile symmetry a similar equation holds for tailing

zeros.

Claim 2. If f(ρ1, ρj1 , . . . , ρjk) depends on a subset of simplicial MRK coordi-

nates, then the convolution with some function g(z1) will depend on the same

subset with ρ1 added, i.e., we have

g(z1) ∗ f(ρ1, ρj1 , . . . , ρjk) = F (ρ1, ρj1 , . . . , ρjk) , (G.8)

for some function F .

The convolution in the r.h.s. of eq. (G.8) acts on z1 and all simplicial MRK

coordinates ρi are seen as functions of Fourier-Mellin coordinates zi with the

relation given in eq. (3.24).

Proof. Let us first change variables to simplicial coordinates based at z1 and

let us write ti ≡ t(1)
i . Then we have z1 = t1 and

ρ1 =
t1

tN−5
, ρ2 =

1− t1
1− tN−5

, ρi =
tj−1 − t1

tj−1 − tN−5
, 2 < i < N − 5 . (G.9)

Let us first consider the case j1 6= 2. Then the convolution integral takes the

form

g(z1) ∗ f(ρ1, ρj1 . . . , ρjk) (G.10)

=
1

π

∫
d2τ

|τ |2 g
(
t1
τ

)
f

(
τ

tN−5
,

tj1−1 − τ
tj1−1 − tN−5

, . . . ,
tjk−1 − τ

tjk−1 − tN−5

)
.

After shifting the integration variable τ → tN−5 τ and defining xj = tj/tN−5,

we see that the explicit dependence on tN−5 drops out and that the integral

can be written as a function F̃ of the xi only,

g(z1) ∗ f(ρ1, ρj1 . . . , ρjk) =
1

π

∫
d2τ

|τ |2 g
(x1

τ

)
f

(
τ,
xj1−1 − τ
xj1−1 − 1

, . . . ,
xjk−1 − τ
xjk−1 − 1

)

≡ F̃ (x1, xj1−1, . . . , xjk−1) .

(G.11)

Then, rewriting the integral in terms of simplicial MRK coordinates, we find

x1 =
t1

tN−5
= ρ1 , xj =

tj
tN−5

=
ρ1 − ρj+1

1− ρj+1
, j ≥ 2 , (G.12)

and hence that the integral depends on the same set of coordinates as before.
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Let us now consider the case j1 = 2. Then, after shifting the integration

variable and defining xj = tj/tN−5 the resulting function will still depend on

tN−5,

g(z1) ∗ f(ρ1, ρ2, ρj2 . . . , ρjk) = F̃ (x1, tN−5, xj2−1, . . . , xjk−1) . (G.13)

Upon verifying that tN−5 is only a function of ρ1 and ρ2,

tN−5 =
1− ρ2

ρ1 − ρ2
, (G.14)

we see that the integral depends, again, on the same set of coordinates as

before.

Proof of the factorisation theorem for LLA amplitudes. We will now

prove the factorization of LLA amplitudes using the properties of Fourier-Mellin

integrals we have just shown. We start by considering the MHV case. In order

to get a feeling for the structure of this proof, let us first argue that we can

construct perturbative coefficients piece by piece by inserting BFKL eigenvalues

E(z1) and relabelling simplicial MRK coordinates. Let us demonstrate this at

an easy example and construct the perturbative coefficient g̃
(4;0,2,0,0,1,0)
+···+ . We

start with the rightmost non-zero index, i5 = 1, and add zero indices on both

sides. From (G.7) and target-projectile symmetry it follows that

g̃
(2;0,0,0,1,0)
+···+ (ρ1, . . . , ρ5) = g̃

(2;1)
++ (ρ4) . (G.15)

In order to arrive at the desired perturbative coefficient, we need to insert two

leading-order BFKL eigenvalues into the integrand, and we have

g̃
(4;2,0,0,1,0)
+···+ (ρ1, . . . , ρ5) = E(z1) ∗ E(z1) ∗ g̃(2;0,0,0,1,0)

+···+ (ρ1, . . . , ρ5) . (G.16)

Then all we need to do is add another zero to the left by relabelling the sim-

plicial MRK coordinates in the previous expression (c.f. eqs. (G.7)) to find

g̃
(4;0,2,0,0,1,0)
+···+ (ρ1, . . . , ρ6) = g̃

(4;2,0,0,1,0)
+···+ (ρ2, . . . , ρ6). (G.17)

Then the factorization follows upon realizing that the perturbative coefficient

on the r.h.s. of eq. (G.16) only depends on ρ4 and following claim 2 the l.h.s.

only depends on ρ1 and ρ4. Let us now make this proof more rigorous.

We can prove the factorization theorem inductively over the number of exter-

nal particles N . Let us assume that the factorization theorem holds for all

perturbative coefficients up to N − 1 legs, and let us denote the perturbative
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coefficient with N legs by g̃
(`;i1,...,iN−5)
+...+ (ρ1, . . . , ρN−5). Let us also label all non-

zero indices in (i2, . . . , iN−5) by ia1 , . . . , iak , 2 ≤ aj ≤ N − 5. If i1 = 0, then

Claim 1 implies that we can drop the first index. The resulting function is an

(N−1)-point amplitude, where, by the induction hypothesis, eq. (3.81) applies,

and we have

g̃
(`;0,i2,...,iN5

)
+...+ (ρ1, . . . , ρN−5) = g̃

(`;i2,...,iN−5)
+...+ (ρ2, . . . , ρN−5)

= g̃
(`;ia1 ,...,iak )
+...+ (ρa1 , . . . , ρak) ,

(G.18)

in agreement with eq. (3.80).

Let us now consider the case i1 6= 0. Then we can write the perturbative

coefficient as the convolution of BFKL eigenvalues E(z1) with the corresponding

perturbative coefficient with i1 = 0,

g
(i1,i2,...,iN5

)
+...+ (ρ1, . . . , ρN−5) = E(z1)∗i1 ∗ g(0,i2,...,iN5

)
+...+ (ρ2, . . . , ρN−5)

= E(z1)∗i1 ∗ g(ia1 ,...,iak )
+...+ (ρa1 , . . . , ρak) ,

(G.19)

where in the last equality we have used that factorization holds for the per-

turbative coefficient with i1 = 0. The convolution in the last line only adds a

ρ1 dependence according to claim 2, which proves the factorization for MHV

amplitudes.

Let us now extend the previous proof to other helicity configurations. We will

again proceed by induction over the number of external legs or equivalently,

the number of indices ij . Let us assume that the factorization theorem (3.80)

holds for up to k indices and let us consider a perturbative coefficient with k+1

indices. If the first two helicities are not equal, we can write the perturbative

coefficient as the convolution of a helicity flip operator with a perturbative

coefficient whose first two indices are equal,

g
(`;i1...ik+1)
−+h3...hk+2

(ρ1, . . . , ρk+1) = H(0)(z1) ∗ g(`;i1...ik+1)
++h3...hk+2

(ρ1, . . . , ρk+1) . (G.20)

Then it follows from claim 2 that the factorization theorem holds when the

first two helicities are different if it holds when the first two helicities are equal.

Let us now assume that the first two helicities are indeed equal.

If i1 6= 0 we can use Fourier-Mellin convolutions to reduce the value of i1 to

zero,

g
(`;i1...ik+1)
++h3...hk+2

(ρ1, . . . , ρk+1) = E(z1)∗i1 ∗g(`−i1;0,i2...ik+1)
++h3...hk+2

(ρ1, . . . , ρk+1) . (G.21)

Then it follows from claim 1 and soft limits that we can delete the index i1 = 0.

Since the resulting perturbative coefficient has only k indices ij it follows from
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the induction hypothesis that the factorization theorem holds. To complete the

proof we need to perform the convolution integrals that we introduced to reduce

the index i1 to zero. Since these convolutions only act on z1, the factorization

theorem for LLA amplitudes follows upon using claim 2.

Proof of the factorisation theorem for NLLA amplitudes. In this

section we will prove the factorization of NLLA amplitudes in analogy to the

proof at LLA. We will start with the MHV case and then generalize the proof

to other helicity configurations. In the following, the same things often hold

for both g̃ and h̃ with the same indices and we will state equations that hold

for either of the two by using η ∈ {g̃, h̃}. Similarly to the LLA case, it follows

from claim 1 that we can drop leading indices i1, . . . , ij = 0 as long as there

are no insertions depending on νk, k ≤ j. More precisely, for j ≥ k, we have

η
j;(`;0,...,0,ik,...,iN−5)
+···+ (ρ1, . . . , ρN−5) ≡ ηj−k+1;(`;ik,...,iN−5)

+···+ (ρk, . . . , ρN−5) ,

η
(`;0,...,0,ik,...,iN−5)
j+1;+···+ (ρ1, . . . , ρN−5) ≡ η(`;ik,...,iN−5)

j−k+2;+···+ (ρk, . . . , ρN−5) . (G.22)

The proof at LLA relied on the fact that we could recursively build up all

perturbative coefficients using only convolutions acting on the variable z1. At

NLLA, there is an exception to this rule: The correction to a central emission

block C+
1,12 is a function of ν1 and ν2 and will therefore be a function of z1

and z2. Technically, we could still construct any such corrected perturbative

coefficient by adding 0 indices and convolutions acting on z1 only if we started

this process from a corrected central emission block. Then we would have, for

example,

η
(`+1;1,i1,i2)
3;++++ = E(z1) ∗ η(`;0,i1,i2)

3;++++ = E(z1) ∗ η(`;i1,i2)
2;+++ (ρ2, ρ3) . (G.23)

The problem is, however, that we need at least one insertion of a BFKL eigen-

value in the integrand if we want to work with Fourier-Mellin contours, and

hence the previous equation fails for i1 = i2 = 0. Subsequently, the observa-

tions made in LLA proof only allow us to show the desired factorization up to

zeros ’trapped’ between a corrected central emission block without any BFKL

insertions and the closest BFKL insertion,

η
(`;...,ij−2,0,...,0,ik 6=0,... )
j;+···+ (. . . , ρj−1, . . . , ρk, . . . ) . (G.24)

Let us now consider the N -point corrected perturbative coefficient η
(i+2;0,...,0,i)
2;+···+ ,

i > 0. If we can show that

η
(i+2;,0,...,0,i)
2;+···+ (ρ1, . . . , ρN−5) = η

(i+2;,0,0,i)
2;+···+ (ρ1, ρ2, ρN−5) , (G.25)
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then factorization for all MHV NLLA corrected perturbative coefficients fol-

lows. In order to prove this, let us have a closer look at the correction to the

central emission block,

c+1,12 =
(1

2

[
DE1 −DE2 + E1E2 + 1

4 (N1 +N2)2 + V1V2 + 2ζ2

+ (V1 − V2)
(
M12 − E1 − E2) + iπ(V2 − V1 − E1 − E2)

]

− 1

4
(E2

1 + E2
2 +N1V1 −N2V2)− 3

16
(N2

1 +N2
2 )− ζ2

)
.

(G.26)

As is easy to see, the correction to the central emission block c+1,12 is mostly

made up of building blocks that only depend on one νi and whose Fourier-Mellin

transform therefore depends only on one variable. For these contributions, the

previous arguments hold, and we have

FN−5[$NB
2
jE

i
N−5] = FN−5[$NB

2
jE

i
N−5](ρj , ρN−5) , (G.27)

FN−5[$NB1B2E
i
N−5] = FN−5[$NB1B2E

i
N−5](ρ1, ρ2, ρN−5) , (G.28)

for Bi depending only on νi and ni. The only terms posing a problem are the

ones including the building block M12.

We will now investigate the building block M12 and then show that the Fourier-

Mellin transform FN−5[$NM12VjE
i
N−5] for j ∈ {1, 2} is a function of only

ρ1, ρ2 and ρN−5. From equations (C.4) and (C.5), it is easy to verify that

M12 =
Dν1C

+
0,12

C+
0,12

+ F1 , (G.29)

where we have introduced the new building-block

F (ν, n) = −2ψ(1) + ψ
(

1 + iν − n

2

)
+ ψ

(
1− iν − n

2

)
. (G.30)

(G.31)

Using integration by parts we can then rewrite the integral as

FN−5

[
$N

D1C
+
0,12

C+
0,12

EiN−5

]
(G.32)

= FN−5[D1$NE
i
N−5]−FN−5

[
$N

D1χ0,11+

χ+
0,1

]
(G.33)

= FN−5[D1$NE
i
N−5] + iFN−5[$Nχ

+
0,1] (G.34)

= FN−5[D1$NE
i
N−5] + FN−5[$NV1]− 1

2
FN−5[$NN1] . (G.35)
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the derivative can be treated as before (c.f. eq. (4.70)). In particular, for i = 1,

we have

G0(z1) = G0(ρ1)− G0(ρ2) + G1(ρ2)− Gρ2(ρ1) . (G.36)

We already know that all terms in eq. (G.25) that do not contain the building

block M12 evaluate to functions of ρ1, ρ2 and ρN−5 only. Let us now show that

the same is true for the terms

f1 = FN−5[$NM12V1E
i
N−5] and f2 = FN−5[$NM12V2E

i
N−5] . (G.37)

Treating M12 as before, we find, for j ∈ {1, 2}

fj = FN−5[D1$NE
i
N−5] ∗ F [Vj ] + F [$NV1E

i
N−5] ∗ F [Vj ]

− 1

2
F [$NN1E

i
N−5] ∗ F [Vj ] +

1

2
F [$NF1E

i
N−5] ∗ F [Vj ] .

(G.38)

The last three terms take the form (G.27) and hence have the correct functional

dependence. For j = 1, we know that

FN−5[D1$NE
i
N−5] = G0(z1)FN−5[$NE

i
N−5]. (G.39)

The logarithm can be expressed in terms of ρ1 and ρ2 (c.f. eq. (G.36)) only and

the second factor corresponds to the LLA perturbative coefficient g̃
(i+1;i)
++ (ρN−5).

Therefore, the function in eq. G.39 only depends on ρ1, ρ2 and ρN−5. Follow-

ing Claim 2, convoluting the product of the two with a function of z1 must

therefore also be a function of ρ1, ρ2 and ρN−5 only. V2 is independent of ν1

and we can write

FN−5[D1$NE
i
N−5] ∗ F [V2] = FN−5[D1$NV2E

i
N−5]

= G0(z1)FN−5[$NV2E
i
N−5] .

(G.40)

We know already that FN−5[$NV2E
i
N−5] is a function of ρ2 and ρN−5 only

and G0(z1) only depends on ρ1 and ρ2. This shows that f2 must also be a

function of ρ1, ρ2 and ρN−5.

Therefore, η
(i+2;,0,...,0,i)
2;+···+ (ρ1, . . . , ρN−5) must be a function of ρ1, ρ2 and ρN−5

only. From the soft limits ρi → 0 for 3 ≤ i ≤ N − 6, we can immediately see

that eq. (G.25) holds. Then the factorization of NLLA perturbative coefficients

follows recursively like in the LLA case.

We will now extend the proof of factorization at NLLA to the non-MHV case

and we will again proceed by induction over the number of indices ij . For

this proof there is no conceptual difference between insertions of leading-order
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BFKL eigenvalues and next-to leading-order BFKL eigenvalues. Their Fourier-

Mellin transformations are both functions of only one variable and they both

only appear as insertions into faces with non-zero index ij . For perturbative

coefficients with a corrected BFKL eigenvalue the LLA proof holds and we

will therefore only explicitly consider corrections to the BFKL ladder. Let

us first consider the perturbative coefficient η
(`;i1,...,in−1)
j;h1...hn

for j > 2. For these

perturbative coefficients we can proceed as in the LLA case. If the first helicities

are not equal we can factor out a leading order helicity flip kernel and only

consider the case with two equal helicities η
(`;i1,...,in−1)
j;++h3...hn

and the induction step

holds as in the LLA proof.

Let us now consider a corrected perturbative coefficient with a corrected impact

factor, η
(`;i1,...,in−1)
1;h1...hn

. We can factor out the Fourier-Mellin transform of the

correction to the impact factor κh1
1 (ν1, n1) to find

η
(`;i1,...,in−1)
1;h1...hn

= F [κh1
1,1](z1) ∗ η(`−1;i1,...,in−1)

h1...hn
. (G.41)

The perturbative coefficient on the r.h.s. of eq. (G.41) is a LLA perturbative

coefficient for which we have already shown that it factorizes. Then Factoriza-

tion for the NLLA perturbative coefficient on the l.h.s. follows from claim 2.

All that is left to show is that factorization holds for corrected perturbative

coefficients η
(`;i1,...,in−1)
2;h1...hn

. If one of the indices i1 or i2 is non-zero then let

us consider the corresponding perturbative coefficient under target-projectile

symmetry, η
(`;in−1,...,i1)
n−1;hn...h1

. We can use the recursion from the LLA proof to

show that factorization holds for η
(`;in−1,...,i1)
n−1;hn...h1

where the recursion starts from

η
(`′;i2,i1)
2;h2h1

. We will therefore consider the case where i1 = i2 = 0. We know that

factorization holds for the LLA perturbative coefficient

η0 = η
(`−1;0,0,i3,...,in−1)
h1...hn

, (G.42)

so it is enough to show that η
(`−1;0,0,i3,...,in−1)
2;h1...hn

has the same functional depen-

dence with ρ1 and ρ2 added.

Let us again consider the terms in ch2
1,12 that are independent of M12. We can

group those terms into three categories: Terms with two insertions that depend

on ν1, terms with two insertions depending on ν2 and those with one insertion

each. From claim 2 it follows directly that

η
(`−1;0,0,i3,...,in−1)
h1...hn

∗ F [B1(ν1, n1)] ∗ F [B2(ν1, n1)] (G.43)
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depends on the same set of simplicial MRK coordinates as η0 with ρ1 added.

If h1 = h2 we have

η
(`−1;0,0,i3,...,in−1)
h1...hn

∗ F [B1(ν2, n2)] ∗ F [B2(ν2, n2)]

= η
(`−1;0,i3,...,in−1)
h2...hn

∗ F [B1(ν2, n2)] ∗ F [B2(ν2, n2)] .
(G.44)

Upon relabelling of all indices ij → i′j−1, ρj → ρ′j−1, the term on the r.h.s.

corresponds to a convolution in z′1 and hence introduces at most a dependence

on ρ′1 = ρ2. Iterating the two cases, we find that

η
(`−1;0,0,i3,...,in−1)
h1...hn

∗ F [B1(ν1, n1)] ∗ F [B2(ν2, n2)] (G.45)

introduces both ρ1 and ρ2. If the first two helicities are not equal we can factor

out a leading-order helicity flip to get

η
(`−1;0,0,i3,...,in−1)
h1h2...hn

∗ F [B1(ν1, n1)] ∗ F [B2(ν1, n1)]

=
(
H(0)

1 ∗ η
(`−1;0,0,i3,...,in−1)
h2h2...hn

)
∗ F [B1(ν2, n2)] ∗ F [B2(ν2, n2)]

= H(0)
1 ∗

(
η

(`−1;0,0,i3,...,in−1)
h2h2...hn

∗ F [B1(ν2, n2)] ∗ F [B2(ν2, n2)]
)
.

(G.46)

Then the previous arguments hold for the term in brackets in the last line and

the helicity flip adds at most ρ1.

The terms involving the building block M12 can be treated similarly. As in the

MHV case, we can replace M by a sum of building blocks depending only on

ν1 or ν2 as well as a term corresponding to a total derivative. Except for the

relation

iχ+
0,1 = V1 −

1

2
N1 , (G.47)

the previous considerations were independent of the helicity configuration and

other insertions depending only on (νj , nj) for j > 2. Therefore, after realizing

that

iχ−0,1 = V1 +
1

2
N1 , (G.48)

we find that the insertions M12 ∗ Vi for i = 1, 2 only add a dependence on ρ1

and ρ2.

We have shown that η
(`;i1,...,in−1)
2;h1...hn

has the same functional dependence as the

corresponding LLA coefficient η
(`−1;i1,...,in−1)
h1...hn

witn ρ1 and ρ2 added. This is

exactly the functional dependence that we expect according to factorization.

With this as additional starting point of the recursion introduced at LLA, the

factorization of corrected perturbative coefficients at NLLA follows inductively.



Appendix H
The Banana Integral in Terms of
eMPLs

In this chapter we present the solution (M̃1, M̃2, M̃3)ᵀ to the banana graph in

terms of iterated integrals of modular forms that was computed in chapter 5.

The solution is given as

CkM̃
(0)
k = −13319

96π2
ΓkAS ( 0 3

1 0 ) +
2679

160π2
ΓkAS ( 0 5

1 4 )− 77

10π2
ΓkAS ( 0 3

2 0 ) (H.1)

− 2911

15π2
ΓkAS ( 0 0

3 2 ) +
20261

1440π2
ΓkAS ( 0 1

3 4 ) +
577

60π2
ΓkAS ( 0 2

3 5 )

− 22841

120π2
ΓkAS ( 0 4

3 1 ) +
1639

180π2
ΓkAS ( 0 4

3 5 )− 755827

7200π2
ΓkAS ( 0 5

3 0 )

− 1371547

2160π2
ΓkAS ( 0 5

3 2 ) +
969431

720π2
ΓkAS ( 0 5

3 3 )− 1011209

2160π2
ΓkAS ( 0 5

3 5 )

+
77

20π2
ΓkAS ( 0 3

4 0 )− 70291

480π2
ΓkAS ( 0 3

5 0 ) +
2679

160π2
ΓkAS ( 0 5

5 4 )

− 10409

90π2
ΓkAS ( 1 0

0 3 ) +
2197

300π2
ΓkAS ( 1 5

0 5 )− 893

120π2
ΓkAS ( 1 0

1 3 )

+
665

6π2
ΓkAS ( 1 3

1 0 )− 57739

288π2
ΓkAS ( 1 0

2 1 ) +
36031

1440π2
ΓkAS ( 1 0

2 5 )

− 140

3π2
ΓkAS ( 1 3

2 0 ) +
14

5π2
ΓkAS ( 1 3

2 3 ) +
22867

360π2
ΓkAS ( 1 3

3 0 )
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− 2069

40π2
ΓkAS ( 1 4

3 3 )− 1427

40π2
ΓkAS ( 1 0

4 3 ) +
847

40π2
ΓkAS ( 1 0

4 4 )

+
7343

60π2
ΓkAS ( 1 3

4 0 )− 1579

120π2
ΓkAS ( 1 0

5 3 )− 55

8π2
ΓkAS ( 1 0

5 4 )

+
6207

40π2
ΓkAS ( 2 0

0 3 )− 386267

720π2
ΓkAS ( 2 0

0 4 )− 2197

40π2
ΓkAS ( 2 1

0 0 )

− 386267

360π2
ΓkAS ( 2 4

0 2 ) +
386267

360π2
ΓkAS ( 2 4

0 4 )− 72913

360π2
ΓkAS ( 2 3

3 0 )

+
1481

20π2
ΓkAS ( 2 3

3 3 ) +
665

12π2
ΓkAS ( 2 3

4 0 ) +
893

60π2
ΓkAS ( 2 0

5 3 )

− 1367

30π2
ΓkAS ( 3 0

3 5 )− 188113

10800π2
ΓkAS ( 3 2

3 0 ) +
105

2π2
ΓkAS ( 3 3

3 1 )

+
263

3π2
ΓkAS ( 3 3

3 2 ) +
1582769

10800π2
ΓkAS ( 3 4

3 0 )− 1555

8π2
ΓkAS ( 3 5

3 0 )

+
77

10π2
ΓkAS ( 3 3

4 0 ) +
203

30π2
ΓkAS ( 3 0

5 3 )− 21

2π2
ΓkAS ( 3 3

5 3 )

+
14

5π2
ΓkAS ( 3 3

5 4 ) +
8141

120π2
ΓkAS ( 4 0

1 3 ) +
1271

24π2
ΓkAS ( 4 3

1 0 )

− 1271

24π2
ΓkAS ( 4 3

1 3 )− 386267

720π2
ΓkAS ( 4 0

2 2 ) +
386267

720π2
ΓkAS ( 4 2

2 0 )

+
386267

720π2
ΓkAS ( 4 2

2 2 )− 665

6π2
ΓkAS ( 4 3

2 0 )− 386267

720π2
ΓkAS ( 4 4

2 0 )

− 31277

360π2
ΓkAS ( 4 3

3 0 )− 147

5π2
ΓkAS ( 4 3

3 3 )− 386267

360π2
ΓkAS ( 4 2

4 0 )

+
386267

720π2
ΓkAS ( 4 4

4 0 )− 253

180π2
ΓkAS ( 4 0

5 3 )− 1111

10π2
ΓkAS ( 4 3

5 0 )

− 41

12π2
ΓkAS ( 4 3

5 2 ) +
221

60π2
ΓkAS ( 4 3

5 3 ) +
48

5π2
ΓkAS ( 5 0

1 1 )

+
519

40π2
ΓkAS ( 5 0

1 3 )− 77

2π2
ΓkAS ( 5 3

1 3 ) +
70

π2
ΓkAS ( 5 4

1 0 )

+
168

5π2
ΓkAS ( 5 5

1 0 )− 1045553

720π2
ΓkAS ( 5 0

2 2 ) +
231407

270π2
ΓkAS ( 5 0

2 3 )

+
1127

60π2
ΓkAS ( 5 3

2 0 ) +
518

5π2
ΓkAS ( 5 3

2 3 ) +
2069

40π2
ΓkAS ( 5 0

3 3 )

− 9379

360π2
ΓkAS ( 5 3

3 0 )− 126

5π2
ΓkAS ( 5 4

3 0 ) +
126

5π2
ΓkAS ( 5 5

3 0 )

− 21637

160π2
ΓkAS ( 5 0

4 1 )− 1579

160π2
ΓkAS ( 5 0

4 5 ) +
518

5π2
ΓkAS ( 5 1

4 1 )
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+
223

10π2
ΓkAS ( 5 3

4 0 ) +
24

5π2
ΓkAS ( 5 4

4 0 ) +
14

5π2
ΓkAS ( 5 4

4 5 )

− 208783

144π2
ΓkAS ( 5 0

5 1 ) +
1078601

2160π2
ΓkAS ( 5 0

5 3 )− 141

10π2
ΓkAS ( 5 0

5 5 )

− 37841

2700π2
ΓkAS ( 5 2

5 0 ) +
321817

2700π2
ΓkAS ( 5 3

5 0 )− 136121

2700π2
ΓkAS ( 5 4

5 0 )

+
12277

300π2
ΓkAS ( 5 5

5 0 )

where ΓkAS are antisymmetric combinations

ΓkAS ( r1,r2s1,s2 ) = Γ̃
(

0 ··· 0
0 ··· 0︸ ︷︷ ︸

(3−k)−times

k
z1 ; z2, τ

)
− Γ̃

(
0 ··· 0
0 ··· 0︸ ︷︷ ︸

(3−k)−times

k
−z1 ; z2, τ

)
(H.2)

with zi = ri/6 + τsi/6, and where the prefactors Ck are given by

C1 = 12π2 C2 = 6π C3 = 1 . (H.3)
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