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Preface
Preface

T he Large Hadron Collider (LHC) at CERN is a 26.7 km two-ring, synchrotron accelerator
and collider that initially approved for construction as a “missing magnet machine”

in two stages and routinely started its operation in November 2009. By colliding high-
and lower-intensity proton and lead—recently also xenon—beams with momentum of up
to 6.5 and 6.5Z TeV, LHC has set new world records at the beginning of 2015 and the end
of 2016, respectively. The achieved particle momenta correspond to unrivaled regimes in
terms of the stored beam energy in both the proton and heavy ion programs, reaching
values of more than 310 MJ. To bend and focus such rigid beams LHC is equipped with over
one thousand superconducting magnets, most of which are operated at temperatures as
low as 1.9 K, which can quench, if tiny fractions of the stored beam energy are deposited
inside their coils. This hence puts high demands on the collimation system, which so
far provided excellent cleaning with proton beams, whereas the cleaning performance
has been sufficient for the heavy ion operation, characterized by high production yield of
effectively off-momentum ion fragments.

In most years the LHC apparatus is reconfigured for a month-long heavy ion run. How-
ever, asymmetric collisions were not included in the LHC design, and hence the physics
case was based on a luminosity of 1.15 × 1029 cm−2s−1 at a beam energy of 7Z TeV (“de-
sign” parameters). Following up on a feasibility test and pilot physics Fill in October 2011
and September 2012, respectively, the first one month-long run took place in January
2013, meaning asymmetric proton-nucleus collisions remain a novel mode of operation
at LHC. The 2015 operational period with heavy ions started with a “reference” proton run
at 2.51 TeV to obtain the same center-of-mass energy as in the proton-nucleus run of
2013. For the same reason, the ensuing PbPb operation in November–December 2015
was carried out at an energy of 6.37Z TeV. The second proton-nucleus collision run
in November–December 2016 offered the tremendous opportunity to answer a range of
crucial physics questions, yet opening up the possibility to measure, for the first time in
heavy ion collisions, various large-mass elementary particles, like the top quark. Despite
the complex strategy for repeated recommissioning and operation of LHC, the peak lumi-
nosity surpassed the design value by a factor 7.8, and the amount of integrated luminosity
substantially exceeded the requests of the majority of the LHC experiments.

The Compact Muon Solenoid (CMS) is one of the seven experiments at LHC, featuring a
superconducting solenoid of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, while forward calorimeters extend the pseudorapidity coverage up to
±5.2. Muons are detected in gas-ionization chambers embedded in the steel flux-return
yoke outside the solenoid. CMS is therefore particularly suited for a global event descrip-
tion that aims to reconstruct and identify most of the produced particle types (photons,
electrons, muons, charged and neutral hadrons), with an optimized combination of infor-
mation from the various subdetectors. Events of interest are selected in real time using a
two-tiered trigger system which reduces the event rate from the bunch crossing frequency
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to around 1 kHz before data storage.

For almost all measurements performed at LHC, one crucial ingredient is the precise
knowledge about the integrated luminosity. Despite being a key parameter in any particle
collider, the task of calibrating its absolute scale has been proven particularly challenging
at hadron colliders. The determination and precision of the integrated luminosity have
direct implications on cross section measurements, and its instantaneous measurement
gives essential feedback on the conditions at the experimental insertions and the accel-
erator performance. To determine the absolute luminosity dedicated beam-separation
techniques are used, the so-called “van der Meer scans.” With the exception of the refer-
ence proton and heavy ion runs, these scans are not typically performed during normal
physics operation, but under carefully controlled conditions and with beam parameters
tailored to achieve the desired precision of O(2–4%). More recently, the advent of vertex-
based “beam-imaging” techniques opened up interesting perspectives.

Soon after the discovery of the bottom quark [1], the quest for the top quark had
begun. The search carried out for nearly 20 years because the mass of the top quark
turned out to be unexpectedly large, around 40 times the mass of the bottom quark.
The first study from the CDF Collaboration [2,3] included the results from the 1992-1993
run at the Fermilab Tevatron Collider, firmly established the existence of the top quark
(Fig. 1a). Simultaneous reports from CDF [4] and DØ [5] Collaborations later provided
sufficient statistical significance to definitively claim its observation from the 1994–1995
run. The discovery of the top quark in nuclear collisions had to further wait another
20 years for the 2016 proton-nucleus run at the CERN LHC, as illustrated in Fig. 1b and
described in the following. Of the heavy particles expected in the standard model, only
the τ lepton and the Higgs boson have not yet been detected in nuclear interactions.

(a) (b)

Figure 1: The top quark mass as first reconstructed in samples of (a) proton-antiproton [2,
3] and (b) proton-nucleus [TH1] collisions at 1.8 and 8.16 TeV, corresponding to integrated
luminosities of 19.3 pb−1 and 174 nb−1 [TH2] (equivalent to 36 pb−1 of nucleon-nucleon
collision data), respectively.

At hadron colliders the higher the center-of-mass energy the more top quarks are
produced in pairs (tt). The large top quark mass uniquely provides a hard scale for the
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associated cross section (σtt), a quantum chromodynamics (QCD) process determined
with high accuracy based on perturbation expansions. Using the data sample of 27.4 ±
0.6 pb−1 [TH3] collected by the CMS experiment during the proton-proton run at 5.02 TeV in
2015, the first measurement of the inclusive tt cross section is presented for events with
one or two high-pT leptons (electrons or muons), and at least two jets. The measurement is
separately performed in four final states, i.e., using `+jets (` = e, µ) and dilepton (e±µ∓ and
µ±µ∓) events, and is then obtained from the combination of the individual measurements.
The result is σtt = 69.5±6.1 (stat)±5.6 (syst)±1.6 (lumi) pb, with a total relative uncertainty
of 12% [TH4], which is consistent with the standard model prediction (Fig. 2).

Measurements of σtt at various center-of-mass energies (
√
s) probe different values of

x, the fractional momentum of the proton carried by the partons, and thus can provide
complementary information on the parton distribution functions (PDFs). The impact of
the measured cross sections in the determination of the proton PDFs is studied in a QCD
analysis at next-to-next-to-leading order. A moderate decrease of the uncertainty in the
gluon distribution is observed in the less-explored kinematic range of x & 0.1, consistent
with the expectation of the high-x region being probed at

√
s = 5.02 TeV. Future measure-

ments of σtt in nucleus-nucleus collisions at the same nucleon-nucleon center-of-mass
energy (

√
sNN ) would profit from the availability of such a reference measurement, without

the need to extrapolate from measurements at different
√
sNN .

Center-of-mass energy [TeV]
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Figure 2: Top quark pair production cross section in proton-nucleus [TH1] and proton-
proton [TH4] collisions as function of the center-of-mass energy; the measurements
from the CMS Collaboration in the dilepton and `+jets final states are compared to the
NNLO+NNLL theory predictions employing state-of-the-art proton and nuclear PDFs. The
total experimental error bars (theoretical error bands) include statistical and systematic
(PDF and scale) uncertainties added in quadrature.

The feasibility of top quark measurements in nuclear collisions is demonstrated with
the first observation of the tt process [TH1], using 174 ± 6 nb−1 [TH2] of proton-nucleus
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collisions at the higher
√
sNN = 8.16 TeV. The measurement is performed by analyzing

events with exactly one isolated electron or muon and at least four jets. The inclusive cross
section that is simultaneously measured in the two final states is σtt = 45±8 (total) nb, con-
sistent with perturbative QCD calculations—employing state-of-the-art nuclear PDFs—as
well as the expectations from scaled proton-proton data (Fig. 2). The statistical sig-
nificance of the tt signal against the background-only hypothesis is above five standard
deviations. This first measurement paves the way for further detailed investigations of top
quark production in nuclear interactions, providing, in particular, a new tool for studies
of the strongly interacting matter created in nucleus-nucleus collisions.

With a total of only about eight weeks of operational experience, the luminosity with
asymmetric proton-nucleus collisions surpassed the design value, and the threshold
could have been pushed even further if the luminosity were not restrained for machine
protection reasons. The long-term integrated luminosity goal of 100 nb was clearly sur-
passed in some experiments, albeit it represented the last proton-nucleus run for several
years.

When proton and lead collide with each other again, one can reasonably expect to
manage the luminosity debris better, to further increase the proton bunch intensity, and
to deliver a few times more integrated luminosity than in 2016 within a similar time frame.
At the long interval before the next run, the number and intensity of lead bunches meant
for nucleus-nucleus collisions should increase substantially. Meanwhile, the excellent
performance achieved in the 2018 PbPb run brought LHC one step closer to its high-
luminosity era [6]. A series of improvements both in LHC and its injector chain, including
an increase in the average colliding bunch intensity and a decrease in the nominal bunch
spacing, resulted in reaching about six times higher the instantaneous luminosity than
the design value of 1 × 1027 cm−2s−1.
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A fter the discovery of the top quark more than 20 years ago, top quark produc-
tion cross sections, increasingly dominated by gluon fusion processes with higher

center-of-mass energies, have been meticulously studied using hadron-hadron collisions.
The rich variety of results from the LHC experiments are complemented with increasingly
accurate theoretical predictions of heavy quark production and decay. Measurements
of the top quark production provide a benchmark test of the standard model at energy
scales much larger than those typically involved for the other quarks. The large top quark
mass (mtop), which lies remarkably close to the vacuum expectation value of the Higgs
field, sets a scale for higher order perturbative calculations in quantum chromodynamics
(QCD).

The proton structure can be extensively probed combining measurements of top quark
production at various center-of-mass energies since they exhibit sensitivity on different
values of Bjorken x & 2mtop/

√
s, and hence can provide complementary information on

the gluon distribution, as well as light quarks. The energies and large data samples
available at LHC have already allowed to measure various large-mass elementary parti-
cles, for the first time, in nuclear collisions. Compared to hadron-hadron collisions, and
based on parametrizations of nuclear modifications to the free nucleon densities, the in-
clusive top pair production is expected to be mildly enhanced because of an overall net
gluon antishadowing, with different regions of their differential distributions being de-
pleted as a result of shadowing or EMC-effect corrections. Novel physics opportunities are,
in turn, opened up such as constraints of nuclear parton densities in less explored kine-
matic ranges, and studies of the dynamics of heavy-quark energy loss in the quark-gluon
plasma, a deconfined QCD state of matter.
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Chapter 1. Introduction

1.1 Setting the scene

With a mass close to the one of a gold atom, yet a size less than 10−3 fm, the top quark
is the heaviest elementary particle known. When the top quark was independently discov-
ered by the CDF [4] and DØ [5] Collaborations in 1995 at the Tevatron proton-antiproton (pp)
collider, a decades-long search for one of the last missing pieces of the standard model
(SM) had come to an end. Despite an early blunder, that had resulted in claiming a “clear
signal” compatible with a W boson decaying into a 40 GeV top quark in 1984 [7], indirect
hints of a large top quark mass (� 50 GeV) later came from significant flavor oscillation
frequencies in B0

d meson mass eigenstates and electroweak (EW) precision data from LEP

Collaborations and SLD experiment [8]. In Fig. 1.1, the limits on the top quark mass,
mtop, as a function of time are compared to direct measurements at the Tevatron, the
CERN LHC, and their combination. The indirect determination within the framework of the
SM adheres to a remarkably good agreement with the direct measurements. It is thus
interesting to note that the top quark influences predictions regarding the stability of the
Higgs field and its effects on the evolution of the Universe as well as the sensitivity of SM
consistency checks.

Figure 1.1: Prediction of the top quark mass as a function of time as obtained by various
analysis groups using electroweak precision data. The bands indicate the 68% confidence
level. The direct measurements after the top quark discovery are displayed by the data
points [9]. The good agreement between the top quark mass measured directly and the
predicted mass determined indirectly from measurements at the Z pole is a convincing
illustration of the validity of radiative corrections.

1.1.1 A special role in the EWSB mechanism?

The SM describes the fundamental elementary fields, that propagate in flat spacetime,
and their interactions. The internal symmetry of the SM is

SU(3)C × SU(2)L × U(1)Y
EWSB
−−−−−→ SU(3)C × U(1)Q ,

where U(1)Y is a U(1) symmetry related to the hypercharge, Y , the SU(2)L symmetry acts
only on doublets of left handed Dirac spinors (fermions), and SU(3)C is a non-Abelian local
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1.1 Setting the scene

symmetry with additional self-interacting (“coloured”) terms from the gluon field strength.
The SU(2)L × U(1)Y Lagrangian also includes a complex scalar doublet field, the Higgs
doublet, whose symmetry is broken when the latter acquires a vacuum expectation value
(VEV). The VEV should be electrically neutral, and perturbations around the ground state,
υ, can be described by the unitary gauge that gives a convenient physical interpretation:
the Higgs field is the real scalar field [10–15]. Interaction terms between the Higgs field and
the gauge bosons break the symmetry via their mass terms (W±, Z) that are proportional
to υ2, while the new unbroken U(1)Q symmetry describes the massless gauge boson (γ).
The SM “lives” at the energy scale of υ = 246 GeV [16] that triggers the EW symmetry
breaking (EWSB) of the Higgs doublet. On the one hand, the discovery of a Higgs boson
at the CERN LHC [17–19] and measurements of its properties, e.g., Ref. [20], consolidate
the SM. On the other hand, producing particle collisions with energies above this scale is
bound to probe the mechanism of EWSB, i.e., whether it is given by an elementary Higgs
boson or by some alternative dynamics.

The corresponding SM Lagrangian, LSM, is invariant under the Poincaré group, and
can be divided into four parts:

LSM = LGauge +LMatter +LHiggs +LYukawa .

The LGauge term refers to the kinetic terms and interactions among the gauge bosons. The
LMatter term includes the interactions of the fermionic particles with the gauge bosons
through covariant derivatives. The LHiggs term includes the Higgs self-interaction terms,
the interactions between the Higgs and the gauge bosons and the EW gauge boson mass
terms. Finally, theLYukawa term describes the interactions between the Higgs field and the
fermions as well as the fermion mass terms. The LagrangianLSM contains 19 independent
parameters in total: nine fermion (excluding the neutrino) masses, the mass of the Higgs
and the VEV, three gauge couplings, three mixing angles and one CP-violating phase in
the Cabibbo–Kobayashi–Maskawa (CKM) matrix, the latter accounting for the fact that the
flavor and mass eigenstates are different for quarks. It is thus evident that the Yukawa
sector accounts for nearly two-third of all free SM parameters.

In the SM, the quark and lepton masses have to be thus “inserted” through adjustable
parameters that describe how feebly or strongly each type interacts with the Higgs boson.
For a top quark the Yukawa coupling, y =

√
2mυ , is almost exactly unity, unlike for any

other fermion. This relatively strong coupling with the Higgs boson suggests that the top
quark may play a special role in the mechanism of EWSB. Quadratically divergent radia-
tive corrections appear in the computation of the Higgs boson mass and are dominated
by top quark loop contributions. Repeating the exercise of indirect determination of mtop

from global SM fits to EW precision data is thus essential for testing the overall SM con-
sistency. A scan [9] of the confidence level profile of W boson mass versus mtop is shown
in Fig. 1.2a for the scenarios where the direct Higgs boson measurements [21, 22] are
included (blue) or not (grey) in the fit. Both contours agree with the direct measurements
(green bands and ellipse).

In addition, owing to its large value, the top quark mass has a direct impact on
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Chapter 1. Introduction

extrapolations of the EWSB- to high-energy scales. Radiative corrections can drive the
Higgs boson self-coupling (λ) towards zero or even negative values, potentially leading
to an unstable vacuum. The determination of the energy scale (µ) where the vacuum
becomes unstable, either requiring or not beyond the SM (BSM) physics at lower energies
like the EWSB scale, is strongly influenced by the precision of the measurements in the top
quark sector and their unambiguous interpretation in a clear theoretical framework: In
Fig. 1.2b µ varies by several orders of magnitude under a seemingly insignificant variation
of ±2 GeV in mtop. Last but not least, the indication of a flat Higgs potential (λ = 0) at very
high µ values could imply the possibility that the Higgs boson plays the role of the scalar
field in the early universe, an appealing phenomenological consequence, e.g., Ref. [23].

(a)

(b)

Figure 1.2: (a) Contours at 68% and 95% confidence level obtained from scans of fits [9]
with the W boson and top quark mass fixed. The corresponding direct measurements are
excluded from the fit. The narrower blue and larger grey allowed regions are the results of
the fit including and excluding the Higgs boson mass measurement [24], respectively. The
horizontal bands indicate the ±1σ regions of the world averages used for the W boson [16]
and top quark mass [25]. A theoretical uncertainty of 0.5 GeVis added to the direct top
mass measurement to take into account nonperturbative effects that are deemed to be
of O(ΛQCD). (b) Renormalization-group evolution of the Higgs boson self-coupling varying
the top mass, strong SU(3)C coupling, and Higgs boson mass within a range of ±3σ [26].
Residual theoretical uncertainty [27] is safely smaller than the experimental uncertainty,
dominated by the uncertainty in the determination of the top quark mass.

1.1.2 Theory predates experiment; experiment keeps a tight rein on theory

The basic tool to study top quark is a high energy particle collider. For instance, the
dominant production of top quark pairs (tt), which is a quantum chromodynamics (QCD)
process, is accessible both at lepton and hadron (Fig 1.3) colliders, provided the

√
s value

of the collisions is above the production threshold of twice mtop. The SM predicts the EW
production of single top quarks in addition to the dominant tt process [TH5], while the
associated production of top quarks with the EW gauge bosons or the Higgs boson is also
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1.1 Setting the scene

possible [TH6]. A natural question can be then addressed: how theory and experiment
have coped with the broad range of studies in top quark physics, from inclusive production
cross sections and precise measurements of the top quark mass and of its couplings to a
variety of searches for BSM physics with top quarks [TH7].

(a) (b)

(c) (d)

Figure 1.3: The Feynman diagram approach is based on perturbation theory assuming
that the coupling constants that appear in the vertices are parameters smaller than
one. In this case, representative diagrams [28] are given for tt production at the lowest
(“leading”) order in the strong coupling constant: qq annihilation (a) and gg fusion in the
t- (b), s- (c), and u-channel (d) configuration. The inclusion of diagrams with real and
virtual corrections defines the order of a calculable observable in αs.

The probability (cross section), σ, for any process can be expressed as a weighted
product of a high-energy (“hard”) parton-parton scattering multiplied with parton distri-
bution functions (PDFs), integrated over all parton momenta and summed over all parton
types (“phase space”):

σ =

partons∑
j, k

1∫
0

dxjdxkfk(xk , µ2
F)σ̂(sxjxk , µF, αs) .

While the hard scattering cross section, σ̂, is process specific and can be computed in
perturbative QCD at different levels of accuracy, PDFs, fi(xi , µ2

F), are deemed universal
functions that describe the probability to find a parton i with a given longitudinal mo-
mentum fraction xi (Fig. 1.4), when the hadron is probed at a momentum transfer scale
of Q2 = µF. The PDF parameterization absorbs all long-distance effects in the initial state,
and ultraviolet divergences in σ̂ are treated with a renormalization procedure of the strong
coupling constant, αs, introducing an additional energy scale (µR). The “default” (but not
unique) choice of energy scales are process specific, e.g., for tt production a typical choice
is mtop.

Inclusive cross sections and distributions are already known to the impressive level of
a few percent in uncertainty. Top pair and single top production can be computed fully-
differential at next-to-next-to leading order (NNLO) in perturbative QCD for stable tops [29]
(and References therein), and recently NNLO corrections can also describe the decay
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products differentially in both production and decay subprocesses [30]. The fixed-order
predictions are often supplemented with various resummations—typically at next-to-next-
to-leading logarithm (NNLL) accuracy—which stabilize the predictions against the effects
of large logarithms. Since the expected hierarchy between the strong and electroweak
interactions may not be respected at such large scales, electroweak corrections are thus
also studied at this level of accuracy, including even photon-induced contributions from
the hadron content [31].

(a) (b)

Figure 1.4: The proton gluon PDF as a function of the longitudinal momentum x as
determined from the (a) ABMP16 [32], CT14 [33], MMHT14 [34], NNPDF3.0 [35], (b) HER-
APDF2.0 [36], and JR14 [37] sets with their ±1σ uncertainties at a factorization scale
equal to the Z boson mass. The distributions are normalized to the central values from
ABMP16 for comparison [32].

QCD color confinement requires the final state particles to be color-neutral, but the
process of turning partons into hadrons cannot be treated perturbatively, and it thus
relies on phenomenological models. To compare calculations to data software tools are
used based on the Monte Carlo (MC) method that simulates hadron-hadron collisions.
“General-purpose” MC event generators, e.g., as described in Refs. [38–41], can automat-
ically compute the full set of contributions to the hard process at NLO given the Feynman
rules of the underlying theory (both SM and BSM). For most of the processes, the nor-
malization of the MC event generation is corrected to match the most precise calculation,
ignoring the effect that higher-order corrections may cause on the shape of kinematic
observables.

The final process of turning partons into hadrons is separated into two steps; a prob-
abilistic method to model the fragmentation of partons that effectively resums soft and
collinear radiation (parton shower), and hadron formation (hadronization). To avoid
double-counting parton emissions due to higher order processes, specialized matching
and merging techniques (e.g., Refs. [42–44]) are available to consistently interface NLO
MC event generators to the parton shower, typically to leading-logarithmic (LL) precision.
Frameworks have been recently developed to consistently match additional sets of NLO
calculations to parton showers, including the treatment of the top quark propagator in
the narrow-width approximation as well as keeping the top quarks off their mass shell
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1.1 Setting the scene

(e.g., Ref. [45]). Hadronization is described with phenomenological approaches that are
subjected to scrutiny, e.g., Refs. [46–48], and with the most popular being the Lund
string [49–51] and the cluster [52] models, albeit their unique implementation has been
lately questioned in view of multiparticle production effects, with two typical examples
being the enhanced strangeness production [53] and the formation of a “ridge.” [54–56]

Throughout this thesis, data are compared to the predictions of different generator
settings for the tt (“signal”) and other SM (“background”) processes. Table 1.1 summarizes
the main characteristics of the setups and abbreviations used.

Table 1.1: MC simulation settings used for the comparisons with the inclusive and differ-
ential σtt measurements. The table lists the main characteristics and values used for the
most relevant parameters of the generators.

Event generator powheg (v2) [39,40] MadGraph5_aMC@NLO (v2.2.2) [38]

Matrix element (ME) characteristics
Mode hvq [57] FxFx merging [43]

Scales (µR, µF)
√
m2

top + p2
T,top

∑
t, t

√
m2

top + p2
T,top/2

αs(MZ) 0.118 [16] 0.118
PDF NNPDF3.0 NLO [35] NNPDF3.0 NLO
Accuracy tt (NLO) tt + 0,1,2 jets (NLO)

Parton shower
Setup designation

Parton shower pythia (v8.205) [49,51]
Tune CUETP8M1 [58,59]
PDF NNPDF2.3 LO [60,61]
(αISR

s (MZ), αFSR
s (MZ)) (0.1108, 0.1365)

ME corrections on

Parton shower alternative
Setup designation 7

PS herwig++ (v2.7.1) [52]
Tune EE5C [62]
PDF CTEQ6 (vL1) [63]
(αISR

s (MZ ), αFSR
s (MZ)) (0.1262, 0.1262)

ME corrections off

1.1.3 That could well be a top quark!

Until the end of its data taking in 2011, the Tevatron collider had delivered more than
10 fb−1 of integrated luminosity [64]. The successful attempt from LHC at

√
s = 7 TeV in

2010 (“Run 1”) has marked the beginning of a new era in top quark physics. Enhanced
cross sections for top quark production, on the one hand, and ever increasing data sets
culminating at 25 fb−1 [65] by the end of 2012 at

√
s = 8 TeV (Fig. 1.5a), on the other hand,

rendered LHC the first “top quark factory.” After a two-year shutdown for maintenance
of the LHC machine and experiments, the LHC has restarted in early 2015 (“Run 2”). The
√
s value has further increased to 13 TeV, boosting typical top quark cross sections by
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about a factor of three compared to Run 1 (Fig. 1.5a). With an availability for luminosity
production of about 50% [66] an integrated luminosity of almost 50 [TH8] and 70 fb−1 has
been further delivered in 2017 and 2018, respectively, producing more than 185 fb−1 of
proton-proton (pp) data for Run 2 and comfortably surpassing the target of 150 fb−1.

(a) (b)

Figure 1.5: (a) Cumulative (“integrated”) delivered and (b) instantaneous (Eq. (1.2)) lumi-
nosity versus time for pp collisions during LHC Run 1 and 2 periods at

√
s = 7 or 8 and

13 TeV, respectively [67].

The top quark has been thus the subject of numerous detailed studies based on data
samples with the integrated luminosity ranging from few pb−1 to several fb−1 both in pp
and pp collisions [TH9]. Until recently, top quark remained elusive in nuclear collisions
because of the small amount of events recorded during the first heavy ion runs at LHC,
and the low nucleon-nucleon center-of-mass energies available at RHIC. This situation
changed [TH10,TH11] when the 2016 LHC proton-lead run at

√
sNN = 8.16 TeV produced

a data set corresponding to an integrated luminosity of 174 nb−1 [TH2] (equivalent to
36 pb−1 of nucleon-nucleon collision data), releasing the very first tt-like event signatures
(Fig. 1.6).

Unlike the up and down quarks, which are stable, the top quark has a mean lifetime
of only about 10−24 s. In the SM, the top quark decays almost instantly and nearly all
the times into a W boson and a bottom (b) quark [16]. Neither the W boson nor the b
quarks can be directly observed. When a quark emerges from a collision, it gets “dressed
up” by a cloud of quarks and antiquarks. What is then experimentally observed is a jet
(Fig. 1.7), a directed spray of particles that in the vacuum have roughly the same energy
and direction as the original quark. The W boson decays with a probability of almost
70% [16] into a quark and an antiquark of the same generation (“hadronically”). In this
case, the quark and antiquark show up as two jets correlated in phase space. But the W
boson also decays, though with a decreased probability of around 10% [16], “leptonically,”
i.e., into a charged and a neutral lepton of the same generation, such as a muon and a
neutrino. The neutrino traverses a detector completely unobserved. Its presence can be
indirectly deduced because of a significant amount of missing momentum, assumed to
have been carried away by the neutrino.

Among the most striking features of a top quark signature are therefore the jets
containing b quarks. General-purpose detectors, like CMS [72], put great emphasis on
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Figure 1.6: A pPb collision featuring a tt→ e±µ∓+X candidate event in the
√
sNN = 8.16 TeV

data sample recorded by CMS. Calorimetric energy deposits in ECAL (HCAL) are depicted as
green (blue) bars with a height proportional to the magnitude of the deposit. Tracks
from hits using the combined tracker and muon systems are represented by red lines.
Apart from the beam pipe, the highlighted CMS detectors are the pixel and ECAL barrel, ECAL
and HCAL endcaps, HF calorimeter, and part of the muon system along with the matching
chambers, CSC and DT segments. The measured kinematics of the reconstructed electron,
muons (from tt and B-hadron candidates, respectively), jets (yellow cones) and pmiss

T (not
highlighted) can be found in Ref. [68]. The superimposed model of the CMS detector [69] is
imported in the browser-based event display of Ref. [70].

the ability to accurately track the paths of individual particles in a magnetic field, and
in parallel, rely on extremely precise segmented calorimeters. The b quark lies within
a jet as part of a hadron, then the latter decays roughly half a millimeter from where it
was created. The charged particles in jets can be very precisely tracked using a silicon
vertex detector with an accuracy of few µm. By identifying most of the tracks in a jet, and
extrapolating them backwards towards the primary interaction vertex, the point where
the bottom quark decayed could thereby be determined and the jet identified (“tagged”)
as a b jet, based on its displacement relative to the primary interaction vertex.

1.2 The synchrotron legacy: a luminosity story

Assuming an arbitrary process X , the luminosity L(t) is the process-independent
proportionality factor between the event rate R(t) and its production cross section σ:

R(t) = L(t)σ 1.1

The luminosity of a particle collider is thus determined by the rate of particle collisions
it can produce, making it an important measure for the performance of a collider. At
circular colliders, it can be expressed in terms of the collision geometry and of the density
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Figure 1.7: Illustration of a jet to which bundles of partons, hadrons, or detector mea-
surements are grouped together [71]. The parton and particle levels, the latter containing
color-neutral particles with mean decay lengths of at least cτ > 10 mm, are also denoted as
the “truth level.” While traversing the detector, these particles interact with the detector
material at the “detector level,” producing characteristic signatures, i.e., tracks and/or
energy deposits.

distribution of the counter-rotating beams. For colliders operating in “bunched mode”
it is hence proportional to the number of bunches (nb), the product of the number of
particles per bunch (N1N2), the revolution frequency in the apparatus (fr), yet inversely
proportional to values related to the collision geometry, meaning [73]

L(t) =
nbN1N2fr
Aeff

, 1.2

where Aeff = 4πσxσy is the effective beam overlap cross section at the collision point;
σx and σy are the horizontal and vertical beam sizes, respectively, that depend on the
beam emittance (ϸ) and the demagnification value (�∗ ) of the relevant optical function.
Identical ϸ and �∗ in horizontal and vertical planes for both beams are assumed as well
as geometric (zero crossing angle) and separation (beams with complete overlap) factors
that equal unity.

The definition in Eq. (1.2) is referred to as the “instantaneous luminosity,” and is usu-
ally expressed in units of cm−2s−1. As running conditions vary with time, the luminosity
of a collider also has a time dependency. The integral over time is called the “integrated
luminosity” that is commonly denoted by L =

∫
L(t)dt, and is conveniently measured

in units of inverse barns (1b−1 ≡ 10−24cm−2). One further distinguishes into “delivered”
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integrated luminosity, which refers to the integrated luminosity the machine delivered to
an experiment or series of experiments, and into “recorded” integrated luminosity, which
refers to the amount of collisions actually written to tape by the experiments. Maximizing
the potential of colliders for delivering statistically significant data samples as well as the
precise knowledge of the determination of the luminosity are of utmost importance for
rare events, new phenomena, and many cross section measurements, e.g., Ref. [74] or as
illustrated in Fig. 1.8.
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Figure 1.8: Estimated impact—change in the expected and observed signal strength—
resulting from the listed sources of experimental and theoretical uncertainty in the σtt
analysis of Ref. [75]. The various contributions are shown from the largest to the small-
est observed impact. The dominant source of uncertainty is related to the integrated
luminosity, which is expected and observed to impact the signal strength at the level of
2.2%.

Limitations on the energy available in the center of mass system and luminosity [76]—
two critical parameters coupled to the potential for discovery—are typically surpassed
following the path of a somewhat lower energy that can be compensated for by a higher
luminosity. The FNAL Tevatron was the first collider based on superconducting magnets
with the colliding-beam operation having started in 1987. Tevatron luminosity was limited
by p intensity, beam–beam interaction, including long-range effects, luminosity lifetime,
number of (simultaneous) events per crossing, and intrabeam scattering. RHIC at BNL—the
first heavy ion collider at relativistic energies—delivers luminosity since 2000. The main
limiting factor is intrabeam scattering. Other factors again are beam–beam interaction,
luminosity lifetime, and the number of events per crossing.

LHC has been designed [77] to provide experiments with pp and PbPb luminosity of
up to 1034 and 1027 cm−2s−1 (both already surpassed), respectively. It is the first ma-
chine where radiation damping is stronger than intrabeam scattering, while the scarcity
of antiprotons is no longer a problem. Similarly to Tevatron, limits are the beam–beam
interaction, luminosity lifetime, and events per crossing. In addition, the electron cloud
produced by photoemission or beam-induced multipacting, and local magnet quenches
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induced by the collision products could be important limiting factors. The main “path” to
very high luminosity at LHC is therefore to use a high number of bunches and to reduce
the transverse beam size at the experimental areas by manipulations of the magnetic
focusing system at top energies. This can be combined with beams beyond the design
brightness that the injector chain can produce, i.e., higher bunch intensities and normal-
ized transverse emittance.

Figure 1.9: Evolution of the peak luminosity at hadron-hadron, lepton-hadron, and
nucleus-nucleus colliders since 1970 (image courtesy of W. Fischer, BNL). The CERN ISR has
been put into operation in 1970, reaching a peak luminosity of 2.2×1032 cm−2s−1, followed
by the second hadron collider, i.e., the CERN SPS which operates since 1981 at ten times
higher energy than achieved at ISR. Future projects like the High-Luminosity LHC [78],
eRHIC [79] and a possible 100 km circumference collider (FCC) [80] are also indicated.

1.2.1 “A great accomplishment is not the end of the road, just the starting

point for the next leap forward” 1

At hadron collider experiments, protons, as well as heavy nuclei, are brought into
collision, and the results are interpreted to obtain better knowledge about the dynamics
of the fundamental interactions at high energies. The strong force plays a central role for
the study of pp and heavy ion collisions. In the case of pp collisions, the general purpose
MC event generators interfaced to PDF parameterizations succeeded in describing the
dynamics of strong and EW processes from very high momentum transfer scales, where
perturbation theory is applicable, down to scales around ΛQCD. This has resulted in a
remarkably precise description of the majority of observations in pp collisions, e.g., as
shown in Fig. 1.10, so that further experimental and theoretical developments can rely
upon. Since PDFs provide the essential link between the measurable hadronic and the
perturbatively calculable cross sections, their precise determination is an extremely active
area of research, where several groups perform global analyses including wide variety of
experimental data.

1Harvey Mackay
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Figure 1.10: Compilation of CMS measurements and SM predictions in pp collisions at
√
s = 7, 8, and 13 TeV for a variety of processes as indicated on the horizontal axis [81].

For high energy heavy ion collisions, efforts are often directed towards signals for the
formation of the quark-gluon plasma (QGP), and studies of its properties, e.g., Ref. [82].
The existence of such a phase can be demonstrated in lattice QCD calculations [83], and
it is conjectured to be present in the interior of compact, dense stellar objects, and also
presumed to have existed in the early phase of the evolution of the Universe [84]. In this
area event generators also exist, but are usually more “special” than event simulations
of general purpose, each investigating different particle production mechanisms. The
situation is thus more challenging, but not less interesting, for PDFs of nucleons inside
nuclei (nPDFs) with nuclear data being significantly more complicated to collect, and with
two additional degrees of freedom, i.e., the number of protons (Z ) and nucleons (A) in the
studied nuclei.

Since the early 1980s, it is known that the nuclei do not behave as a simple collection of
free nucleons, and nPDFs are not equal to the sum of nucleon PDFs. The binding energies
of nucleons in the nucleus are several orders of magnitude smaller than the momentum
transfers of deep-inelastic scattering (DIS). Therefore, such a ratio naively should be close
to unity, except for small corrections for the Fermi motion of nucleons in the nucleus at
large x & 0.8. Contrary to expectations, three regions of nuclear modification are well
established for quarks:

• a depletion in the 0.3 . x . 0.8 (EMC),
• an enhancement in the 0.1 . x . 0.3 (“antishadowing”), and
• a dip in the x . 0.1 (“shadowing”) regions.

Different physics mechanisms were proposed to explain this behavior at medium and large
x, but a fully conclusive picture has not yet emerged after the discovery from the Euro-
pean Muon Collaboration experiment of a declining slope to the modification ratio [85],
a result later confirmed with high-precision electron- and muon-scattering DIS data. At
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small x, coherent scatterings inside the nucleus explain the observed suppression, while
antishadowing is even less understood. The conclusions from the combined experimental
evidence demonstrates the consistency in modifying the free nucleon PDFs, f p

i (x,Q2), at
low Q2 and letting the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi evolution to take care of
the momentum transfer dependence, i.e., f p/A

i (x,Q2) = RAi (x,Q2)f p
i (x,Q2), where RAi (x,Q2)

is the scale-dependent nuclear modifications encoded in nPDFs (Fig. 1.11a).

(a) (b)

Figure 1.11: (a) Nuclear modification factor (bound-over-free parton densities ratio) for
gluons as computed with EPS09 [86] at Q2 = m2

top (region enclosed by the red dotted
lines) as a function of x. The ratio is also shown after a reweighting procedure using
pseudo-experiments that correspond to an hypothesis about 1 pb−1 of pPb data at

√
sNN

= 8.8 TeV [87]. At that
√
sNN value the nuclear PDFs are predominantly probed in the

range of 0.02 . x . 0.3. (b) Approximate regions in the (x, Q2) plane at which different
data in the EPPS16 fit [88] probe the nuclear PDFs. For the first time, data constraints
from LHC pPb collisions had been used.

Just like in the nucleon case, nPDFs are determined by performing global analy-
ses of experimental data. Compared to the quark, the gluon content of the nuclei is
even less known. To compensate this lack of constraints the most recent global NLO
analyses of nPDFs, EPPS16 and nCTEQ15, use RHIC pion and LHC jet data (in case of
EPPS16, Fig. 1.11b) to constrain the gluon densities down to about x = 10−3. However,
there had been no data that could exhibit enhanced sensitivity at x . 10−2 and EMC
regions—at least till recently—and hence the gluon distribution still remains largely un-
constrained. The nuclear PDF analyses assume that the bound proton PDFs have the
same evolution equations and sum rules as the free proton PDFs, provided contributions
from the region x > 1 are neglected [89]. The lack of knowledge about the gluon nPDF is
not reflected by the set of error PDFs, which are given together with the best-fit PDFs; it is
accompanied by an increased flexibility of the initial nPDF parametrization that leads to
increased uncertainty in this region, e.g., as evidenced by the EPPS16 set as opposed to
its predecessor EPS09. Clearly, a determination of the small- and medium-x gluon nPDFs
and the reduction of their uncertainties is necessary for the heavy ion phenomenology.
The relevance of experimental data on heavy-flavor [90] and dĳet production [91,92] has
been lately demonstrated, clearly pointing to a shadowed and antishadowed gluon distri-
bution at small- and medium-x regions, respectively.
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Figure 1.12: (a) Time delay between the moment of the primary collision and that when
the W boson decay products start interacting with the QGP medium [93]. It is further split
into the average contribution of separate components as shown from the colored stacked
bands; vertical lines represent the dispersion in the sum of these three components. For
comparison, the total delay time is shown for two different values of the transport coeffi-
cient of the medium, q̂, the squared transverse momentum broadening per unit length.
(b) A bias in the measurement of the top quark mass can be spotted by a failure of the
color-reconnection modeling to reproduce measurements that offer the best sensitivity,
e.g, the difference in the pseudorapidity and azimuthal angles (in radians) between the b
jets assigned to the tt decay [94].

Collisions of lead nuclei with each other (PbPb) and with protons (pPb) at LHC can
guide performance projections either at High-Luminosity LHC, which is planned to be
operated from 2026, or at a future hadron collider, in which LHC can be used as the final
injector synchrotron. In heavy ion collisions, high transverse momentum (pT) hadronic
processes are known to show strong medium-induced modifications, often referred to as
“jet quenching,” up to at least the highest pT > 100 GeV explored at LHC so far [95]. The
increase in energy and/or integrated luminosity at a future collider will provide much
larger abundance of high-pT (“boosted”) processes.

Since the width of the top quark is much larger than the parton-to-hadron formation
scale, the t/t quarks are the only colored particles that decay before their hadronization,
and their short lifetime implies they mostly decay within the lifetime of the strongly-
interacting medium. A remarkable example is represented by the boosted t/t →W→qq′

decay chain that is a promising color-singlet probe of the time evolution of the QGP density
(Fig. 1.12a), and hence of the role of color coherence. Last but not least the reconstruction
of the hadronic mtop in proton-nucleus interactions or in the QGP, assuming its feasibility
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is not risked by the sizeable observed b quark energy loss [96], could provide insights
into nonperturbative QCD effects on such a crucial parameter. The color flow through
gluon exchanges and/or nonperturbative string overlaps between t and t, the resulted
b quarks, and the underlying event surrounding the initial hard scattering may lead to
an uncertainty in the reconstructed top mass of a few hundred MeV(Fig. 1.12b). Indeed,
the amount of top quark interactions with the color fields stretched among many partons
involved in nuclear collisions will be enhanced compared to pp collisions.

30



I

Part A





Accelerator facilities and experimental apparatusChapter 2: Accelerator facilities and experimental apparatus

Contents

2.1 The Large Hadron Collider complex . . . . . . . . . . . . . . . . . . . 34

2.1.1 Performance and achievements of synchrotron accelerators . . . . 34

2.1.2 Delivering collisions to the seven LHC experiments . . . . . . . . . . 35

2.1.3 Fundamental principles of synchrotron accelerators . . . . . . . . . 38

2.1.4 LHC layout and global structure . . . . . . . . . . . . . . . . . . . 43

2.1.5 Proton-nucleus collisions at LHC . . . . . . . . . . . . . . . . . . . . 47

2.2 The Compact Muon Solenoid detector . . . . . . . . . . . . . . . . . . 51

2.2.1 The superconducting solenoid magnet . . . . . . . . . . . . . . . . 54

2.2.2 The inner silicon pixel and the larger silicon strip tracker . . . . . . 54

2.2.3 The electromagnetic calorimeter . . . . . . . . . . . . . . . . . . . . 56

2.2.4 The hadron calorimeter . . . . . . . . . . . . . . . . . . . . . . . . 58

2.2.5 The muon detectors . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.2.6 Luminosity detectors at CMS . . . . . . . . . . . . . . . . . . . . . . 61

T he Large Hadron Collider (LHC) is a hadron accelerator with a circumference of
26.7 km designed to operate separately with proton and lead beams with energies

of up to 7 and 7Z TeV, respectively. It features four experimental insertions: two aiming
at instantaneous luminosity of at least 1034 cm−2s−1, and the rest dedicated to “medium”
(∼1032 cm−2s−1) and “low” (∼1029 cm−2s−1) interaction rates using pp collisions. The CERN

heavy ion injectors and LHC have demonstrated the feasibility of proton-lead as well as
xenon-xenon collisions. Bunches can be injected into the LHC in every 10th of the 35 640
RF buckets, a spacing conventionally referred to as “25 ns,” although other spacings exist
and can be any multiple of 25 ns. The minimum spacing between heavy ion bunches, as
dictated from the injectors, is nominally 100 ns. LHC has very tight tolerances on nearly
all beam parameters, meaning their precise measurement is crucial for controlling and
understanding the apparatus. With at least two orders of magnitude higher stored beam
energy than previous colliders machine protection is also imperative.

The Compact Muon Solenoid (CMS) detector is one of the two general-purpose experi-
ments operating at LHC. Its central feature is a superconducting solenoid of 6 m internal
diameter. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate
crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter, each
composed of a barrel and two endcap sections. Muons are detected in gas-ionization
chambers embedded in the steel flux-return yoke outside the solenoid. The forward
hadron calorimeter uses steel as an absorber and quartz fibers as the sensitive material,
and extend the coverage in the range 3.0 < |η| < 5.2.
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2.1 The Large Hadron Collider complex

2.1.1 Performance and achievements of synchrotron accelerators

Within a synchrotron accelerator, charged particles can gain energy from a high am-
plitude alternating ~E field that is contained in metallic chambers, i.e., radiofrequency (RF)
cavities, while they are steered and focused by magnets. At relativistic velocities υ = �c,
such an extra factor in the magnetic force makes a large difference in the scale of the
needed magnetic compared to electric field: A magnetic field of 1 T would be equivalent
to a gargantuan electric field of 3 × 108 Vm−1 [97]. Producing such an electric field is far
beyond current technical limits, meaning magnetic fields are copiously used to steer the
beams. The physical fundamentals of beam steering and focusing are the so-called “beam
optics.”

Although the advantage of directing two beams of approximately equal energy at each
other with respect to fixed-target collisions (regarding usable energy) had been early re-
alized, the low particle intensities obtained in accelerators in the late 1950s rendered
colliders an impractical option. This changed in 1957 (Fig. 2.1a), when the idea of stack-
ing particles into circular accelerators was first put forward with an alternating-gradient
accelerator [98]. Collider storage rings can in principle be designed for a variety of particle
species.

Two main categories of synchrotron accelerators can be distinguished in the field of
collider physics, namely hadron and lepton colliders. For instance, the Large Electron-
Positron collider (LEP) was the previous large-scale project at CERN, i.e., an electron–positron
accelerator that was constructed between 1984 and 1989 and whose ring circumference
was almost 27 km. The synchrotron radiation produced from bending the particle trajec-
tory is highly dependent on the mass to charge ratio as

P ∝
E4p

ρ2m4 , 2.1

where P is the power radiated from the steered particle, E is the energy of the particle, ρ
is the radius of curvature of the trajectory, and m is the rest mass of the particle. The
energy loss due to synchrotron radiation was 3% per turn in the LEP apparatus; were the
RF cavities turned off, the beam would be lost only in a fraction of a turn. To counteract
the energy loss RF cavities were extensively installed, rendering LEP the largest circular
lepton collider built so far. For the specific case of protons, the emitted radiation is
approximately eight orders of magnitude lower, for the same beam energy and accelerator
size, relative to electrons. After LEP was dismantled, the construction of a hadron collider
in the same tunnel started in 2001 (Fig. 2.1b), although the main idea for a multi-TeV
hadron collider to investigate the origin of mass and to search for signs of unification
beyond the SM was initially conceived in the late 1970s and early 1980s.

The Large Hadron Collider (LHC) is a hadron accelerator with a circumference of 26.7 km
designed to run at a nominal collision energy of 14 TeV, approximately 7 times higher than
that of the Tevatron collider. The key objective of LHC is the exploration of the SM in the
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(a) (b)

Figure 2.1: (a) Overview of pp and pp colliders, their beam energies and major achieve-
ments [99]. The nominal LHC design aims at proton beam energies of 7 TeV. (b) LHC is
a two-ring superconducting hadron accelerator. The 26.7 km tunnel has eight straight
sections and eight arcs, and lies between 45 and 170 m below the surface on a plane
inclined at 1.4% sloping towards the Léman lake [100]. Approximately 90% of its length
is immersed in molasse rock, and the remaining 10% lies in limestone under the Jura
mountain. There are two transfer tunnels, each approximately 2.5 km long, linking LHC to
the CERN accelerator complex that acts as injector.

TeV energy range and the search for potential new physics signatures. The LHC design
parameters, as shown in Table 2.1, had meanwhile evolved significantly over the following
years in a continuous comparison and competition with the Superconducting Super Col-
lider (SSC) project—nicknamed the “Desertron”—in the United States leading to a tenfold
increase of the LHC performance from the first design projections [101] to the nominal
performance specification [102]. The maximum achieved energy, or more precisely, the
beam momentum is given by the maximum bending field strength, and it follows a fairly
clear exponential trend as a function of time, as also shown in Fig. 2.1a. Hadron accel-
erators can reach higher energies than their lepton counterparts, as Eq. (2.1) delineates.
For that reason, they are deemed better suitable to explore new energy regimes, albeit the
collisions are intrinsically more complex. The use of protons implies that the collisions
occur actually between the proton constituents that carry only a fraction of the total pro-
ton beam energy. Aiming at having at least 10 TeV collision energy requires proton beam
energies well above 1 TeV.

2.1.2 Delivering collisions to the seven LHC experiments

During the 1992 workshop “Towards the LHC Experimental Program” in Evian, proto-
collaborations presented “expressions of interest” describing their detector plans [103].
The interest in contributing to the LHC experimental program was enormous: 12 proposals
were made in total, out of which four intended for general-purpose experiments, three
meant for b-flavor and heavy ion physics, respectively, while two additional proposals were
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Parameter LHC LEP2 Tevatron

Colliding species p,p e+,e− p,p

Dipole field at top energy (T) 8.33 0.11 4.4
Momentum at collisions (TeV) 7 0.1 0.98

Number of bunches per beam 2 808 4 36
Particles per bunch (×1011) 1.15 4.2 2.9, 0.8
Typical beam size in the ring (µm) 200-300 1 800/140 (H/V) 500
Beam size at IP (µm) 16 200/3 (H/V) 24
Peak luminosity (cm−2s−1) 1034 1032 4.3 × 1032

Fraction of energy lost in synchr.rad. per turn 10−9 3% 10−11

Total current per beam (A) 0.58 0.003 0.08
Total energy stored in each beam (MJ) 362 0.03 0.9

Table 2.1: The main LHC parameters are compared to its predecessor during the final
operational phase, i.e., LEP2, and Tevatron. The total number of bunches in the LHC ring
was reduced from the initial 2 835 [77] to 2808 [102], translated into a modest reduction
in luminosity. Synchrotron radiation from protons at LHC energies becomes noticeable
but is not a limitation. The LHC is built with superconducting NbTi magnets that operate
at superfluid 4

2He+ temperature of 1.9 K and allow fields up to 8.33 T. The notations
“H” and “V,” that are used in the beam size, stand for the horizontal and vertical plane,
respectively.

targeting to neutrino physics. LHC beams could in principle collide at eight points. Four
of these coincided with the four big experiments at LEP, while the remaining four points
had to be used for the “beam-cleaning” system to ensure high performance by reducing
troublesome beam halo. Another was reserved for the beam dump where protons can be
absorbed, once the circulating beams are no longer required.

It was clear from the beginning that only two new general-purpose experiments would
be accepted at LHC, one of them potentially being a toroidal apparatus like the Appa-
ratus with SuperCOnducting Toroids (ASCOT) and the Experiment for Accurate Gamma,
Lepton and Energy measurements (EAGLE). Therefore, these two proto-collaborations, in a
voluntary move, merged to form A Toroidal LHC ApparatuS (ATLAS) in 1992. Among the
remaining general-purpose experiments, ATLAS and Compact Muon Solenoid (CMS) were
invited to provide detailed technical proposals by 1994. ATLAS and CMS were finally ac-
cepted in January 1996, and later approved for construction on 31st of January 1997
with an expenditure ceiling of 475 MCHF [104] (1995 currency rate). The resulted four
big experiments, i.e., ALICE, ATLAS, CMS and LHCb, were followed by three smaller, more
focused proposals for experiments: The TOTEM experiment (LoI 1997) is investigating the
total pp cross section, elastic pp scattering and diffraction dissociation; MoEDAL (LoI 1998)
is searching for magnetic monopoles and other exotic phenomena; LHCf (LoI 2003), finally,
uses very forward particles created in pp collisions to simulate cosmic rays.

The acceleration of protons at the CERN complex is performed in stages as they pass
through the different accelerators along the injector chain, shown Fig. 2.2. The protons
are generated by a duoplasmatron source from which they are extracted with an energy of
100 keV and injected into LINAC2 1, i.e., an 80 m long linear accelerator with an extraction

1The Linear accelerator 4 (Linac4) is designed is scheduled to become the source of proton beams for LHC
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Figure 2.2: The accelerator complex at CERN is a succession of machines with increasingly
higher energies [105]; two beams circulate in LHC following a clockwise and an anticlock-
wise direction. They are accelerated up to the record energy of 6.5 TeV. Most of the other
accelerators in the chain have their own experimental halls, where their beams are used
for experiments at lower energies. In addition to accelerating protons, the CERN complex
can also accelerate lead ions by first passing them through LINAC3 and then LEIR before
continuing on the same path as protons.

energy of 50 MeV. During the acceleration process in the LINAC the proton beam is also
bunched using RF cavities. Once extracted from the LINAC the protons are injected into the
Proton Synchrotron Booster (PS Booster), a 157 m circular accelerator complex capable of
accelerating protons up to 1.4 GeV, which consists of a stack of four separate rings. From
the PS Booster the particles are injected into the Proton Synchrotron (PS), a 628 m ring
where they are accelerated up to an energy of 26 GeV. All these machines are installed
at ground level. At this point the beams are sent in an underground machine, the Super
Proton Synchrotron (SPS), which is a 6.9 km circular accelerator lying 50 m under the
surface. They are then accelerated to 450 GeV, corresponding to the LHC injection energy.
The injection of the LHC beams from the SPS is done in IR2 for beam 1, going clockwise,
and IR8 for beam 2, going counter-clockwise. All these accelerators are linked through
transfer lines which allow for the particles to travel from one machine to the other.

The LHC has also been designed to collide heavy ions that follow a slightly different
path relative to protons. They are produced from a highly-purified lead sample—enriched
with the isotope 208Pb—heated to a temperature of about 800◦C where the lead vapor is
ionized by an electron current. The 208

27Pb+ ion state is selected and accelerated to a energy
of 4.2 MeV (per nucleon) before it is directed towards a carbon foil, the latter stripping
most of them to 208

54Pb+. The formed 208
54Pb+ beam is first accumulated, then accelerated to

72 MeV in the Low Energy Ion Ring (LEIR), which transfers it to the PS (5.9 GeV), and finally
sent to the SPS (177 GeV) fully stripped to 208

82Pb+, and after passing through a second foil.
The SPS finally injects the beams to the LHC, that accelerates them to the record beam
energy of 6.5Z TeV.

The original design of LHC did not foresee the operation with species other than pro-
tons or 208

82Pb82+ ions, let alone a mixed particle mode. However, the CERN heavy ion

after the long shutdown 2
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injectors and LHC have demonstrated the feasibility of asymmetric (see Section 2.1.5) and
xenon-xenon, i.e., a medium-mass nuclear species, collisions. In 2017, high-intensity
xenon (129

54Xe+) beams were produced in the injector chain, and brought into collision at
a nucleon-nucleon centre-of-mass energy (

√
sNN ) of 5.44 TeV [106]. During 6 h of stable

XeXe collisions about 3µb−1 were delivered to ATLAS and CMS, while fractions of 1µb−1

were delivered to ALICE and LHCb because of the larger demagnification values. Such pro-
duction outcome is comparable to the 10µb−1 of PbPb collisions delivered per experiment
in the first one month-long heavy ion run in 2010 [107]. Since this was probably the last
time—at least for several years—that a species other than Pb would be available from the
injector complex valuable data were acquired on the beam-cleaning and collimation effi-
ciency with lighter ions [108,109]. In 2018, for the very first time, operators injected and
accelerated not just atomic nuclei but partially stripped 208

82Pb81+ ions into LHC. This repre-
sents a proof-of-principle test for broadening the present CERN research program making
use of such a novel concept of light source [110].

2.1.3 Fundamental principles of synchrotron accelerators

Transverse particle motion

If a particle is deflected in the presence of a magnetic field, the Lorentz and the cen-
tripetal force—directed perpendicular to the direction of motion—are always equal. Using
a Taylor expansion, the magnetic field transverse components, Bx x̂ and Byŷ (Fig. 2.3a),
can be expressed as a function of a dipolar and quadrupolar term:

Bx = Bx (0,0) +
∂Bx
∂y

y + O(y2) 2.2

and
By = By(0,0) +

∂By
∂x

x + O(x2) , 2.3

respectively. The total bending angle (θ) of a circular accelerator is 2π, and the integrated
dipole field is ∫ s2

s1

Bdl =
2πp
q

= 2πBρ . 2.4

This defines the curvature (ρ) of a particle with charge q and momentum p in the magnetic
field of strength B, from which the so-called “beam rigidity” (Bρ) can be derived:

B[T]ρ[m] ≈
p[GeV]

0.3
. 2.5

Since synchrotron radiation for hadrons is less of an issue than leptons, the maximum
attainable energy in hadron colliders is limited by the magnetic field strengths available
for bending and focusing the particles on their circular design trajectory. In the case of
LHC, the magnetic bending radius is determined by the LHC tunnel and it is restricted to ρ =

2 804 m. To fulfill the designed proton beam momentum of 7 TeVthe maximum required
magnetic dipole field has to be at least 8.33 T (Eq. (2.5)). This relatively high field can only
efficiently be provided by superconducting magnets. The accelerator lattice is designed
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(a)

(b)

Figure 2.3: (a) The trajectory coordinates with respect to the Frenet–Serret frame [111].
An ideal particle is performing transverse oscillations, as indicated by the dotted line,
around the design orbit. (b) The motion of a single particle, at an arbitrary longitudinal
location s, defines an ellipse in phase space (x, x ′) characterized by the parameters α,
�, and γ [111]. The beam emittance, i.e., the area in the (x, x ′) space that contains
68.3% of an ensemble of particles, equals to the area πε = α2 enclosed by the ellipse of
a single particle; the beam width and divergence can be then proven to be

√
�ε and √γε,

respectively.

to mainly provide bending and focusing fields for a reference particle of a defined particle
species. For particles of the main beam species (monoisotopic case), dispersive effects
arise only from momentum offsets. For particles of other species, additional dispersive
offsets are caused by the different mass and charge with respect to the reference isotopes
A0
Z0

X0
+ (see Section 2.1.5).

To describe the particle trajectories in a synchrotron, the task for solving the equation
of motion relative to the design orbit is simplified using a comoving coordinate system,
known as the “Frenet–Serret” coordinate system (Fig. 2.3a). Around the accelerator, the
focusing properties (K) of dipoles and quadrupoles are not constant but depend on s.
However, K(s) is periodic with the lattice period (L), e.g., L can be the circumference
of the accelerator, leading to a second order homogeneous differential equation for the
transverse motion of a particle in the magnetic structure of an accelerator

x ′′(s) + K(s)x(s) = 0 . 2.6

This type of motion with non constant but periodic restoring force is described by the so-
called “Hill equation,” and its general solution is a quasi-harmonic “betatron” oscillation:

x(s) =
√
ε�(s)cos(ψ(s) + φ) . 2.7

The amplitude and phase of the oscillation depend on the exact position in the ring; ε and
φ are integration constants that can be defined from an initial position x0 and angle x ′0
at location s(0) = s0 and ψ(0) = 0. The so-called “beta function,” �(s), is also a periodic
function of L, �(s+ L) = �(s), and is determined numerically by the focusing properties of
the lattice; the value of the � function at the IP is colloquially known as �∗. The number
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of betatron oscillations per turn, i.e., the machine “tune,”

Q =
ψ(s)
2π

=
1

2π

∮
L

ds
�(s)

, 2.8

is of great importance for beam stability, since it regulates the orbit response around
the ring for dipole field (terms of sin(πQ)) and gradient (terms of sin(2πQ)) errors. With
the trajectory at any point of the ring expressed in terms of position and angle, ε can be
calculated at any point as

ε = γ(s)x(s)2 + 2α(s)x ′(s) + �(s)x ′(s)2 , 2.9

where two commonly used functions

α(s) = −
1
2
∂�(s)
∂s

, 2.10

and

γ(s) =
1 + α(s)2

�(s)
, 2.11

have been introduced. The quantities �(s), α(s) and γ(s) are the so-called “Twiss param-
eters,” also referred to as the optical functions, since they are defined by the magnetic
lattice of the machine that transforms the beam equivalently to a lattice of lenses in
classical optics. The evolution of an initial set of Twiss parameters is equivalent to the
transformation of the particle coordinates described by transfer matrices for the individ-
ual beamline elements of length L and strength K, i.e., the transfer matrices of a drift
space (MD, K = 0), a focusing (MQ,f , K > 0) and defocusing (MQ,d, K < 0) quadrupole.

The parametric representation in the (x, x ′) space (Fig. 2.3b) defines a constant of
motion in the absence of nonconservative forces; the area of the ellipse πε is a phase
space invariant. This constant describes the amplitude of a single particle, and it can be
further generalized to an intrinsic beam property. Assuming a Gaussian profile for the
particle distribution in the accelerator, normalized to unity, the area in the (x, x ′) space
that contains 68.3% of an ensemble of particles, i.e., the “beam emittance” (Fig. 2.4), is
defined as

ϸx = 〈x2〉〈x ′2〉 − 〈xx ′〉2 2.12

such that the standard deviation of the Gaussian distribution corresponds to

σx = 〈x2〉 =
√
ϸ�x 2.13

and
σx′ = 〈x ′2〉 =

√
ϸ�xγx 2.14

in x and x ′, respectively. In Eq. (2.12) the symbols 〈〉 denote the expectation value over
the considered ensemble, while σx and σx′ are referred to as the beam size and divergence,
respectively.
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Figure 2.4: The (normalized) beam emittance values in the horizontal and trans-
verse plane per bunch crossing identification number calculated based on the model
of Ref. [112], and using as inputs the convolved beam widths measured by CMS [113]. The
bunch length values are the published entries in the logging database from LHC, whereas
the nominal values of the crossing angle,the relativistic factor, and �∗ are used.

Longitudinal particle motion

Charged particles are traveling on two design orbits in opposite directions and are
colliding at the interaction point(s) (IP(s)). The RF system of a synchrotron is required
to operate in three different modes [114]. It must capture and accumulate in stationary

buckets (closed trajectories in longitudinal phase space) successive groups of bunches from

its injector; accelerate these bunches in moving buckets up to the design energy; and fi-

nally store them, for several hours, while maintaining a minimum ratio of bunch-to-bucket

area. In the storage mode, it provides the nominal energy gain per turn required to make

up for synchrotron radiation losses and for the power loss due to voltages induced in the

impedance presented to the beam by the vacuum chamber and accelerating structures.
More specifically, the angular radiofrequency, ωRF, needs to be synchronous to the angu-
lar revolution frequency, ωr. Synchronous particles need to repeatedly arrive at the cavity
with the same phase. This implies that ωRF has to be an integer multiple of ωr

ωRF = hωr , 2.15

where h is an integer and is called the “harmonic number.” As a consequence, the
number of stable synchronous particle locations equals the harmonic number h; they
are equidistantly spaced around the circumference of the accelerator. All synchronous
particles have the same nominal energy and follow the nominal trajectory.

For synchrotron accelerators, the metric that regulates the stability of the longitudinal
motion is the scale of the so-called “transition energy.” This energy is a property of the
transverse lattice and is linked to the stability of the revolution frequency, ωr, for particles
with a small momentum deviation relative to the synchronous particle; the momentum-
dependent change of velocity and path-length compensate each other at the transition
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energy. Yet, the change of revolution frequency with momentum offsets is opposite below
and above transition, featuring a confining range for stable longitudinal oscillations, as
described in the following.

Dispersion effects in longitudinal and transverse dynamics

If a particle is slightly shifted in momentum relative to a synchronous particle, it
will have a different velocity and orbit, hence orbit length. The “momentum compaction”
parameter quantifies the relative change in orbit length, ∆L/L, with momentum, i.e.,

αC =
∆L/L

∆p/p
. 2.16

At the transition energy there is no change of the revolution frequency for particles with a
small momentum deviation. Below or above this critical point the longitudinal oscillations
are governed by the so-called “slip factor,” η, which is given by

η =

(
1
γ2 − αC

)
. 2.17

From the definition of η, it is clear that an increase in momentum is linked to the
opposing effects of

1. a higher revolution frequency below the transition energy (η > 0) resulting to an
increase of velocity

2. a lower revolution frequency above the transition energy (η < 0) resulting to an
increase of path length.

Since the change in revolution frequency with momentum is opposite below and above
transition, this is reflected on the range for stable oscillations. For small phase deviations,
∆φ, with respect to the synchronous particles, the conditions for longitudinal stability can
be derived assuming constant Rs, ps, η, ωr, s parameters

d2φ

dt2
+
Ω2

r, s

∆φ
= 0 . 2.18

Eq. (2.18) corresponds to an harmonic oscillator equation of motion with

Ωr, s =
hηωr, sqV0cosφs

2πRsps
2.19

the so-called “synchrotron angular frequency.” Stability is obtained when Ωr, s is a real
number so that Ω2

r, s > 0. Since most of the terms in Eq. (2.19) are positive, this finally
reduces to

ηcosφs > 0 , 2.20

rendering the stable region for the synchronous phase dependent on the energy with
respect to the transition energy (Fig. 2.5).

In the case of LHC, the momentum compaction factor is of the order of 10−4, and
the zero-crossing condition of Eq. (2.17) implies γTr = 1

αC,Tr
∼ 100 meaning LHC operates
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Figure 2.5: The applied longitudinal electric field as a function of the particle phase φ.
Particles that arrive later (1) than the reference particle receive a larger energy transfer,
while those arriving before the reference particle (2) receive a smaller energy kick. The
restoring force vanishes when φ approaches φ-φs, and becomes nonrestoring either above
or below the transition point (Eq. (2.17)). This phase space trajectory—the separatrix—
separates the region of stable motion from the unstable region, contrary to the area
within the separatrix—the RF bucket—which corresponds to the maximum acceptance in
phase space for a stable motion [111].

always above transition. The cavities at LHC operate at fRF = 400 MHz that is a multiple
of the revolution frequency fr = 11 245.5 Hz [115] with an harmonic number h = 35 640
(Eq. (2.15)). The harmonic number defines the maximum number of longitudinally stable
regions, referred to as “buckets,” that can be used to capture, store and accelerate particle
species. The collectivity of those species inside a bucket is called “bunch.” At LHC only
about every tenth bucket will nominally capture a bunch, which accordingly corresponds
to a bunch spacing of about 25 ns.

2.1.4 LHC layout and global structure

A circular collider project can follow two distinct design options: either the collider
features collisions between particles and antiparticles with opposite charges, allowing an
efficient accelerator design where both beams share the same vacuum chamber and mag-
netic elements, e.g., in LEP, SppS and Tevatron colliders, or the collider features separate
vacuum and magnet systems for the two counter-rotating beams, e.g., in the ISR or RHIC
collider, allowing collisions between a wider range of particle species and larger number of
bunches resulting in higher luminosity. Hadron colliders relying on particle and antipar-
ticle collisions are intrinsically limited by the rate at which antiparticles can be generated.
The high-luminosity requirements at LHC, i.e., luminosity in excess of 1034 cm−2s−1, ex-
clude the use of p, and hence require a two-ring design with separate magnet and vacuum
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systems for the two counter-rotating beams.

(a)

(b)

Figure 2.6: (a) Schematic layout of the LHC with its eight straight sections and two-ring
design [105]. There are four experimental insertions of similar design (IR1, 2, 5 and 8) that
allow particles of the same (proton or nucleus) or unequal (proton and nucleus) charge
to be focused and eventually collide. The other four long straight sections are used for
collimation (IR3 and 7), acceleration using RF cavities (IR4) and beam extraction (IR6).
The two counter-rotating beams are conventionally called beam 1 and 2, which circulate
in clockwise and counter-clockwise directions, respectively. (b) Schematic cross section of
the LHC dipole magnet cryostat with its two separate vacuum chambers and magnet coils
for the two counter-rotating beams, and the common infrastructure for the powering and
cooling of the magnet [116].

The LHC apparatus is designed as a two ring-like accelerator bearing an eightfold
symmetry (Fig. 2.6a) with separate magnet fields and beam chambers, and with common
straight sections intercepted by the experimental caverns, where the beams collide. The
interaction regions (IRs) consist of separation dipole magnets (not highlighted in Fig. 2.6a)
and main quadrupoles left and right of the interaction point (IP), i.e., the symmetry point
of the IR. Three magnets on either side of the IP, the triplets (T), are situated only in
the common region and are used for the final focusing. The triplets thus affect both
beams, whereas the rest of the quadrupoles act separately on each beam. The remaining
matching section (MS) and the dispersion suppressor (DS) consist of magnets with separate
beam pipes for each ring. LHC consists of a total of 9 593 superconducting magnets out
of which 1 232 are dipoles of about 15 m long equally shared over the eight arcs, and
392 main quadrupoles. Because of spatial restrictions imposed by the same tunnel that
hosted LEP, it was thought beneficial LHC to use twin magnets, i.e., two sets of coils and
beam channels sharing the mechanical structure and cryostat, as illustrated in Fig. 2.6b.

The IRs host the RF cavities (IR4), which accelerates the beams and keeps them
bunched, the beam dump (IR6) system, used for extraction from the LHC, and cleaning
devices (IR3 and 7), which are critical for the machine protection [117]. The two beams
counter-rotate around the ring in two separate beam pipes; beam 1 is injected at IR2 and
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circulates clockwise, while beam 2 is injected at IR8 and travels counter-clockwise. To
provide collisions and data of high quality to the experiments with the desired rates the
beam parameters have to be precisely controlled, e.g., Refs. [118,119].

The arcs (Fig. 2.7a) are separated by IRs and extend over most of the length of each
3.3 km long sectors. They are built by periodically repeating 23 times a common lattice, the
so-called “FODO” cell (107 m long), that is composed of a horizontally focusing quadrupole
(MQ), three dipoles (MB), a vertically focusing quadrupole and another three dipoles [102].
The main bending magnets and quadrupoles are further equipped with sextupoles (MS),
octupoles (MO), higher order (MCO) and orbit correctors (MCB) for adjustments of the various
beam parameters around the ring. The magnets, equipped with their helium vessel and
end covers, constitute the “cold masses,” which, in normal operation, contain superfluid
helium at 1.9 K and 0.13 MPa, and are thermally insulated from the vacuum enclosure.

(a)

(b)

Figure 2.7: (a) Schematic layout of the LHC lattice structure. Each element installed in the
LHC tunnel has its individual identification, constructed following a special convention
as part of the LHC methodical accelerator design (MAD) sequence [120]. (b) The low values
of the � function at the IPs of the experiments are generated with the help of a triplet
quadrupole assembly (Q1 to Q3). The free space around the IPs that is reserved for the
experiments is ±23 m [105]. The two rings share the same vacuum chamber, the same
low-� triplet (superconducting) magnets, and the D1 separation dipole (warm) magnets.
The remaining region is comprised of a second dipole (D2), a superconducting magnet
operating at a cryogenic temperature due to lower radiation levels, and four matching
quadrupole magnets (Q4 to Q7, the latter not highlighted).

The LHC has four IRs of very similar design but with different beam optics: two dia-
metrically opposite insertions at IR1 (IR5) for “high-”luminosity collisions in ATLAS (CMS),
and “medium-” and “low-”luminosity operation at IR8 (LHCb) and 2 (ALICE ), respectively.
The lower luminosity operation should be only considered as a relative term, e.g., the LHCb

experiment nominally obtains about the same luminosity as the CDF and DØ detectors at
Tevatron (Table 2.1). All four experimental IRs have similar designs and are equipped
with dipoles and main quadrupoles symmetrically (asymmetrically) placed left and right
of the IPs (IP8), as shown in Fig. 2.7b for IR5.
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More specifically, the beam separation is steered by six dipole orbit corrector magnets
per plane and beam. Two of them (D2 in Fig. 2.7b) are located further away from the IP
and act on each beam separately. They are used for fine-tuning of the offsets. The other
magnets are installed closer to the IP and affect both beams at the same time. By creating
a local distortion in the beam orbit, which is called “closed orbit bump,” the D1 magnets are
able to steer the beam separation—the cornerstone of the absolute luminosity calibration
scans—and generate a crossing angle (θC) between the colliding bunches. The values of
θC, that lies in the vertical (horizontal) plane for IP1 and 2 (IP5 and 8) to minimize the
impact of beam–beam effects (see Section 4.3.4), can be chosen large enough to minimize
parasitic long-range encounters since the beams traverse a common vacuum chamber for
about 120 m.

LHC filling schemes and magnetic cycle

As discussed in Section 2.1.3, there is a chain of 35 640 RF buckets around LHC

which could potentially be filled with bunches. In the nominal pp filling scheme, bunches
are spaced by 25 ns, meaning 3 564 potential slots are available, each given a unique
bunch crossing identifier (BCID). The injection from SPS has a bunch train structure, i.e.,
a specific number of equally spaced bunches. Between the trains, short gaps for the
injection kicker magnets must be accounted for, and a 3µs abort gap is kept free for a
safe abort of the LHC beam. In general, not all bunches are “paired,” i.e., colliding in both
beams in the same BCID, but different groups of BCIDs can be defined, e.g., “empty”
BCIDs without a proton or ion bunch. By convention, the first BCID after the abort gap
is numbered as 1.

A schematic view of the bunch distribution for the nominal pp filling scheme is given in
Fig. 2.8a. The scheme involves 12 injections from SPS with each cycle consisting of either
three or four batches from the pre-injectors. The order of SPS cycles is 333 334 334 334

meaning that the first SPS cycle injected into LHC contains 3 × 72 batches from the pre-
injectors, while the 6th, 9th and the last contain four batches. With each SPS cycle taking
21.6 s to complete, filling of each LHC ring takes around 4 min. In practice, LHC is flexible
to operate with several different filling schemes meant for various purposes. In addition
to the nominal 25 ns spacing for protons, the bunch-splitting in PS allows different bunch
spacing: 50 ns (physics operation for Run 1 and part of Run 2 but with beams of reduced
intensity and transverse emittance), 75 ns (initial period of physics operation) and greater
than 75 ns (very first machine commissioning).

The nominal filling scheme for ions is optimized to cope with space charge problems
in the injector chain. The baseline scheme has been based on 100 ns bunch spacing,
although relatively few bunches are actually at this spacing. Figure 2.8b illustrates such
a rather complex scheme; there are 891 possible bunch positions in LHC with a total of 592
filled bunches. In that case, bunches are fabricated four at a time in the pre-injectors.
The SPS constructs trains by taking several set of bunches injected with a spacing of
225 ns. These are then accelerated and delivered to the LHC. The order of SPS cycles is:
8 13 13 12 13 13 12 13 13 12 13 13. Hence, the majority of SPS cycles involves 13 sets of
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four bunches transferred from the pre-injectors to the LHC. As there are a large number of
injections per SPS cycle, each cycle lasts about 54 s. With 12 SPS cycles it will take around
10 min to fill one LHC ring.

(a) (b)

Figure 2.8: Schematic of the nominal bunch disposition around one LHC ring for the 25 ns
proton (a) and 100 ns heavy ion (b) filling schemes; “b” indicates a position with beam and
“e” indicates an empty bunch [121].

The evolution of the main beam parameters during a physics Fill is illustrated in
Fig. 2.9. Note that the luminosity is just plotted for illustration since the beams are kept
separated until the end of the “squeeze.” The beams are injected at large �∗ values and
then are “ramped” to high energy before squeezed at IP1 and 5 to a smaller �∗. During
ramping the longitudinal momentum of the particles increases, while the transverse com-
ponent is left unchanged, leading to a reduction of the transverse emittance. A smaller
beam emittance, in turn, leads to a higher luminosity, while during the squeeze �∗ gets
decreased, increasing luminosity production further. Measurements indicated that the
emittances are typically preserved during the LHC ramp and squeeze, whereas possible
increasing and decreasing emittances during the same stages are mainly caused by a
nonmonotonically changing � function. The knowledge of the latter is thus required in
order to measure the beam emittance. Differences in time spent for each stage relative to
Run 1 are fairly small [122], which is an indication that the long shutdown 1 did not affect
the operational performance of LHC. The feasibility of combining the energy ramp with the
betatron squeeze has been technically proved during a machine development study [123],
while this method was first applied to the combined 2.51 TeV ramp with a squeeze to
�∗ = 4 m in November 2015. Merging the two operations has resulted in a considerable
gain (up to about 10 min) for each magnetic cycle, reducing the LHC turnaround, i.e., the
time needed to establish physics (“stable beams”) conditions after a “beam dump” has
occurred.

2.1.5 Proton-nucleus collisions at LHC

In the first stage (2010–2011 [115]) of its heavy ion program, LHC collided lead (208
82Pb+)

nuclei to study the properties of hot nuclear matter at extreme energy densities. The
second stage of this program (2011–2013 [124]), following the pattern at the Relativistic
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Figure 2.9: The LHC operation cycle is a defined protocol that ensures safe operation,
and is characterized from the dipole magnetic field and dipole magnet current, that both
receive their maximum values of 8.33 T and 11.7 kA, respectively, at physics conditions.
The associated evolution of the nominal beam parameters (energy, luminosity, and beam
size, the latter as defined in Eq. (2.13) assuming ϸN = 3.75µm) is also shown for the
different operation stages (here simplified), whose relative duration is indicated by the
double-headed arrows. The luminosity represents the maximum achievable pp luminos-
ity, in case the beams were to collide head-on at IP1 and 5.

Heavy Ion Collider (RHIC), was expected to be a crucial control experiment in which the
nuclear matter is instead studied by colliding lead ions with protons; deuterons offer no
particular advantage and are not readily available at LHC. At first sight, pPb collisions at
LHC thus appear analogous to the successful dAu collisions at RHIC. For hybrid collisions
to properly occur at IPs though, it is necessary to inject a proton beam with the same
bunch pattern as a typical ion beam, meaning that the existing p and Pb injector chains
have to to operate in tandem efficiently; the two-in-one magnet design of LHC imposes
different revolution frequencies for the two different mass-to-charge-ratio species; beam
dynamics and the potential performance of LHC should be reevaluated.

The multistage collimation system [125] is designed to intercept protons at large am-
plitudes relative to primary collimators that scatter them into secondary and tertiary
collimators, where they should eventually be absorbed. In heavy ion operation, although
the stored beam energy is considerably smaller than for protons, the collimation is less
efficient due to the yield of effectively off-momentum ion fragments in the primary colli-
mators. These fragments with different magnetic rigidity can be further subject to frag-
mentation processes, and hence a large variety of different ion types can be produced
through the interaction with the collimator material. Owing to the large cross sections for
the involved fragmentation processes (few hundred Barns [126]), it is crucial to measure
and understand ion loss patterns.

The cleaning performance is described by a local inefficiency (“loss map”) which is the
ratio of the number of lost particles at any location of the ring in a given length over the
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total number of lost particles. The required local cleaning inefficiency at 7 TeV is about
10−5 m−1 for the nominal intensity [127]. Figure 2.10a displays exemplary loss maps for
208
82Pb+ [128] and p [129] beams at 3.5Z TeV having almost identical collimator settings

and optics. Both distributions are dominated by losses in the betatron collimators at IR7,
followed by the momentum collimators in IR3 and the dump protection devices in IR6.
The different loss patterns in the IR2 region is due to the different optical configuration
used in the two measurements.

(a) (b)

Figure 2.10: (a) The representation of the local cleaning inefficiency as a function of the
longitudinal position is referred to as a “loss map.” All Beam Loss Monitoring signals are
cleaned from the background and normalized to the highest signal. The vertical dashed
lines mark the LHC octants. (b) Proton momentum, pp, shift required to equalize p and Pb
revolution frequencies during the energy ramp. For pp . 2.7 TeV, the orbit displacement
exceeds the normally accepted limits at LHC, imposing a lower limit on collision energy for
pPb collisions. Injection and part of the ramp must be thus performed with unlocked RF
systems and different revolution frequencies for the two beams [130].

Following the high integrated luminosity accumulated at
√
sNN = 2.76 TeVin the first

two PbPb collision runs in 2010 [107] and 2011 [115], respectively, the LHC heavy ion
physics community requested a first run with proton-nucleus collisions. This almost
unprecedented mode of collider operation had not been foreseen in the baseline design of
the LHC whose two-in-one magnet design (see Section 2.1.4) imposes equal rigidity, and
hence unequal revolution frequencies per se for asymmetric colliding species.

Equal-rigidity configuration using deuteron-Gold collisions at RHIC has been consid-
ered in the initial injection setup, taking advantage of the two independent rings each
comprised of single aperture magnets. However, in such condition, it has been later real-
ized that unequal frequencies between the two beams modulate long-range beam–beam
forces creating untunable beam losses during the acceleration ramp.

To equalize the RF frequencies at LHC, and hence allow the beams to encounter each
other at the same position every turn, implies that the lead ion has to move to the inside
of the ring to compensate for being slower, and equivalently, the proton beam has to move
to the outside of the other ring to travel a larger distance to compensate for being faster
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(Fig. 2.10b). The amount of orbit shift depends on the beam energy, and for instance,
at injection energy, each beam should have been moved outside the reference orbit by
about 70 mm, clearly out of reach given the dimensions of the beam pipe. This difficult
exercise, called “RF frequency lock and cogging,” had therefore to be performed at flat top
energies, and doubts were long extant as to whether LHC would ever deliver collisions with
asymmetric species.

Table 2.2: Beam-related parameters in various LHC running periods. Since asymmetric
collisions were not included in the LHC design, the physics case [131] was based on a
luminosity Lpeak = 1.15 × 1029 cm−2s−1 at a beam energy of 7 Z TeV. We can thus refer
to these values as the “design” parameters, similarly to those in pp and PbPb collisions.
Relevant quantities refer to IP1 and 5, while the values of Lpeak correspond to conditions
of stable beams. The final performance values in the 2018 PbPb run are under evaluation.

Parameter
Design PbPb pPb pp

PbPb pp 2011 2015 2013 2016 2015 2018

E (TeV) 7Z 7 3.5Z 6.37Z 4Z 6.5Z 6.5 6.5
nb 592 2808 358 518 338 540 2244 2556

N208
82Pb+, p (×108, ×1011) 0.7 1.15 1.2 1.9 1.4 2.1 1.1 1.4
εN (µm) 1.5 3.75 2.0 2.1 2.0 1.6 3.5 2.2
�∗ (m) 0.5 0.55 0.1 0.8 0.8 0.6 0.8 0.25
ES (MJ) 3.81 360 1.98 8.60 2.77 9.70 277 320
Lpeak (×1027, ×1034 cm−2s−1) 1 1 0.5 3 116 850 0.5 2.0

After a successful pilot physics Fill in 2012 [132], LHC provided its four major ex-
periments with approximately 31 nb−1 of pPb luminosity at an unprecedented nucleon-
nucleon center-of-mass energy of 5.02 TeV in early 2013 [133], with several variations of
the operating conditions. The gain of about a factor of 25 in collision energy relative to
previous asymmetric systems has been one of the largest leaps in the history of particle
accelerators. Together with a “reference” pp run at 2.76 TeV, they rendered the very last
physics operation before the long shutdown 1 (Table 2.2).

For five of the LHC experiments, the second proton-nucleus collision run in 2016 offered
the tremendous opportunity to answer a range of crucial physics questions [131] arising
from unexpected discoveries, e.g., collective phenomena in small systems reminiscent to
the creation of the QGP state of matter [54–56]. Unlike earlier runs, the requirements
for the 2016 proton-nucleus run, and hence operating conditions, were dissimilar [134]
among the different experiments, in terms of collision energy, luminosity, and pileup.
Luminosity sharing deemed a critical issue to be solved since these requests appeared
mutually incompatible within the available one month of operation. Nevertheless, a plan
to satisfy most requirements was implemented successfully exploiting the different beam
lifetimes at two nucleon-nucleon center-of-mass energies of 5.02 and 8.16 TeV, a variety
of luminosity sharing and filling schemes, the later further complicated by the separate
proton and heavy ion injection, and reversal of beam directions.

Despite the complex strategy for repeated recommissioning and operation of LHC the
longest ever Fill (numbered 5510) was achieved with luminosity leveled for almost 38 h.
The peak luminosity also surpassed the “design” value by a factor 7.8 (Table 2.2), and
the amount of integrated luminosity substantially exceeded the requests of the majority
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of the experiments. With the improvements in the performance of the injector complex
and transmission efficiency into LHC [135], average Pb bunch intensities of ions and nor-
malized transverse emittances of about 2.1 × 108 and 1.6µm, respectively, were achieved
at 6.5Z TeV.

Table 2.3 summarizes all primary goals of the 2016 pPb run along with further useful
data sets delivered parasitically, and Fig. 2.11 demonstrates the integrated luminosity
performance achieved at all heavy ion periods at LHC so far.

√
sNN Experiment Planned luminosity Delivered luminosity

5.02 TeV pPb
ALICE 7 × 108 min.-bias events 7.8 × 108 min.-bias events
ATLAS,CMS - > 0.4 nb−1

LHCb - SMOG [136] p4
2He+, etc.

8.16 TeV Pbp ATLAS, CMS 100 nb−1 > 180 nb−1

8.16 TeV pPb ALICE, LHCb 10 nb−1 14,13 nb−1

LHCf (9 − 12 h)×1028 cm−2s−1 9.5 h

8.16 TeV Pbp ALICE, LHCb 10 nb−1 25,19 nb−1

Table 2.3: Different activities including primary and additional goals were carried out
during the various phases of the 2016 proton-nucleus run. More specifically, it involved
two nucleon-nucleon center-of-mass energies, i.e., 5.02 and 8.16 TeV, and different par-
ticle species circulating in the two rings. Protons and 208

82Pb+ ions were injected in beam 1
and 2, respectively, for both energies, and beam species were switched once the required
integrated luminosity was reached. All these changes in machine configuration took place
in about one month, achieving a return to 5.02 TeV operation to fulfill additional requests.
The peak luminosity exceeded the “design” value by a factor 7.8 [137], and the long-term
integrated luminosity goal of 100 nb−1 [131] has been substantially surpassed in some LHC

experiments.

2.2 The Compact Muon Solenoid detector

The CMS detector [72] is one of the two general-purpose detectors operating at LHC. It
has an overall length of 22 m, a diameter of 15 m, and weighs 14 000 t. The CMS experiment
makes use of a right-handed coordinate system, with the origin at the nominal interaction
point, the x axis pointing to the center of the LHC ring, the y axis pointing up (perpendic-
ular to the LHC plane), and the z axis along the counter-clockwise beam direction. The
azimuthal angle φ is measured in the x–y plane, with φ = 0 along the positive x axis, and
φ = π/2 along the positive y axis, and it is expressed in radians. The radial coordinate in
this plane is denoted by r, while the polar angle θ is defined in the r–z plane with respect
to the z axis, and the pseudorapidity is defined as η = − ln (tan (θ/2)). The component of
the momentum transverse to the z axis is denoted by pT.

The CMS detector is well-suited to a global event description that is achieved correlating
the basic elements from all detector layers. Most of the produced particle types in an
event can be reconstructed and identified with an optimized combination of subdetector
information, using [138]

• a large magnetic field (Section 2.2.1), to measure the momentum of charged particles
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(a) (b)

Figure 2.11: Integrated luminosity delivered to the four major experiments at LHC using (a)
proton-nucleus and (b) nucleus-nucleus collisions during Run 1 and 2. Following up on
a feasibility test and pilot physics Fill in October 2011 and September 2012, respectively,
the first one month-long run took place in January 2013, meaning asymmetric proton-
nucleus collisions remain a novel mode of operation at LHC. As in most years, the LHC

apparatus was reconfigured for a month-long heavy ion run; 2016 was devoted to colliding
beams of protons and 208

82Pb+ ions. Despite such novelty, the accelerator team succeeded
in delivering enormous data sets to all major LHC experiments for the investigation of
nuclear matter [137].

and to separate the calorimeter energy deposits of charged and neutral particles in
jets;

• a fine-grained tracker (Section 2.2.2), providing a pure and efficient charged-particle
trajectory reconstruction in jets with pT up to around 1 TeV, and therefore an excel-
lent measurement of ∼65% of the jet energy;

• a highly-segmented electromagnetic calorimeter (ECAL) (Section 2.2.3), allowing en-
ergy deposits from particles in jets (charged hadrons, neutral hadrons, and photons)
to be clearly separated from each other up to a jet pT of the order of 1 TeV. The result-
ing efficient photon identification, combined with the high ECAL energy resolution,
allows for an excellent measurement of another ∼25% of the jet energy;

• a hermetic hadron calorimeter (HCAL) (Section 2.2.4) with a coarse segmentation, but
still sufficient to separate charged and neutral hadron energy deposits in jets up to
pT of 200–300 GeV, allowing the remaining 10% of the jet energy to be reconstructed,
although with a modest resolution;

• an excellent muon tracking system (Section 2.2.5), delivering an efficient and pure
muon identification, irrespective of the surrounding particles.

This simplified view is graphically summarized in Fig. 2.12, which displays a sketch of a
transverse slice of the CMS detector.

The first “commissioning” operation in the 3.8 T magnetic field took place during
October-November 2008, when a month-long data-taking exercise, henceforth known
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as the “Cosmic Run at Four Tesla” (CRAFT) [139], was conducted, providing CMS Collab-
oration with invaluable experience in operating the experiment and understanding the
performance of its subdetectors. At the start of each operating year, CMS also observes the
muon halo from single circulating beams and receives several single shot “beam splash”
events. In such an event, single circulating beams are steered onto closed collimators
upstream of CMS, releasing muons that produce signals in most channels of the detector.

1m 2m 3m 4m 5m 6m 7m0m

Transverse slice
through CMS

2T
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Superconducting
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Hadron
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Electromagnetic
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Figure 2.12: A sketch of the specific particle interactions in a transverse slice of the
CMS detector, from the beam interaction region, on the left, to the muon detector, on the
right. For this illustration, the muon and the charged pion are positively charged, and
the electron is negatively charged [138].

Two subdetectors, the Centauro And STrange Object Research (CASTOR) and Zero De-
gree Calorimeter (ZDC), enhance the hermeticity of the CMS detector by extending the ra-
pidity coverage in the forward region. The former is located 14.37 m from IP5—installed
on the collar table between the HF shielding and the rotating shielding [140]—and extends
the forward rapidity coverage to the region −6.6 < |η| < −5.2 (no segmentation), while
the later is installed 140 m away from IP5 in both the forward and backward directions
with a full acceptance to measure neutral energy flow in the |η| > 8.3 region (multifold
segmentation). Both calorimeters are made of quartz fibers and plates embedded in tung-
sten absorbers, providing a fast collection of Cerenkov light; each is further divided into
an electromagnetic and hadronic section of 20.12 (19) radiation and 9.5 (5.6) interaction
lengths, respectively. The significance of the forward physics program is essential, e.g.,
it offers constraints on the modeling of the underlying event in both pp and nuclear col-
lisions, revealing the proton and nucleus structure, and the parton evolution. A more
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detailed summary of the forward physics program can be found in Ref. [141].
The characteristics of the magnet and the rest of CMS subdetectors are described in

the following.

2.2.1 The superconducting solenoid magnet

The central feature of the CMS design is a large superconducting solenoid magnet [142].
It delivers an axial and uniform magnetic field of 3.8 T over a length of 12.5 m and a free
bore radius of 3.15 m. This radius is large enough to accommodate the tracker and both
the ECAL and HCAL, thereby minimizing the amount of material in front of the calorimeters.
This feature is an advantage for a global event reconstruction, as it eliminates the energy
losses before the calorimeters caused by particles showering in the coil material and facil-
itates the link between tracks and calorimeter clusters. At normal incidence, the bending
power of 4.9 Tm to the inner surface of the calorimeter system provides strong separation
(few cm) between charged- and neutral-particle energy deposits, i.e., large enough dis-
tance to resolve energy deposits of the former from that of the latter emitted in the same
direction.

2.2.2 The inner silicon pixel and the larger silicon strip tracker

The full-silicon CMS tracking system [143,144] is a cylinder-shaped detector consisting
of two main detectors: the smaller inner pixel detector and the larger silicon strip tracker.
The original (“phase-0”) pixel detector—used in the current thesis—had three barrel pixel
(BPIX) layers and two endcap disks (FPIX) per side, covering the region from 4 to 15 cm in
radius, and spanning 98 cm along the LHC beam axis. The pixel modules, shown by the red
lines in Fig. 2.13, provide three-dimensional hits. The silicon strip tracker had ten barrel
layers and twelve endcap disks per side, covering the region from 25 to 110 cm in radius,
and spanning 560 cm along the LHC beam axis. Strip tracker modules that provide two-
dimensional hits are illustrated with thin, black lines in Fig. 2.13, while pairs of modules
mounted back-to-back with a slight tilt are shown by thick, blue lines. Within a given
layer, each module is shifted slightly in r or z with respect to its adjacent modules, which
allows them to overlap, thereby avoiding gaps in the acceptance. The latter extends up to
a pseudorapidity of |η| = 2.5.

The silicon strip tracker has four subsystems. The innermost four barrel layers com-
prise the tracker inner barrel (TIB) detector, and the outer six barrel layers form the
tracker outer barrel (TOB) detector. The three endcap disks to either side of the TIB de-
tector form the tracker inner disks (TID− and TID+), and the nine endcap disks at each
end constitute the tracker endcap (TEC− and TEC+). The 16 588 silicon sensor modules
were finely segmented into 66 million 100×150µm2 pixels (1 440 modules) and 9.6 mil-
lion 80-to-180µm-wide strips (15 148 modules). This fine granularity offers separation
of closely-spaced particle trajectories in jets. With about 200 m2 of active silicon area
(Table 2.4) the CMS tracker is the largest silicon tracker ever built.

Tracker layers and the vital services (cables, support, cooling) represent though a
substantial amount of material in front of the calorimeters, up to 0.5 interaction lengths or
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Figure 2.13: Schematic view of the CMS tracker (phase-0) detector with labels identifying
the silicon pixel detector (three barrel layers and two endcap disks per side) and the
silicon strip tracker (ten barrel layers and twelve endcap disks per side), in total covering
the region from 4 to 110 cm in radius, and spanning 560 cm along the LHC beam axis. In
this view, the tracker is symmetric about the horizontal line at r = 0, so only the top half
is shown [145]. The center of the tracker, corresponding to the approximate position of
the collision point, is indicated by the star.

Tracker subsystem (modules) Layers Location (cm) Pitch Intrinsic rφ resolution (µm)

BPIX (768) 3 cylindrical 4.4 < r < 10.2 100 × 150µm2 10
TIB (2 724) 4 cylindrical 20 < r < 55 80–120µm

13–38
TOB (5 200) 6 cylindrical 55 < r < 116 183–122µm

FPIX (672) 2 disks 34.5 < |z| < 46.5 100 × 150µm2 20–40
TID (816) 3 disks 58 < |z| < 124 100–141µm

18–47
TEC (6 400) 9 disks 124 < |z| < 282 97–184µm

Table 2.4: Summary of the principal characteristics of the various tracker subsys-
tems [145]. The number of disks corresponds to that in a single endcap. The location
specifies the region in r (|z|) occupied by each barrel (endcap) subsystem. The modules
of the pixel detector use silicon of 285µm thickness, and achieve resolutions that are
roughly the same in rφ as in z, because of the chosen pixel cell size. The modules in the
TIB, TID and inner four TEC rings use silicon that is 320µm thick, while those in the TOB

and the outer three TEC rings use silicon of 500µm.

1.8 radiation lengths, as estimated from simulation and displayed in Fig. 2.14a and 2.14b,
respectively. At |η| ≈ 1.5, the probability for a photon to convert or for an electron to emit a
bremsstrahlung photon by interacting with this material is about 85% due to the presence
of the detector service cables. Similarly, a hadron (charged pion) has a 20% probability to
experience a nuclear interaction before reaching the ECAL surface [145]. A large number
of emerging secondary particles turned out to be a major source of complication for a
global event reconstruction algorithm, and it required harnessing the full granularity and
redundancy of the silicon tracker measurements.

Despite being undesirable events that degrade the quality of the reconstruction of
charged and neutral hadrons, nuclear interactions can be alternatively used to produce
a high-precision map of the material inside the tracker, as shown in Fig 2.14c for the
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x–y plane in the barrel region (|z| < 25 cm) using a data set of pp collisions at
√
s =

13 TeV [146]. The positions of the secondary vertices can determine the locations of
passive material with a precision of the order of 100µm, verifying the simulation of the
tracker material budget with an accuracy better than 10%. The signatures of the beam
pipe, the BPIX detector with its support, and the first layer of the TIB detector can be
clearly observed above the background of misreconstructed vertices in Fig 2.14c.
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Figure 2.14: Total thickness t of the inner tracker material expressed in units of interac-
tion (a) and radiation (b) lengths, λl and X0, respectively, as a function of the pseudorapid-
ity η [145]. (c) “Hadrography” is based on samples of secondary hadronic interactions and
produces a high-precision map of the material within the tracking volume. The density
of vertices is indicated by the color scale [146].

The tracker measures the pT of charged hadrons at normal incidence with a resolution
of 1% for pT < 20 GeV. The relative resolution then degrades with increasing pT to reach
the calorimeter energy resolution for track momenta of several hundred GeV. Because the
fragmentation of high-pT partons typically produces many charged hadrons at a lower pT,
the tracker is expected to contribute significantly to the measurement of the momentum
of jets with a pT up to a few TeV [145].

2.2.3 The electromagnetic calorimeter

The ECAL [147, 148] is a hermetic homogeneous calorimeter made of 75 848 lead
tungstate (PbWO4) crystals. The barrel (EB) covers |η| < 1.479 and the two endcap (EE)
disks 1.479 < |η| < 3.0 . The EB (EE) crystal length of 23 (22) cm corresponds to 25.8 (24.7)
radiation lengths, sufficient to contain more than 98% of the energy of electrons and pho-
tons up to 1 TeV, with the electron and photon separation being possible up to |η| = 2.5,
the limit of the region covered by the tracker. The crystal material also amounts to about
one interaction length, causing about two-thirds of the hadrons to start showering in ECAL

before entering HCAL. To measure and correct for response changes during LHC operation
ECAL is equipped with a light monitoring system.

The crystal transverse size matches the small Molière radius of PbWO4, 2.2 cm. This
fine transverse granularity makes it possible to fully resolve hadron and photon energy
deposits as close as 5 cm from one another, for the benefit of exclusive particle identifica-
tion in jets. More specifically, the front face of the EB crystals has an area of 2.2×2.2 cm2,
equivalent to 0.0174×0.0174 in the η–ϕ plane. For EE, the crystals are arranged instead
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Figure 2.15: The CMS ECAL is a homogeneous and hermetic calorimeter [149]. The
preshower detector, based on lead absorbers that are equipped with silicon strip sensors,
is placed in front of the endcap crystals, to enhance photon identification capabilities.

in a rectangular (x, y) grid, with a front-face area of 2.9×2.9 cm2. The intrinsic energy
resolution of EB was measured with an ECAL supermodule directly exposed to an electron
beam, without any attempt to reproduce the inert material of the tracker in front of the
ECAL [150]. The energy resolution, σ, is parameterized as a function of the electron energy,
E, as

σ

E
=

2.8%
√
E/GeV

⊕
12%
E/GeV

⊕ 0.3% , 2.21

where the three contributions correspond to the stochastic, e.g., the shower containment,
the noise, e.g., deposits from multiple interactions per bunch crossing, and constant,
e.g., non-uniformity of the longitudinal light collection, terms, respectively. Because of
the very small stochastic term inherent to homogeneous calorimeters, the photon energy
resolution is excellent in the 1–50 GeV range typical of photons in jets. The constant term
dominates the energy resolution for high-energy electron and photon showers.

The ECAL electronics noise σECALnoise is measured to be about 40 (150) MeVper crystal in EB

(EE). Another important source of spurious signals arises from particles directly ionizing
the avalanche photodiodes, aimed at collecting the crystal scintillation light [151]. This
effect gives rise to single-crystal spikes with a relative amplitude significantly larger than
the scintillation light. Such spikes would be misidentified by a global event description
algorithm as photons with an energy up to 1 TeV. Since these spikes mostly affect a
single crystal and more rarely two neighboring crystals, they are rejected by requiring the
energy deposits to be compatible with arising from a particle shower. This is based on a
combination of looser and tighter thresholds on E4/E1 and E6/E2 ratios, where E1 (E2)
and E4 (E6) are the energies collected in the considered crystal (crystal pair) and in the
four (six) adjacent crystals, respectively. The timing of the energy deposits in excess of
1 GeV is also required to be compatible with the beam crossing time to better than ±2 ns.

A much finer-grained detector, known as preshower (ES) and whose fiducial area is
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approximately 1.65 < |η| < 2.6, is installed in front of each EE disk. It consists of two
layers, each comprising a lead radiator followed by a plane of silicon strip sensors. The
two lead radiators represent approximately two and one radiation lengths, respectively.
The two planes of silicon sensors have orthogonal strips with a pitch of 1.9 mm. When
either a photon or an electron passes through the lead, it initiates an electromagnetic
shower. The granularity of the detector and the small radius of the initiating shower
provide an accurate measurement of the shower position.

Originally, the aim of the superior granularity of ES was (i) to resolve the photons from
π0 decays; and (ii) to indicate the presence of a photon or an electron in ECAL by requiring
an associated signal in ES. Parasitic signals, however, are generated by the large number
of neutral pions produced by hadron interactions in the tracker material, followed by
photon conversions and electron bremsstrahlung. These signals affect substantially the
ES identification and separation capabilities. In a global event description algorithm, these
capabilities can therefore not be fully exploited, and the energy deposited in ES merely is
added to that of the closest associated ECAL cluster, if any, and discarded otherwise.

The electron momentum is estimated by combining the energy measurement in ECAL

with the momentum measurement in the tracker. The momentum resolution for electrons
with pT ≈ 45 GeVfrom Z → e+e− decays ranges from 1.7 to 4.5%. It is generally better in
the barrel region than in the endcaps, and also depends on the bremsstrahlung energy
emitted by the electron as it traverses the material in front of the ECAL [152].

2.2.4 The hadron calorimeter

The HCAL [153] is a hermetic sampling calorimeter consisting of several layers of brass
absorber and plastic scintillator tiles. It surrounds the ECAL, with a barrel (|η| < 1.3) and
two endcap disks (1.3 < |η| < 3.0). In the barrel, the HCAL absorber thickness amounts to
almost six interaction lengths at normal incidence, and increases to about ten interaction
lengths at larger pseudorapidities. It is complemented by a tail catcher (HO) that is installed
outside the solenoid coil. The HO material (1.4 interaction lengths at normal incidence) is
used as an additional absorber. At small pseudorapidities (|η| < 0.25), this thickness is
enhanced to a total of three interaction lengths by a layer of steel. The total depth of the
calorimeter system (including ECAL) is thus extended to a minimum of twelve interaction
lengths in the barrel, while the thickness amounts to about ten interaction lengths in the
endcaps.

The HCAL is read out in individual towers with a cross section ∆η×∆ϕ = 0.087×0.087 for
|η| < 1.6 and 0.17×0.17 at larger pseudorapidities. The combined (ECAL+HCAL) calorimeter
energy resolution was measured in a pion test beam [154] to be

σ

E
=

110%
√
E
⊕ 9% , 2.22

where E is expressed in GeV.

The typical HCAL electronics noise σHCALnoise is measured to be ≈ 200 MeVper tower. Ad-
ditionally, rare occurrences of high-amplitude, coherent noise were observed in the HCAL
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barrel [155]. Since this coherent HCAL noise would be misinterpreted as high-energy neu-
tral hadrons by a global event description algorithm, the affected events are identified by
their characteristic topological features and rejected at the analysis level.

The HCAL is complemented by hadron forward (HF) calorimeters situated at ±11.2 m
from the interaction point that extend the angular coverage on both sides up to |η| =

5.2. The HF consists of a steel absorber composed of grooved plates. Radiation-hard
quartz fibers are inserted in the grooves along the beam direction and are read out by
photomultipliers. Each HF calorimeter consist of 432 readout towers with a cross section
∆η×∆ϕ = 0.175×0.175 over most of the pseudorapidity range, containing long and short
quartz fibers. The long fibers run the entire depth of the HF calorimeter (about 165 cm,
or approximately ten interaction length), while the short fibers start at a depth of 22 cm
from the front of the detector.

In each calorimeter tower, the signals from the short and long fibers are used to
estimate the electromagnetic and hadronic components of the shower; photons deposit a
significant fraction of their energy in the long-fiber calorimeter segment, whereas hadrons
produce on average nearly equal signals in both calorimeter segments. If L (S) denotes the
energy measured in the long (short) fibers, the energy of the electromagnetic component,
concentrated in the first part of the absorber, can be approximated by L − S, and the
energy of the hadronic component is the complement, i.e., 2S.

Spurious signals in HF, caused for example by high-energy beam halo muons directly
hitting the photomultiplier windows, are reduced by rejecting (i) high-energy S deposits
not backed up by a L deposit in the same tower; (ii) out-of-time S or L deposits of more than
30 GeV, (iii) L deposits larger than 120 GeVwith S < 0.01L in the same tower; (iv) isolated
L deposits larger than 80 GeV, with small L and S deposits in the four neighbouring
towers.

2.2.5 The muon detectors

Outside the solenoid coil, the magnetic flux is returned through a yoke consisting
of three layers of steel interleaved with four muon gaseous detector planes (Fig. 2.16).
Drift tube (DT) chambers and cathode strip chambers (CSC) detect muons in the regions
|η| < 1.2 and 0.9 < |η| < 2.4, respectively, and are complemented by a system of resistive
plate chambers (RPC) covering the range |η| < 1.6. The reconstruction involves a global
trajectory fit across the muon detectors and the inner tracker. The calorimeters and the
solenoid coil represent a large amount of material before the muon detectors, and hence
induce multiple scattering leaving the tracker to dominate the momentum measurement
up to a pT of about 200 GeV.

The DTs are segmented into drift cells; the position of the muon is determined by
measuring the drift time to an anode wire of a cell with a shaped electric field. The CSCs

operate as standard multi-wire proportional counters but add a finely segmented cathode
strip readout, which yields an accurate measurement of the position of the bending plane
(r–φ) coordinate at which the muon crosses the gas volume. The RPCs are double-gap
chambers operated in avalanche mode, and are primarily designed to provide timing
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Figure 2.16: The locations of the various muon stations and the steel flux-return disks
(dark areas) are shown [156]. Here a quadrant of the CMS detector in the r–z plane is
shown, with the axis parallel to the beam (z) running horizontally and the radius (r))
increasing upward. The interaction point is at the lower left corner.

information for the muon trigger. Three regions can be distinguished, naturally defined
by the cylindrical geometry of CMS, i.e, the barrel (|η| < 0.9), overlap (0.9 < |η| < 1.2), and
endcap (1.2 < |η| < 2.4) regions.

Table 2.5: Properties and parameters of the CMS muon subsystems during the 2016 data
taking period [156].

Muon subsystem DT CSC RPC

|η| coverage 0.0–1.2 0.9–2.4 0.0–1.9
Number of stations 4 4 4
Number of chambers 250 540 Barrel: 480

Endcap: 576
Number of layers/chamber r-φ: 8; z: 4 6 2 in RB1 and RB2

1 elsewhere
Number of readout channels 172 000 Strips: 266 112 Barrel: 68 136

Anode channels: 210 816 Endcap: 55 296
Percentage of active channels 98.4% 99.0% 98.3%

The chambers are arranged to maximize the coverage and to provide overlap where
possible. In the barrel, a station is a ring of chambers assembled between two layers
of the steel flux-return yoke at approximately the same value R. There are four DT and
four RPC stations in the barrel, labeled MB1–MB4 and RB1–RB4, respectively. Both DT and RPC

barrel stations are arranged in five “wheels” along z. In the endcaps, a station is a ring
of chambers assembled between two disks of the steel flux-return yoke at approximately
the same value of z. There are four CSC and four RPC stations in each endcap, labeled
ME1–ME4 and RE1–RE4, respectively. Between Run 1 and 2, additional chambers were added
in ME4 and RE4 to increase redundancy and improve efficiency. A detailed description
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of these chambers, including gas composition and operating voltage, can be found in
Refs. [156,157].

Matching muons to tracks measured in the silicon tracker results in a relative trans-
verse momentum resolution, for muons with pT up to 100 GeV, of 1% in the barrel and
3% in the endcaps. The pT resolution in the barrel is better than 7% for muons with pT

up to 1 TeV [156].

2.2.6 Luminosity detectors at CMS

A system consisting of five subdetectors (“luminometers”) to monitor and measure the
luminosity delivered by LHC is currently in use at the CMS experiment 2. Based on rate
measurements for a variety of observables (see Section 4.2.1), this system includes five
luminometers: a) the silicon pixel and strip tracker, b) the HF calorimeter, c) the DT muon
detector, d) the Fast Beam Conditions Monitor (BCM1F), and e) the most recently installed
and commissioned Pixel Luminosity Telescope (PLT).

The tracker-based methods

A pixel-cluster counting (PCC) method uses the rate of pixel clusters in CMS pixel
detector to provide a luminosity measurement. It supplied the primary offline luminosity
measurement for CMS in 2015–2016, since the large area of the pixel detector and the
relatively low occupancy provides a measurement with good statistical precision, and
the stability of the measurement over time is typically good. Because the CMS trigger
bandwidth (see Section 3.1) available for collecting the data used for this measurement
is limited, the statistical precision for a single 23 s period is not as high as for the rest of
the luminometers, but integrated over longer time periods this is not anymore an issue
for the PCC luminosity.

Two corrections are typically applied to the PCC measurement to account for two
discrete effects: the first type accounts for the signal from a hit spilling over into the
next bunch crossing after a colliding bunch, while the second type accounts for an expo-
nentially decaying “afterglow” for several bunches following a colliding bunch caused by
activation of the surrounding detector material. These effects are measured using data
from empty bunches, which should nominally have zero luminosity, and corrections are
derived and applied to the raw luminosity. Since these corrections vary over the course of
a run they are measured as a function of time and applied in a time-dependent manner.

A second method relies on the primary vertex counting, imposing additional require-
ments to eliminate the background and retain good reconstruction efficiency. This method
is simple and robust, but becomes less linear at high values of instantaneous luminosity.
There are two competing effects. On the one hand, primary vertices from two collisions oc-
curring close to one another in space are merged, leading to an undercounting of vertices
at progressively high instantaneous luminosity. On the other hand, a large number of
tracks can produce fake vertices, leading to overcounting. The precision with which these

2Although originally conceived for radiation protection the Radiation Monitoring System for the Environ-
ment and Safety (RAMSES) [158] can be used for luminosity measurements.
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effects are currently understood falls short of the level needed for precision luminosity
studies. Vertex counting nonetheless serves as a useful cross check, especially for the
dedicated beam-separtion scans, where the instantaneous luminosity is typically low.

The HF measurement

The HF luminosity measurement uses a dedicated readout system installed in the HF

calorimeter. The HF provided the primary online luminosity measurement for CMS during
Run 1 of the LHC and has continued to provide excellent performance throughout Run 2.
The latest algorithm applied in 2017, for the first time, uses the sum of the transverse en-
ergy

∑
ET (HFET), which provides better performance at higher instantaneous luminosity

than the occupancy-based algorithm (HFOC), i.e., based on the average fraction of empty
towers.

Similarly to the PCC luminosity, afterglow corrections are applied: for HFET amount
to approximately 4% in the bunch immediately following a colliding bunch and 0.5% in
the next following bunch, with the corrections for subsequent bunches less than about
0.1%.

The PLT detector

The PLT [159,160] is a dedicated system for measuring luminosity using silicon pixel
sensors, installed at the beginning of 2015. There are a total of 48 sensors arranged into
16 “telescopes,” eight at either end of CMS outside the pixel endcap, where each telescope
contains three sensor planes arranged nearly parallel to the beam pipe. The sensors
measure 8×8 mm, divided into 80 rows and 52 columns, although only the central region
of the sensors is used to reduce the contribution from background.

Over the course of the time, accumulated radiation damage in the sensors may result
in a higher-than-expected loss of efficiency in PLT. The effects of this damage are compen-
sated for by increasing the high voltage applied to the sensors; however, there might still
be several periods where the PLT exhibits low efficiency. Corrections for these efficiency
losses are applied offline.

The BCM1F detector

BCM1F [161,162] measures both luminosity and machine-induced background (MIB). It
consists of a total of 24 sensors mounted on the same carriage as the PLT. The sensors in
BCM1F consist of a total of 10 silicon sensors, 10 polycrystalline diamond (pCVD) sensors,
and 4 single-crystal diamond (sCVD) sensors. The pCVD and sCVD sensors use split-
pad metallization, with each sensor having two readout channels, to keep the overall
occupancy low given the expected conditions in Run 2. The BCM1F readout features a fast
readout with 6.25 ns time resolution; the precise time measurement, in conjunction with
the position of BCM1F 1.8 m from the center of CMS, allows hits from collision products to
be separated from hits from MIB, because the incoming background is separated in time
from the outgoing collision products.
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The DT measuremet

The DT luminosity measurement uses the rate of muon track stubs in the muon barrel
track finder. While the DT measurement is available online, the DT algorithm does not pro-
vide bunch-by-bunch measurements and is thus applicable only for the total luminosity
measurement. In Run 2, the DT measurement has generally been stable and linear, as
long as the track finder itself is not changed, so it can provide a complementary offline
reference measurement.
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T o select events of potential physics interest, the CMS filter (“trigger”) system is com-
posed of the first level (L1), a custom hardware trigger, and the second level, a

high-level trigger (HLT) that consists of custom software routines. Information on the
bunch structure and the timing of the incoming beams is obtained from the beam pickup
for timing devices that are found on either side of the interaction point and used for
suppressing the noise in triggers with high background.

The CMS track and primary vertex reconstruction software aims to reconstruct the
trajectories of charged particles while traversing the CMS silicon tracker. Despite the high
track density, the pixel tracker is well-suited to this purpose, with its high granularity
giving excellent position and momentum resolution in three dimensions and low channel
occupancy. Tracks are further used to reconstruct the primary interaction vertices in each
event. For vertices with many tracks, characteristic of interesting events, the achieved
vertex position resolution is excellent in each of the three spatial dimensions. For the first
time at a hadron collider, a fully-fledged particle-flow (PF) reconstruction algorithm has
been developed, tuned to the CMS detector, and consistently used in physics analyses. For
each collision, final-state particles are identified and reconstructed by the PF algorithm
that provides a global event description and leads to unprecedented CMS performance for
electron and muon identification, jet reconstruction, and missing transverse momentum

65



Chapter 3. Global event and physics object reconstruction

(pmiss
T ) determination among others. This approach also allows particles from multiple

interactions (pileup) to be identified and enables efficient pileup mitigation methods.
The original contribution from the present thesis to the material related to the following

Chapter and listed in Scientific output and Internal notes is:
• The measurement of the lepton selection (trigger, reconstruction, and identification)

efficiency using a “tag-and-probe” method in same-flavor dilepton pp and pPb events
enriched in Z boson candidates.

• The measurement of the lepton isolation performance in pPb collisions due to the
presence of the underlying event.

• The optimization of the lepton isolation performance in pp collisions (at
√
s = 13 TeV)

due to the presence of the QCD multĳet background.
• The measurement of the resolution in the reconstructed primary-vertex positions in

event topologies typical for the dedicated beam-separation scans.
• The offline measurement and monitoring of the CMS luminous region during the

dedicated beam-separation scans.
• The measurement of the expected efficiency for the correct identification of a b jet

as a function of the probability to be misidentified as light-flavor or gluon jet in pp
collisions.

• The treatment of the bias in the pmiss
T measurement by correcting the pT of the jets

to the particle level jet pT using the jet energy correction procedure in pp collisions.
• The uncertainty estimate in pmiss

T factorizing it into its components (electrons, muons,
τ leptons, photons, and PF candidates not associated with any of the previous
physics objects) and varying each object within its scale and resolution uncertain-
ties in pp collisions.
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3.1 The online event filter

CMS is a multipurpose detector designed for precise measurements of various physics
objects, like leptons, photons, and jets, in pp and nuclear collisions. At design luminosity,
the pp interaction rate exceeds 1 GHz; only a small fraction of these collisions contain
events of interest, and only a small fraction of those can be stored for offline analysis. The
conditions for nuclear collisions, that can be currently delivered with a bunch spacing
of at least 100 ns 1, are typically different from those in the pp case. For example, the
instantaneous luminosity delivered by LHC in the 2016 proton-nucleus operational period
at
√
sNN = 8.16 TeV was about 1029 cm−2s−1, resulting in interaction rates of hundreds

of kHz, i.e., much lower than in typical pp conditions and with a negligible probability for
simultaneous interactions. It is up to the trigger system to select the interesting events
for offline storage from the bulk of the (inelastic) collision events.

To select events of potential physics interest, the CMS trigger system [163] utilizes two
levels: the first level (L1) is a custom hardware trigger, and the second level, a high-level
trigger (HLT), consists of custom software routines. At L1 interesting events are selected
at a rate of under 100 kHz based on data from calorimeters and muon detectors. This
equates to a rate reduction by a factor of about 400 compared to the bunch crossing
frequency.

The HLT processor farm of commercial computers consists of a streamlined version
of the offline reconstruction and operates on the event data built by the central data
acquisition (DAQ) system (Fig. 3.1), performing a more sophisticated event selection and
further decreasing the event rate from around 100 kHz to about 0.1-1 kHz. During LS1
a significant upgrade of the CMS DAQ system was performed in order to cope with the
increased number of readout channels as well as with the larger expected data fragments,
while the general architecture remained the same [164]. In addition to collecting collision
data, the trigger and DAQ systems record information for the data-quality monitoring
(DQM) that is meant for identifying and diagnosing problems of the detector in real time
(“online”).

The thresholds of the trigger level can be adjusted during data taking in response to
the value of the LHC instantaneous luminosity, and the overall output rate can be fur-
ther manipulated by reducing (“prescaling”) the number of events that pass the selection
criteria.

3.1.1 L1 trigger overview

The L1 trigger (currently) takes input from the calorimeters and the muon system to
select the events of physics interest. Trigger primitives are generated on the front-ends
of the subdetectors and are combined to physics objects such as muons, electrons or
photons, and jets, as well as event-level information such as missing transverse energy,
before a final decision is rendered in the global trigger (GT) within about 4µs after the
collision. The specification for CMS electronics is to operate with a trigger rate at L1 up

1For the first time, injectors provided a reduced bunch spacing of 75 ns in 2018.
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Figure 3.1: Simplified schematic view of the key building blocks for a single slice of the
CMS DAQ architecture [72]. L1 trigger reduces the incoming event rate of 40 MHz provided
by LHC to about 100 kHz, the maximum rate the detector front-ends can withstand.
Readout units (RUs) receive event fragments at this rate and provide them to the builder
units (BUs). The final event selection is then operated in the filter unit (FU) with the
HLT algorithms being executed within the FU using full granularity event data from all
subdetectors, while the overall event flow–as illustrated with the solid arrows–is directed
by the event manager (EVM). In addition to filtering the L1 output stream, FUs also provide
online DQM. Computing services include a host of monitoring services, storage and the
interface of the DAQ to the offline environment. The output event rate of the filter units
is in the order of 0.1–1 kHz, and is stored on tape.

to 100 kHz, i.e., the limit for low “deadtime” readout operation (the percentage of time
during data taking when collisions occur but no triggers can be recorded). With increas-
ing energy, luminosity performance, and pileup, either a substantial increase in trigger
thresholds would have been enforced to fit within the 100 kHz limit, exerting a detrimental
impact on the physics reach of the experiment, or major upgrades to accommodate the
required readout rate would have been required.

To avoid raising the L1 trigger thresholds, a refined data reduction architecture has
been introduced during the long shutdown 1 by retaining offline-like features, e.g., sub-
tracted energy sums (“isolation”) for electromagnetic and muon objects, improved position
and pT resolution for muon tracks, the introduction of invariant-mass calculation, etc.
In particular, the calorimeter trigger was redesigned to consist of two processing layers,
named “Layer 1” and “Layer 2,” and the muon trigger chain is split into three parallel
track finding systems to reconstruct muon tracks using all muon detectors in a given
geometrical region. While there were separate track finding systems for the RPC, CSC, and
DT detectors in the previous trigger, the upgraded system introduces a barrel, overlap,
and endcap muon track finder. The GT finally determines whether a readout process
shall be initiated based on data received from the calorimeter trigger chain as well as the
muon tracks, with a maximum of 512 separate selections, while the task of system control
and synchronization is separately implemented in the Trigger Control and Distribution
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System (TCDS). This is illustrated in Fig. 3.2.

Figure 3.2: Overview of the CMS L1 trigger system [165]. The calorimeter trigger is orga-
nized into a time-multiplexing trigger, allowing the full event information to be processed
in the Layer-2 processors, after preprocessing and multiplexing in Layer 1. The input
to the calorimeter trigger system originates from HCAL, HF, and ECAL. In the muon trigger,
whose input is obtained from RPC, CSC, and DT, the paradigm changed from a subdetector-
based track finding system to a system reconstructing all tracks in a given geometric
region. The Global Muon Trigger (GMT) is the final stage of the upgraded muon trigger
chain that receives multiple muon objects, but transmits to the Global Trigger (GT) only
the eight best muons.

3.1.2 HLT overview

The HLT is implemented in software, and further refines the purity of the physics
objects. The HLT event selection is performed in a similar way to that used in the offline
processing. For each event, objects such as leptons, photons, and jets are reconstructed,
and identification criteria are applied. The presence of high-pT leptons or photons strongly
indicates interesting hard collisions, and hence particular attention has been devoted to
an efficient set of triggers for these processes.

3.1.3 Electron and photon triggers

Electrons and photons (EG or “electromagnetic objects”) are reconstructed primarily
using ECAL energy deposits, with little energy deposited in the hadron calorimeter. Elec-
trons can be distinguished from photons based on the presence of tracks that point to
electrons and lack thereof for photons. At L1, since only information from the calorimeter
is available, no distinction can be made between e and γ; only at the HLT level, tracks
can be used to resolve this ambiguity.
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Figure 3.3: Performance of the internal stages of the lowest-ET unprescaled single-electron
trigger during the pPb 2016 run. From left to right the rate is shown for steps associated
to L1 seeding, cluster shape, calorimetric isolation, H/E ratio, pixel matching, energy-
momentum and directional compatibility, and track isolation.

The electron and photon identification at HLT begins with a regional reconstruction
of the deposited energy in the ECAL crystals around the EG candidates retrieved from L1.
This is followed by building a “supercluster” (SC) using offline reconstruction algorithms
(see Section 3.3.3). Electron and photon candidates are initially selected based on the
ET =

∑
i Ei sin θi of the SC, with Ei the energy seen by the calorimeters for the ith cluster

and the sum running over all particles emitted into a fixed solid angle in the event, and
on criteria based on properties of the energy deposits in the calorimeters. The common
selection requirements include [166]

Common selection observables

• σηη: a cluster shape variable equals to the root-mean-square of the width in η of the
shower.

• isolation: additional, i.e, after footprint removal, energy deposits in blocks of ECAL

and HCAL are measured in a region around the EG candidate
• ratio to the HCAL energy: in a fixed cone size centered on the SC relative to the

SC energy.

After the common selection, the online electron candidates are further subjected to re-
quirements involving the tracker. The presence of a reconstructed track compatible with
the SC is the basis of

Electron and photon candidates observables

• pixel matching: the energy and position of the SC to propagate a hypothetical
trajectory through the magnetic field under each charge hypothesis to search for
compatible hits in the pixel detector. Full silicon tracks are then reconstructed
from the resulting pixel seeds.

• electron tracking: based on a simple Kalman filter technique [167] it is comple-
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mented by the Gaussian-Sum Filtering (GSF) algorithm, which better parametrizes
the highly non-Gaussian electron energy loss, and the reconstructed luminous re-
gion (see Section 3.2.4) position.

• energy-momentum compatibility: the inverse momentum of the electron tracks
must be compatible with the SC inverse energy.

• directional compatibility: their direction at the last tracker layer should match
the SC position in η and φ.

• track isolation: requirements with respect to the tracks reconstructed around the
electron candidate are applied if required for rate reasons.
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The lowest-threshold inclusive single isolated electron filter at the 2016 pPb run,
corresponding to instantaneous luminosity of about 1029 cm−2s−1, had a threshold of
ET > 20 GeV. Figure 3.3 shows how the rate is gradually reduced by the filtering steps
of this trigger, along with the relative contribution of each step. Using a “tag-and-probe”
technique (see Appendix B), efficiencies are computed with respect to a standard offline
selection (Figs. 3.4 and 3.5).

3.1.4 Muon triggers

The muon HLT combines information from both the muon and the tracker detectors to
identify muon candidates and determine their pT. The muon HLT algorithm is composed
of two main steps, level-2 (L2), which uses information from the muon system only, and
level-3 (L3), which combines measurements from both tracker and muon detectors.

Level-2 The reconstruction of a track in the muon spectrometer starts from seeding DT

and CSC segments. Each seed is then used to reconstruct a track using measurements
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(hits and segments) from all the muon detectors using the Kalman filter technique. The
track reconstruction is followed by the removal of possible duplicates of the same muon
candidate checking that tracks do not share any hits. The luminous region position is
used to constrain the track parameters to improve the transverse momentum resolution.
The multiplicity and relevant parameters of successfully reconstructed L2 muons are
used to filter the event. The main selection is based on the muon pT, while the number
of muon chambers and measurements used in the track fit, e.g., goodness-of-fit χ2, can
also be used to suppress misreconstructed muons.

Level-3 The L3 muon reconstruction exploits the excellent momentum and vertex res-
olution of the inner silicon tracker to further improve the momentum resolution at high
pT. Owing to timing and software constraints, the full tracker reconstruction is not per-
formed. Instead, the L3 muon trigger algorithm consists of three main steps: (i) seeding of
tracker reconstruction starting from L2 information, (ii) reconstruction in the tracker, and
(iii) combined fit in the tracker and muon systems. These tracks and the L2 muons are
propagated to a common surface, e.g., the innermost layer of the muon system, and their
compatibility is evaluated using criteria, such as angular separation or goodness-of-fit
χ2. If one or more L3 muons are successfully reconstructed, their number and param-
eters are used to filter the event; the main selection is based on the muon pT, whereas
additional track parameters, such as pixel hits and impact parameter, can be used to
suppress misreconstructed muons.

Isolation The isolation of L3 muons can be also considered and is evaluated combining
information from the silicon tracker, ECAL, and HCAL. Tracks reconstructed in the silicon
tracker in a fixed cone size around the L3 muon, and are summed up with ECAL and HCAL

deposits. The calorimeter deposits are typically corrected for the average energy density,
ρ, in the event using the FastJet technique [168].

The used inclusive single muon filter for the 2015 reference pp and 2016 pPb runs
had thresholds of pT > 15 and > 12 GeV, respectively, and no isolation requirement.
Efficiencies are measured in data and compared to simulation, and are shown to be
highly-efficient and well-understood (Figs. 3.6 and 3.7).

3.1.5 Beam position timing trigger

Several subdetectors may not provide trigger primitives, but still, generate simple
binary logic signals for their inclusion in the trigger menu logic. For instance, the two
LHC beam position monitors closest to the interaction point for each LHC experiment are
reserved for timing measurements which are called the Beam Pick-up Timing eXperiment
(BPTX) detectors [169]. For CMS, they are located at a distance of approximately 175 m on
either side of the interaction point (BPTX+ and BPTX-). The trigger typically selects “zero-
bias” events, i.e., valid bunch crossings, using the digitized BPTX signal. Requiring a
logical conjunction of BPTX+ with BPTX- (BPTX_AND) a coincidence of the signals from the
detectors on either side is established. To suppress noise in triggers with high background
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a coincidence with BPTX_AND is thus required.
Since the interaction probability per bunch crossing during nuclear collisions is small,

a complementary trigger to select hadronic interactions is typically deployed. In that
case, the collision events are selected online by requiring the coincidence of signals from
both the BPTX devices, hence indicating the presence of both proton and lead (or lead
and lead) bunches crossing the IP, and at least one energy deposit above a readout
threshold on either side of HF. The selection offline can be further refined by repeating
the energy deposition requirement on each of the two sides of HF, and possibly imposing
a requirement on the reconstructed PV multiplicity. This selection that is based on
coincidences between the signals from the +z and −z sides of BPTX and HF is referred to
as a “minimum-bias” trigger.

3.2 Hit, track, and primary vertex reconstruction

The scientific goals of CMS impose stringent requirements on the performance of the
tracking system. Reconstructing tracks in a high-occupancy environment is challeng-
ing; it requires to attain high track-finding efficiency while keeping the fraction of “fake”
tracks small. Fake tracks are falsely reconstructed tracks that may be formed from a
combination of unrelated (random) hits or from a genuine particle trajectory that gets
badly reconstructed from the inclusion of spurious hits. In addition, the data acquisition
system of the strip detector, which runs algorithms on off-detector electronics (modules
of the front-end driver (FED) [170]), must control throughput level sufficiently fast to be
used not only for offline event reconstruction, but also for the CMS HLT.

Hits created by charged particles crossing the tracker’s sensitive layers must be re-
constructed. The algorithms used to reconstruct tracks from these hits, along with the
performance obtained in terms of track-finding efficiency, the proportion of fake tracks,
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and track parameter resolution, are explained in Ref. [145].
Primary vertices from collisions are distributed over the luminous region colloquially

known as the “beamspot.” This is intimately linked to tracking since, on the one hand, the
beamspot and primary vertices are found using reconstructed tracks, and on the other
hand, an approximate knowledge of their positions is needed before track finding can be
initiated.

3.2.1 Hit reconstruction performance

“Local” reconstruction consists of clustering zero-suppressed signals above specified
thresholds in pixel and strip channels into hits, and then estimating the cluster positions
and their uncertainties 2. As a result, information for only a small fraction of the channels
in any given event is retained for offline storage. The hit efficiency is the probability to find
a cluster in a given silicon sensor that has been traversed by a charged particle. In the
pixel tracker, the average efficiency for reconstructing hits is typically >99% (Fig. 3.8a),
albeit the hit efficiency depends on the instantaneous luminosity, as shown in Fig. 3.8b.
The systematic uncertainty in these measurements is estimated to be below 0.5% [171].
Several sources of loss can be identified, e.g., the limited size of the internal buffer of
the readout chips causing a dynamic inefficiency that increases with the instantaneous
luminosity, readout errors signaled by the FED modules depending on the rate of beam-
induced background, etc.
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Figure 3.8: Hit efficiency for different LHC pp filling schemes as a function of (a) the
bunch crossing identification number for the second barrel layer and (b) instantaneous
luminosity for all barrel and forward disks of the silicon pixel detector [171]. (c) Hit
efficiency of the silicon strip detector planes. During late 2015 and early 2016, the strip
tracker observed a loss of hits due to the saturation of the APV25 readout chip [172].
Measurements on last detector planes, i.e., TOB L6 and TEC D9, have been omitted because
of the bias (underestimation) induced by the analysis method.

The overall hit efficiency in the strip tracker is about 99.8% (Fig. 3.8c). This number is
compatible with the 0.2% fraction of defective channels observed during the construction
of the strip tracker [145]. During late 2015 and early 2016, the higher instantaneous

2In PbPb collisions, the number of produced particles depends strongly on the geometrical overlap of the
Pb ions. As a consequence, to avoid bias, the tracker is read out without hardware zero suppression with
the latter being performed offline.
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luminosity values at LHC increased the detector occupancy. Charges generated near the
back-plane of the sensitive volume of the thicker silicon sensors is inefficiently collected by
the APV25 readout chip [173], and corrections are applied to compensate for the cluster
barycenter shift along the direction perpendicular to the sensor plane. The increased
detector occupancy saturated the APV25 readout chip, that integrates the collected charge
in a narrow time window near the back-plane of the thicker silicon sensors, resulting in
high deadtime and a further loss of hits. After having changed the drain speed of the
pre-amplifier, thus allowing for faster recovery, the efficiency was fully recovered.

3.2.2 Track reconstruction performance

Tracking algorithms reconstruct charged particles over the full pseudorapidity range of
the tracker |η| < 2.5, finding tracks with pT as low as 0.1 GeV, or produced as far as 60 cm
from the beam line. Initially, it was thought that track finding should be seeded using hits
in the outer layers of the tracker, where the channel occupancy is relatively low [143].
However, later it has been broadly perceived that the pixel tracker is better suited to
this purpose featuring high granularity, and hence providing algorithms with excellent
resolution in the three spatial dimensions and an even lower channel occupancy, despite
the higher track density [145]. In addition, many particles lose a significant fraction
of their energy interacting with the tracker material. To ensure high efficiency the track
finding process uses trajectory seeds created in the inner region of the tracker, facilitating
the reconstruction of low-momentum tracks that are deflected by the strong magnetic field
before reaching the outer part of the tracker.

In a typical LHC event containing jets, the track-finding procedure yields a significant
fraction of fake tracks. The fake rate can be reduced substantially through quality require-
ments. Tracks are selected on the basis of the number of layers that have hits, whether
the estimated χ2/dof of their fit is good, and how compatible they are with originating
from a primary interaction vertex. The selection criteria can be summarized as [145]

• A requirement on the minimum number of layers in which the track has at least
one associated hit. This differs from selections based on the number of hits on the
track, because more than one hit in a given layer can be assigned to a track, as
in the case of layers with overlapping sensors or double-sided layers in which two
sensors are mounted back-to-back.

• A requirement on the minimum number of layers in which the track has an asso-
ciated three-dimensional hit, i.e., in the pixel tracker or matched hits in the strip
tracker.

• A requirement on the maximum number of layers intercepted by the track contain-
ing no assigned hits, not counting those layers inside its innermost hit or outside
its outermost hit, nor those layers where no hit was expected because the module
was known to be malfunctioning.

• χ2/dof < α0Nlayers.
• |dBS

0 |/δd0 <
(
α3Nlayers

)�
.

• |zPV
0 |/δz0 <

(
α4Nlayers

)�
.
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• |dBS
0 |/σd0(pT) <

(
α1Nlayers

)�
.

• |zPV
0 |/σz0(pT, η) <

(
α2Nlayers

)�
.

The parameters αi and � are configurable constants. The track’s impact parameters
are dBS

0 and zPV
0 , where dBS

0 is the distance from the center of the beamspot in the plane
transverse to the beam line and zPV

0 is the distance along the beamline from the closest
pixel vertex; the impact parameter uncertainties, δd0 and δz0, are calculated from the
covariance matrix of the fitted track trajectory. The “high-purity” track selection criteria
provide stringent requirements that reduce the efficiency and fake rate and are listed in
Table 3.1 for each iteration.

Table 3.1: Parameter values [145] used in selecting high-purity tracks reconstructed in
each step; the number of layers that contain hits assigned to tracks, the parameter α0
that controls selection criteria based on χ2/dof, the parameters αi and � that define the
compatibility of impact parameters with the interaction point. Iterations 2 and 3 use
two paths that emphasize track quality (Trk) or primary vertex compatibility (PV). A track
produced by these iterations is retained if it passes either of these criteria. These quality
criteria are adjusted to maintain high efficiency and low fake rate as a function of track
pT and Nlayers.

Iteration �
Min layers Min 3D layers Max lost layers α0 α1 α2 α3 α4

0 & 1 4 4 4 2 0.9 0.30 0.35 0.40 0.40
2 Trk 4 5 3 1 0.5 0.90 0.90 0.90 0.90
2 PV 3 3 3 1 0.9 0.85 0.80 0.90 0.90
3 Trk 4 5 4 1 0.5 1.00 1.00 1.00 1.00
3 PV 3 3 3 1 0.9 0.90 0.90 1.00 1.00

4 3 6 3 0 0.3 1.00 1.00 1.00 1.00
5 3 6 2 0 0.25 1.20 1.10 1.20 1.10

For prompt, charged particles of pT > 1 GeV, under typical LHC conditions and in
simulated inclusive tt events (Fig. 3.9), the average track reconstruction efficiency, i.e., the
fraction of reconstructed tracks that can be associated with the corresponding simulated
charged particles, is expected approximately to be 92 (94) % in the barrel region of the
phase-0 (phase-I) tracker. It decreases to about 80 (85)% at higher pseudorapidity with
most of the inefficiency caused by hadrons undergoing nuclear interactions in the tracker
material. In the same pT range, the fraction of falsely reconstructed tracks, i.e., the
fraction of reconstructed tracks that are not associated with any simulated particle, is
at the few percent level. In the central region, tracks with 1 < pT < 100 GeV have a
resolution in pT of better than 1.5%. In this momentum range, the resolution in the
track parameters is dominated by multiple scattering. The resolution in their transverse
and longitudinal impact parameters remains approximately constant at 160 and 180 (90
and 100)µm respectively, in the central region of the phase-0 (phase-I) tracker, while it
progressively deteriorates towards higher pseudorapidity.
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Figure 3.9: Track reconstruction efficiency—the number of reconstructed tracks sharing
at least 75% of their assigned hits with the simulated particles divided by the total num-
ber of generated particles—as a function of the simulated track (a) η and (b) pT [172]. The
phase-I pixel detector (installed in 2017) exhibits an improved performance relative to the
phase-0 detector all over the η and studied pT spectrum. The reconstructed tracks are
simulated based on pythia (v.8 [50,51]) using the 4C tune [174], and are required to meet
the “high-purity” requirement (Table 3.1). The number of pileup interactions superim-
posed on each simulated tt event is randomly generated from a Poisson distribution with
a mean value of 35.

3.2.3 Primary vertex reconstruction performance

The goal of primary vertex (PV) reconstruction is to measure the location, and the
associated uncertainty, of all hadron-hadron, hadron-nucleus, or nucleus-nucleus inter-
action vertices in each event, including the event vertex from the hard scattering and any
vertices from pileup (PU) collisions, using the available reconstructed tracks. It consists
of three main steps

• selecting the tracks
• clustering the tracks that appear to originate from the same interaction vertex
• fitting the position of each vertex using its associated tracks.

The identification of the event vertex from the hard scattering is a key element for the
reconstruction and identification of b jets among others. The vertex position is estimated
with an adaptive vertex fit [145] using a collection of tracks compatible with originating
from the same interaction. During Run 1 operations, with an average of 21 additional
pp collisions per bunch crossing, the event PV was identified as the reconstructed vertex
with the largest

∑
p2

T of its associated tracks. When the number of additional interactions
in the same bunch crossing increases, the chosen PV is not always identified correctly as
the vertex corresponding to the hard interaction.

A more robust method has been developed to meet the requirements associated with
higher PU. The recently introduced technique [175] consists of replacing the individual
tracks contributing to

∑
p2

T by pseudojets, i.e., by clustering the tracks originating from
the same vertex using the anti-kT jet clustering algorithm (see Section 3.3.4) with a dis-
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tance parameter of 0.4. For each primary vertex,
∑
p2

T is computed by using these jets
as well as the pmiss

T at the PV (“track pmiss
T ”) in order to account for neutral particles.

Different weights are applied to pseudojets and missing transverse momentum because
of the experimental precision in determining their pT magnitude. The PV with the largest
weighted

∑
p2

T is then chosen as the one corresponding to the hard scattering, and the
jets associated with it are used to quantify the performance of the b tagging algorithms.

The efficiency for choosing the right PV depends on the event kinematics. It can be
estimated in the simulation by comparing its reconstructed z position to that of the gen-
erated hard interaction. Figure 3.10 displays simulated tt events with MadGraph5 [176]
interfaced to pythia (v6.424 [49], and using the Z2∗ [58,177] tune) for three detector sce-
narios [175]: phase-I detector with an average pileup of 50 (blue squares), phase-I-“aged,”
i.e., with modeling of the effects of radiation damage after 1 ab−1 of integrated luminosity,
and phase-II (green circles) detectors with an average PU of 140 (red triangles) separately
considered for the PV sorting algorithms in Run 1 (open symbols) and 2 (full symbols).
The Run 1 algorithm for PV sorting would be indeed significantly less efficient. The pixel-
detector extension in phase II will provide an improved efficiency for the PV choice in the
forward region 2.4 < |η| < 3.0 compared to the phase-I-aged detector configuration.
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Figure 3.10: Efficiency in choosing the correct PV of the hard interaction as a function
of the leading jet pT progressively from central (left) to forward (right) |η| regions for tt
events simulated with MadGraph5 [176] interfaced to pythia (v6.424 [49], and using the
Z2∗ [58,177] tune) for three detector scenarios [175].

The resolution in the position of a reconstructed PV strongly depends on the number
of tracks used to fit the vertex and the pT of those tracks. A track-splitting method [145]
is employed for measuring the resolution as a function of the number of tracks associated
to the vertex. The tracks used in any given vertex are split into two equal sets. During
the splitting procedure, the tracks are first sorted in descending pT order, and then
combinatorially paired starting from the track with the largest pT. For each pair, tracks
are randomly assigned to one or the other set of tracks. This ensures that the two sets of
tracks have, on average, the same kinematic properties. These two sets of tracks are then
fitted independently with an adaptive vertex fitter. Finally, to extract the resolution the
distributions in the difference of the fitted vertex positions for a given number of tracks
are parameterized using a single Gaussian distribution, whose fitted root-mean-square
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(RMS) width is divided by a factor of
√

2, because the two used subsets should nominally
have the same resolution. The range of the fit is constrained to be within twice the RMS
of the distributions.

Results from a study of the PV resolution in transverse and longitudinal directions as a
function of the number of tracks associated with the vertex, using jet-enriched simulated
data samples, are shown in Fig. 3.11. The resolution approaches 10µm in x and y, and it
is about 12µm in z for primary vertices using at least 50 tracks. For zero- or minimum-
bias events, the resolutions are worse across the full range of the number of tracks used to
fit the vertex, and less than about 20 and 25µm in transverse and longitudinal directions,
respectively, for primary vertices reconstructed using at least 50 tracks.
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Figure 3.11: Primary vertex transverse (a) and longitudinal (b) resolution in events sim-
ulated with pythia (v.8 [50, 51]) using the 4C tune [174] as a function of the number of
tracks used in the adaptive vertex fit [178]. The reconstructed tracks associated to pri-
mary vertices are selected with the high-purity requirement of Ref. [145], while vertices
within a radial (longitudinal) distance of 24 (2) cm are retained. The phase-I pixel detector
(installed in 2017) exhibits an improved performance relative to the phase-0 2016.

3.2.4 Reconstruction of the LHC luminous region

The measurement and continuous monitoring of the luminous region, where the two
LHC beams collide at a given interaction point, play a crucial role both for the trigger
selection and the event reconstruction. Studying the luminous region is of great interest
for the experiments given the interplay between the yearly integrated luminosity perfor-
mance and the detector event reconstruction efficiency, which depends on pileup, and
are routinely performed to optimize parameters, like the levelling time or Fill duration,
for different filling scheme scenarios, e.g., Ref. [179]. Given the size of transverse (longi-
tudinal) dispersion, typically a fewµm (cm), the position of the luminous region provides
an excellent estimate of the position of the interaction point. This is of primary impor-
tance especially for the track reconstruction; the beamspot position is used to constrain
the track fitting, when the primary vertices of the event are not yet determined, and to
constrain the track clustering in the longitudinal direction for reconstructing the primary
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vertices of the event. The precise determination of the beamspot position allows to mon-
itor real-time the position of the beams, and hence minimizing the radiation dose in the
tracker and providing the accelerator operators with valuable feedback. To keep the ex-
posure to ionizing radiation uniform in φ it is desirable to keep the beam at the center of
the tracking detector. Last but not least, the beamspot parameters, as measured in data,
are deployed to MC event sample simulation of the PV distribution.

(a)

(b)

Figure 3.12: The position and size of the luminous region at the interaction point [AN6]
are measured with respect to the CMS reference frame centered on the mechanical support
of the tracker. Transverse (a) and longitudinal (b) distributions of the collision region can
be parameterized by Gaussian functions with typical widths of the order of few µm and
cm, respectively, and are accompanied by potential beam offsets in x, y and z from the
nominal center of the detector; angles spanning the detector z axis and the interaction
vertex should also be encoded, and are distributed according to �∗ and beam emittance.

The measured beamspot parameters are the coordinates of the center (xBS, yBS, and
zBS), the widths (σx , σy, and σz), and the derivatives (slopes) with respect to the z axis
( dx

dz and dy
dz ), and can be determined in two ways [180]. The first method is through the

reconstruction of primary vertices, which maps out the collisions as a function of x, y, and
z, hence the shape of the beamspot. The position of the center and the size of the luminous
region is determined through a fit to the three-dimensional distribution of vertex positions.
The second method, inherited from CDF (e.g., Refs. [181] and [182]), utilizes the correlation
between the impact parameter (d0) and azimuthal angle (φ) of tracks originating from the
same PV. When the center of the beamspot is displaced relative to its expected position,
i.e., when the beam is displaced with respect to the detector coordinate system, the d0-φ
distribution exhibits a sinusoidal modulation that can be fitted with a parameterization
including the beamspot parameters as:

d0(φ, z0) = xBS sinφ +
dx
dz

sinφ (z0 − z
BS) − yBS cosφ −

dy
dz

cosφ (z0 − z
BS). 3.1

The two methods are typically checked against each other to provide consistent results,
and a combination of both methods is required to measure the full set of beamspot
parameters.
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The beamspot can be measured with a per-lumisection (LS) granularity, i.e., short
periods of about 23 s each, to protect against effects from orbit drifts. Such granular-
ity is crucial for dedicated measurements of the predicted beam displacement at the IP
(see Section 4.3.1). A more precise estimate of the beamspot parameters is typically
required though, and hence a weighted average is calculated combining measurements
from coarser time intervals, the latter colloquially referred to as Intervals of Validity (IOV).
This means a consecutive operation can be viewed as an ordered IOV sequence, each with
its own beamspot measurement.

Representative zBS and σz measurements are shown in Fig. 3.13 for the 2015 pp
period at 13 TeV. The results are consistent with those expected from the LHC tuning that
centered the zBS coordinate to zero from Fill 4386 onward. The longitudinal width has
been measured to be typically between four and five cm. Its reduction throughout a Fill
can be explained in terms of emittance evolution (shrinkage), that has been independently
detected by dedicated “emittance” scans and transverse beam profile monitors [183],
and is consistent with the high synchrotron radiation damping at 13 TeV [184]. The
longitudinal width is practically unaffected by the absence of the magnetic field because
of its larger magnitude, whereas the transverse widths exhibit much larger variations
between 0 and 3.8 T [185].

3.3 Physics object reconstruction

The concept of cylindrical detection layers, nested around the beam axis, formulates
the reconstruction of “physics objects” from signals collected by a given subdetector as:
• The reconstruction of “isolated” photons and electrons primarily concerns the ECAL.
• The identification of muons is principally based on the information from the muon

detectors.
• The energy of the jets, consisting of hadrons and photons, can be inclusively mea-

sured by the calorimeters, i.e, without any attempt to separate individual jet parti-
cles. The same argument applies to ~pmiss

T reconstruction.
• The “tagging” of jets originating, e.g., from the b quark hadronization or hadronic
τ decays is based on the properties of the pertaining charged particle tracks, and
thus mostly involves the tracker.

A significantly improved event description is achieved by correlating the basic ele-
ments from all detectors (tracks and clusters) to identify each final-state particle, and
finally combining the relevant measurements to reconstruct the particle properties on
the basis of this identification. This universal approach is called the “particle-flow” (PF)
reconstruction. The PF concept was developed and used for the first time by the ALEPH

experiment at LEP [186].
A key ingredient in this approach is the fine spatial granularity of the detector layers

since coarse-grained detectors may cause the signals from different particles to overlap,
thereby reducing the particle identification and reconstruction efficiencies. The level of
ability to individually identify the particles from the hard scatter is assessed by the extent
of the proton or ion debris, the particles from pileup interactions, the particle proximity
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Figure 3.13: Examples of measured beamspot parameters, zBS and σz, at IP5 using
pp collisions at

√
s = 13 TeV [185]. Data were recorded with the CMS magnet at 3.8

(black dots), 2.8 (green dots) or 0 T (red dots). The absence of the magnetic field, and
hence the partial loss of information about ~pmiss

T , impacts all the errors of the beamspot
parameters returned by the fit methods. The widths are affected too since they are strongly
correlated with the primary vertex errors. Low pileup Fills—4266, 4268, and 4269 at the
end of August—are more prone to larger statistical uncertainty due to the lower number of
reconstructed tracks. The error bars indicate the statistical uncertainty of the employed
fit methods.

inside high-energy jets, the secondary interactions in the tracker material, etc. In CMS,
the PF reconstruction was ready for use in physics analyses in June 2010, and was
further implemented at HLT and in heavy ion collision analyses in 2011 [138]. Since
then, practically all CMS physics results have been based on PF reconstruction.

3.3.1 Pileup mitigation and treatment of the underlying event

The PF algorithm was initially designed without taking into account pileup. During
standard LHC running conditions, simultaneous interactions occur per bunch crossing
whose average number depends on the specifications of the data-taking period. These
interactions are randomly spread along the beam axis around the center of the CMS co-
ordinate system, presumably following a normal distribution with a standard deviation
of few cm (see Section 3.2.4 for the RMS of the luminous region). The number of pileup
interactions can be estimated, e.g., from the PV multiplicity—the vertex reconstruction
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efficiency is about 70% for pileup interactions [187]—and the instantaneous luminosity
of the given bunch crossing, with the inelastic pp cross section [188] as additional input.
Typically the simulated events are assigned a weight such that the distribution of the
simulated multiplicity matches the observed distribution, as displayed in Fig. 3.14. The
total uncertainty is dominated by the uncertainty in the total inelastic pp scattering cross
section measurement [188], which affects the pileup profile in the simulated sample. Less
dominant is the uncertainty associated with the luminosity measurement.

Particles produced in pileup interactions give rise to additional PF constituents, e.g.,
charged hadrons, photons, and neutral hadrons. This results in an average additional pT

of few GeV per pileup interaction and unit area in the transverse plane. As a consequence,
reconstructed particles from pileup affect, among others, jets, ~pmiss

T , and the isolation of
charged leptons. The measured energy deposits in the calorimeters used as input for
particle reconstruction may also be directly affected by pileup interactions.
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Figure 3.14: Multiplicity of reconstructed primary vertices in Z → µµ (a) and Z → ee (b)
candidate events at

√
s = 13 TeV [189] using a data sample recorded in early 2016 (up to

period “Run2016C”). For the remainder of the year, LHC achieved instantaneous luminosity
values of up to 1.53×1034 cm−2s−1, with an average number of collisions occurring at one
proton beam bunch crossing about 27 and a maximum of more than 50, assuming a total
inelastic cross section of 80 mb.

As noted in Section 3.2.3, the PV with the largest weighted pT (LV) is considered as
the one corresponding to the hard scattering, whereas the other reconstructed vertices
are referred to as the pileup vertices. Charged hadrons reconstructed within the tracker
acceptance can be identified as coming from pileup by associating their track with a pileup
vertex. If identified as coming from pileup, these charged particles are removed from the
record of reconstructed particles that are used to form physics objects. This widely used
algorithm is called “pileup charged-hadron subtraction,” and is referred to as CHS. All
neutral and charged particles associated with LV or not associated with any PV are kept
in the CHS procedure.
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Photons and neutral hadrons, as well as all reconstructed particles outside the tracker
acceptance, cannot be associated with one of the reconstructed PV using the CHS tech-
nique though. To mitigate the impact of these particles the uniformity of the pT density
of pileup interactions in the transverse plane facilitates the average pT contributions
expected from pileup to be subtracted. The pT density from pileup interaction can be cal-
culated with jet clustering techniques, such as fastjet, with the list of all reconstructed
particles as input. As an alternative, this contribution can be estimated locally, e.g.,
around a given lepton, from the expected ratio of the neutral to the charged energy from
pileup, typically 0.5 (see Section 3.3.2). After the end of Run 1, advanced pileup mitigation
techniques have been explored, e.g., Ref. [190,191], and become increasingly important
(see Appendix C.0.1 for a dedicated study) with the larger number of pileup interactions
observed during the LHC Run 2.

Fluctuations in the transverse energy flow of secondary particles produced in nuclear
collisions result in increased soft background relative to hadron-hadron collisions. To ac-
count for the influence of these underlying events the initial hard scattering is embedded
into simulated events using, e.g., the epos-lhc (v.3400) generator [192] that is tuned to
reproduce global event properties as measured in data such as the total particle multiplic-
ities, charged-hadron spectra, and anisotropic transverse flow. The procedure involves
preprocessing the digitized (“raw” [193]) format of the events, rendering the vertex distri-
bution along the luminous region as observed in data. More specifically, for each event
that satisfies a minimum-bias trigger (see Section 3.1.5) selection, the embedding is done
by mixing the simulated digital signal information from hard scattering and epos. These
events are then propagated through the standard reconstruction and analysis chain using
the geant4 package [194] to simulate the detector response.

The effect of the underlying event on the reconstruction of jets and the isolation of
charged leptons is shown in Figs. 3.15a and 3.15b, respectively, using simulated tt events
passing the analysis selection of Ref. [TH1] (Section 6.3). The jet energy scale is shown
for a various selection of the summed transverse energy in the forward calorimeters in
the Pb-going direction, which is a measure of the uncorrelated underlying event produced
in pPb collisions. The performance of charged lepton isolation is studied in data using
high-pT muons that are required to form a pair of opposite sign with an invariant mass
between 80 and 100 GeV. The efficiency loss due to the isolation is studied as a function of
the energy in HF in the Pb-going direction. The muon detection efficiency decreases when
the underlying event increases, considering a constant isolation requirement (Eq. (3.2)) of
0.15. For the average HF energy (∼ 21 GeV), the muon isolation efficiency is about 0.93,
and uncertainty of 4% is estimated taking a variation of two standard deviations around
the mean.

3.3.2 Muon reconstruction and identification

In the standard CMS reconstruction procedure, tracks are first reconstructed indepen-
dently in the tracker (“tracker track”) and the muon system (“standalone-muon track”),
and then used as input for muon track reconstruction. “Global muon tracks” are built
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Figure 3.15: (a) Jet energy scale for jets in simulated tt events using pPb collisions
at
√
sNN = 8.16 TeV. Reconstructed jets overlapping with the isolated muon are ex-

cluded [TH1]. (b) The efficiency loss due to the muon isolation as a function of the energy
in the HF subdetector. Similar conclusions are drawn for electrons [AN2].

by matching standalone-muon with tracker tracks. Reconstructed muons are then pro-
cessed by the PF algorithm, that applies a set of selection criteria to candidates recon-
structed with the standalone, global, or tracker muon algorithms [156]. The requirements
are based on various quality parameters from the muon reconstruction, and information
from other subdetectors is also used, as described in the following. Emphasis is exclu-
sively given on muons that are reconstructed as both belonging to the tracker and global
classes, and also selected by the PF algorithm.

The set of variables and selection criteria are defined to allow an optimum balance
between efficiency and misidentification rate of about 95% and 1%, and using simulated
Z → µµ and QCD multĳet events [156], respectively. This “tight” selection thus aims to
identify prompt muons, i.e., originating from LV, and suppress contributions from light
and heavy flavor decays as well as the misidentification from charged hadrons.

Muon reconstruction observables

• Number of hits per track: The tracker track should have hits from at least six layers
of the tracker including at least one pixel hit.

• χ2/dof of track fit: The global muon fit must have χ2/dof < 10 and include at least
one hit from the muon system.

• Degree of matching between tracker and standalone track: The tracker muon must
have segment matching in at least two of the muon stations. The muon segment
compatibility is computed by propagating the tracker track to the muon system, and
evaluating both the number of matched segments in all stations and the closeness
of the matching in position and direction.

Global event observables

• |d0|and |dz |: A tight muon must be compatible with LV, having a transverse and
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Figure 3.16: Muon kinematic (invariant mass, pT, and |η|) and identification variables for
Z → µµ events at

√
s = 5.02 TeV. Data (Table B.1) are found to be in good agreement

with the MC (Table 5.1) simulation—scaled to the amount of data—in all the considered
variables. Identification variables are shown prior to any requirement [AN3, AN1, AN4],
and hence the non-simulated background is expected to populate the discrepant regions.

longitudinal impact parameter of |d0| < 0.2 and |dz | < 0.5 cm, respectively.

To further distinguish prompt charged leptons from those originating, e.g., from
semileptonic hadron decays, the scalar pT sum of surrounding particles, often referred
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to as the “isolation,” is a widely used discriminating variable. Although charged parti-
cles associated with pileup vertices can be removed from the isolation, following the CHS
paradigm, the contamination of neutral particles from pileup interactions still holds. Var-
ious techniques to mitigate this effect have been developed. A widely used example is the
so-called δ� correction, which estimates the contribution of neutral particles from pileup
based on the contribution of charged particles associated with pileup vertices. That is,
the muon isolation, Iµ, is defined as

Iµ
i
=

CH (LV)∑
∆R(i,j)<0.3,0.4

pjT + max

0, NH∑
∆R(i,j)<0.3,0.4

pjT +

PH∑
∆R(i,j)<0.3,0.4

pjT −
1
2

CH (PU)∑
∆R(i,j)<0.3,4

pjT

 , 3.2

where each pT sum is performed over the particles within a cone ∆R =
√
∆η2 + ∆φ2 of size

0.3 (in pPb collisions) or 0.4 (in pp collisions), “CH (LV)” and “CH (PU)” are charged parti-
cles associated with LV and pileup vertices, respectively, and “NH” and “PH” are neutral
hadrons and photons. In this technique, the pileup contamination from neutral particles
is estimated as a half, motivated by the isospin limit in which jets are approximately
composed of 1/3 neutral and 2/3 charged pions. As such, the δ� correction subtracts
the contamination on average. The isolation is typically further divided by the transverse
momentum of the lepton, and it is referred to as the “relative isolation” (Iµrel). The de-
fault value entering the tight identification using the PF isolation Iµrel of ∆R < 0.4 is 0.15,
whereas it has been further optimized for final states involving single t and t quarks in
view of Refs. [TH12] and [TH13] (see Appendix C).

Figures 3.16 and 3.17 show muon kinematic and identification variables of the probe
leg in the tag-and-probe pair, as well as the invariant mass of the tag-and-probe system,
comparing data and simulation using pp and pPb collisions at

√
s = 5.02 and

√
sNN =

8.16 TeV, respectively.

3.3.3 Electron reconstruction and identification

Excellent electron reconstruction and selection efficiencies, together with small misiden-
tification probability over a large phase space, and good momentum resolution are of
great importance in many analyses. One of the main challenges for precise recon-
struction of electrons in CMS is the tracker material (Fig. 2.14), which causes significant
bremsstrahlung along the electron trajectory. In addition, this bremsstrahlung spreads
over a large volume because of the CMS magnetic field. Dedicated techniques have been
developed (Ref. [152] and references therein) to group the energy deposited in contiguous
5×5 arrays of clusters in ECAL, i.e, the final global cluster (supercluster), to build the elec-
tron track using a dedicated version of the standard Kalman filter (Gaussian sum filter),
and to associate the two inputs for estimating the electron properties. The energy cali-
bration and resolution in ECAL and general issues in track reconstruction are discussed
in Refs. [149] and [152], respectively.

The related procedures to identify prompt isolated electrons, as concisely described in
the following, are optimized using simulation and commissioned with data. By conven-
tion, “energy” and “momentum” refer to the energy of the electromagnetic shower initiated

87



Chapter 3. Global event and physics object reconstruction

Figure 3.17: Muon kinematic (invariant mass, pT, and η) and identification variables for
Z → µµ events at

√
sNN = 8.16 TeV. Data (Table B.1) are found to be in good agreement

with the MC (Table 6.1) simulation—scaled to the integral of data—in most of considered
variables, except for the isolation due to the presence of the underlying event [AN2].
The slight mismodeling in |d0| can be attributed to the non-simulated background and
imperfect simulation of the tracker alignment.

by the electron in ECAL and to the track momentum measurement in the tracker, respec-
tively, while the term “electron momentum” describes the combined information, taking
into account the bremsstrahlung photons spatially compatible with originating from the
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Variable
Veto Loose Veto Medium

Barrel Endcap Barrel Endcap Barrel Endcap Barrel Endcap

σηη 0.0114 0.0352 0.0103 0.0301 0.0115 0.037 0.00998 0.0298
∆ηin 0.0152 0.0113 0.0105 0.0081 0.00749 0.00895 0.00311 0.00609
∆φin 0.216 0.237 0.1150 0.1820 0.228 0.213 0.103 0.045
H/E 0.181 0.116 0.1040 0.0897 0.356 0.211 0.253 0.0878
Irelρ,corr 0.126 0.144 0.04 0.05 0.175 0.1590 0.07 0.08
|1/E − 1/p| 0.207 0.174 0.1020 0.1260 0.299 0.15 0.134 0.13
|d0| 0.0564 0.2220 0.0261 0.1180 0.0564 0.2220 0.0118 0.0739
|dz | 0.4720 0.9210 0.4100 0.8220 0.4720 0.9210 0.3730 0.6020
Missing inner hits 2 3 2 1 2 3 1 1
Pass conversion veto Yes Yes Yes Yes Yes Yes Yes Yes

Table 3.2: Requirements for the rectangular-based identification of electrons in pp (“veto”
and “loose”) and pPb (“veto” and “medium”) collisions at

√
s = 5.02 [AN7] and

√
sNN =

8.16 TeV [AN2], respectively.

electron track.

Variables that provide discriminating power against electron background sources,
mainly originating from photon conversions, jets misidentified as electrons, or from
semileptonic decays of b and c quarks, can be grouped into three main categories, and
are listed in Table 3.2.

Purely calorimetric observables

• σηη: The lateral extension of the shower along the η direction is expressed in terms
of the variable σηη, which is defined as (σηη)2 = [

∑
(ηi − η)2wi]/

∑
wi . The sum

runs over the 5×5 matrix of crystals around the highest-ET crystal of the SC, and
wi is a weight that depends logarithmic on the contained energy. The positions
ηi are expressed in units of crystals, which has the advantage that the variable-
size gaps between ECAL crystals (in particular at modules boundary) can be ignored.
The discrimination power of the lateral shower extension is due to the fact that
bremsstrahlung strongly affects the energy deposition along the φ direction.

• H/E: The fraction of energy deposited in HCAL is expected to be small, as electro-
magnetic showers are essentially fully contained in ECAL and ES.

Tracking observables

• Missing inner hits: The PF algorithm can exploit the pattern of track hits. When
photon conversions take place inside the volume of the tracker, the first hit on
electron tracks from the converted photons is often not located in the innermost
layer of the tracker, and missing hits are therefore expected in that region. For
prompt electrons, whose trajectories start from the LV, no missing hits are expected
in the inner layers.

• Pass conversion veto: In addition to the missing hits, photon conversion candidates
can also be rejected using a fit to the reconstructed GSF tracks. Since the photon
is massless, and momentum transfer is in general small, the conversions have a
well-defined topology, with tracks that have essentially the same tangent at the
conversion vertex. The strategy for rejecting these candidates consists of fitting the
track pairs to a common vertex, incorporating this topological constraint, and then
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rejecting the converted photon candidates according to a χ2 probability of the fit.
• |d0| and |dz |: The impact parameters of the electron, such as the transverse (|d0|)

and longitudinal (|dz |) distance to the LV at the point of closest approach in the
transverse plane are used to reject secondary electrons.

Track-cluster association observables

• ∆ηinand ∆φin: The track-cluster association criterion is designed to preserve high
efficiency and reduce misidentification probability, and it is therefore not very re-
strictive along the direction of the track curvature affected by bremsstrahlung. For
ECAL-seeded electrons, this requires a geometrical matching between the GSF track
and the SC, such as:

– |∆η| = |ηSC − η
extrap
in | < 0.02, with ηSC being the SC energy-weighted position in

η, and ηextrap
in the track η extrapolated from the innermost track position and

direction to the position of closest approach to the SC,
– |∆φ| = |φSC − φ

extrap
in | < 0.15, with analogous definitions for φ.

• |1/E − 1/p|: The track-cluster association includes not only geometrical but also
SC energy-track momentum matching. The |1/E − 1/p| = |1/ESC − 1/pin| variable is
typically considered, where ESC is the SC energy and pin is the track momentum at
the point of the closest approach to LV.

Electron candidates from misidentified jets or semileptonic decays of b or c quarks
have significant energy flow near their trajectories, and hence requiring electrons to be
isolated from such nearby activity greatly reduces these sources of background. Two
isolation techniques are used in CMS. The simplest one is referred to as “detector-based
isolation,” and relies on the sum of energy depositions either in ECAL or HCAL around each
electron trajectory, or on the scalar sum pT of all tracks reconstructed from LV. These
sums are usually computed within cone radii of ∆R = 0.3 or 0.4 around the electron
direction, and are used at HLT to reject jets misidentified as electrons given their decent
performance.

Offline, the PF technique is used to extend the definition of isolation quantities, i.e.,
rather than using energy measurements in independent subdetectors, the isolation is
defined using the PF candidates

Ie
i
=

CH (LV)∑
∆R(i,j)<0.3

pjT + max

0, NH∑
∆R(i,j)<0.3

pjT +

PH∑
∆R(i,j)<0.3

pjT − p
PU
T

 , 3.3

where the sums run over the charged PF candidates, neutral hadrons and photons, within
a chosen ∆R cone around the electron direction. The charged candidates are required to
originate from LV, and pPU

T is the correction related to event pileup.

The contribution from pileup in the isolation cone is computed using the FastJet

technique, assuming pPU
T = ρAeff; ρ is the average energy density, defined as the median

of the energy density distribution for all particles within |y| < 5 and a fixed grid size of
0.6. Using the median instead of the mean makes ρ effectively less sensitive to low energy
pseudojets composed of nonphysical particles with infinitesimal momenta and random
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Figure 3.18: Electron kinematic (pT, |η|, and φ) and identification variables (Table 3.2) for
Z→ ee events at

√
s = 5.02 TeV [AN7]. Data (Table B.1) are found to be in good agreement

with the MC (Table 5.1) simulation—scaled to the amount of data—in all the considered
variables. The slight mismodeling in |d0| can be attributed to the non-simulated back-
ground and imperfect simulation of the tracker alignment.

direction, and hence reducing the bias from low pileup energy densities. The effective
area Aeff in (η, φ) plane is defined, for each component of the isolation, as (∆R)2 scaled by
the ratio of the slopes for ρ and for the considered component against the PV multiplicity.
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The dependence of both the charged and neutral components on the PV multiplicity is
expected to be almost linear.

Figure 3.19: Electron kinematic (pT, |η|, and φ) and identification variables for Z → ee
events at

√
sNN = 8.16 TeV [AN2]. Data (Table B.1) are found to be in good agreement

with the MC (Table 6.1) simulation—scaled to the integral of data—in all the considered
variables. The variable depicted in the middle of the second row is ICH − INH − Iγ .
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3.3.4 Jet reconstruction and noise-jet rejection

QCD predicts that large-distance nonperturbative effects can be decoupled from the
hard reaction so that energetic partons fragment into collimated streams or “jets” of
hadrons, which inherits energy and momentum from their parent parton. A prescription
is then required to define what “collimated” means, i.e., to unambiguously decide upon
what objects can be ascribed to a jet given some measure of distance. The outcome of the
jet-clustering procedure must deal with the cancellation of collinear and soft singularities
appearing in QCD, namely, the algorithm has to treat the dependence on (i) the splitting
or merging of collinear parton four-vectors and (ii) the addition of arbitrarily soft partons
to the list of objects to be clustered.

Sequential-recombination algorithms belong to a class of infrared and collinear safe
inclusive jet algorithms for hadron colliders, and iteratively combine the closest pairs of
physics objects to obtain massive jets using as a measure of distance

dij = min(p2p
T,i , p

2p
T,j)
∆R2

ij

R2 3.4

with ∆Rij =
√
|yi − yj |2 + |φi − φj |2 and fixed distance parameter R; a continuous parameter

p sets the power of the pT scale relative to the geometrical distance; i and j entities with
rapidities yi and yj, and azimuthal angles φi and φj, respectively, are only combined as
long as dij < p2p

T,i ; otherwise, the jet is promoted to a final jet and ignored in subsequent
steps. Considering p = −1 yields the so-called “anti-kT clustering algorithm” that is
infrared and collinear safe, yet resilient with respect to soft radiation concerning the jet
boundaries [195].

In CMS, jets are reconstructed using the anti-kT clustering algorithm, as implemented
in the FastJet package [196], with a nominal distance parameter of 0.4, and i and j

entities corresponding to different types of physics objects. We focus on three types of
jets that are distinguished based on the nature of simulated and detector information
(Fig. 1.7): simulated particle-level, calorimeter, and PF jets.

The simulated particle-level jets are built by applying the clustering procedure to all
stable (lifetime cτ > 1 cm) particles excluding neutrinos. The exclusion of neutrinos is a
convention adopted by CMS, facilitating the definition of the jet response in a way that is
experimentally accessible and significantly reduces response differences between heavy-
flavor (c, b) and light-quark (u, d, s) or gluon jets (see Section 3.3.5), caused by neutrinos
produced in semileptonic decays of heavy-flavor hadrons3. Although the lifetime of heavy
hadrons on average is shorter than cτ = 1 cm, they are considered, together with their
decay products, as the particles for jet clustering. To prevent these generated hadrons
from affecting the susceptibility of jets to additional underlying-event and pileup radia-
tion [197] the modulus of the hadron four-momentum is set to a small number, retaining
only the directional information, a procedure known as “ghost association.” Jets coming

3The neutrino fraction leads to an additional systematic uncertainty in the fragmentation of heavy hadrons
relative to the original b quarks that is typically considered in, e.g., measurements of the inclusive b jet cross
section or the top quark mass.
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from pileup interactions are tentatively identified as those missing a geometrically match
to a simulated particle-level jet.
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Figure 3.20: Jet PF composition studied with QCD dĳet events in the end of 2016 pp data
taking (period “Run2016 GH”) for fully corrected jets using pp collisions [198]. Data are
compared to QCD multĳet simulation. All types of PF particles are considered: leptons,
photons, neutral and charged hadrons. The latter are split into hadrons clustered into
PF CHS jets (see Section 3.3.1) and energy removed by CHS before jet clustering, overlaid
on top of the “PF+CHS” jet energy fraction for visualization.

The calorimeter (CALO) jets are reconstructed from energy deposits in the calorimeter
towers alone. A calorimeter tower consists of one or more HCAL cells and the geometrically
corresponding ECAL crystals. Calorimeter jets result from a relatively simplistic yet robust
approach and were widely used in the early CMS analyses. With the improvement of the
understanding of the detector and the commissioning of the reconstruction with data, the
performance of the PF reconstruction has proven to be reliable, and hence the PF jets are
used in the majority of recent analyses.

The PF jets are reconstructed by clustering the four-momentum vectors of PF candi-
dates, i.e., muon, electron (“charged EM”), photon (“neutral EM”), charged and neutral
hadron candidates. The PF jet momentum and spatial resolutions are greatly improved
with respect to CALO jets, as the use of the tracking detectors and high granularity of
ECAL improves the energy resolution through the independent measurements of charged
hadrons and photons inside a jet, which together constitute more than ≈85% of the av-
erage jet energy (Fig. 3.20). In reconstructing the PF candidate four-momentum, photons
are assumed massless and charged hadrons are assigned the charged pion mass [16].

Jet energy correction strategy

Similar to all experimentally-reconstructed objects, jets need to be calibrated in order
to have the correct energy scale (JES): this is the purpose of the jet energy corrections
(JEC). The detailed understanding of both JES and the pT resolution of the jets (JER) is of
crucial importance for many physics analyses, and a leading component of the systematic
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uncertainty. Jets are successively corrected for the offset energy coming from pileup, the
detector response to hadrons, and residual differences between data and simulation as
a function of their pT and η. These corrections also depend on the jet flavor and the
distance parameter, albeit the latter is fixed throughout all the analyses of the thesis.
The consecutive JEC steps are illustrated in Fig. 3.21.

Reconstructed
Jets

MC + RC

MC

Pileup

MC

Response (pT , η)

dijets

Residuals(η)

γ/Z+jet, MJB

Residuals(pT )

MC

Flavor

Calibrated
Jets

Applied to simulation

Applied to data

Figure 3.21: Consecutive stages of JEC, as applied in data and MC simulation [187].

Briefly, the jet response corrections are determined based on simulated QCD dĳet
flavor mixture as a function of jet pT and η. Corrections for residual differences between
data and detector simulation as a function of η are determined from a pT-balance tech-
nique using QCD dĳet events. The η-dependent corrections are estimated from QCD dĳet
events relative to a jet of similar pT in the reference (barrel) region of |η| < 1.3. These
corrections include a pT dependence of the JES, and up to the limit of available dĳet data.
The absolute scale, together with its pT dependence, is measured in γ+jet events, and it
is typically cross-checked with Z+jet events. The uncertainty in the jet-flavor composition
are also derived from MC simulations. The first step in the chain of the factorized JEC
approach, i.e., the pileup offset correction, subtracts the energy not associated with the
hard collision in the bunch crossing. The excess energy, which includes contributions
from electronic noise in the calorimeters, “in-time”—extra interactions within the same
bunch crossing—as well as “out-of-time” pileup—energy integrated from the preceding
and subsequent bunch crossings—is not expected to be significant in the studied LHC

conditions.
Simulated particle-level jets are geometrically matched to jets reconstructed in the

detector such that their angular distance in (η,φ) plane is less than the distance parameter
R used in the clustering. The performance of the MC-based corrections that are used
to remove the bulk of the nonuniformity in η and the nonlinearity in pT are verified by
calculating JES. The latter is defined as the mean value of a Gaussian fit to the distribution
of preco

T /pgen
T ; a mean value close to unity signifies a good agreement between the corrected

reconstructed and particle-level jet preco
T and pgen

T , respectively. This has been verified in
the realm of Ref. [199], and additionally checked using b jets for the purpose of the current
thesis, as shown in Fig. 3.22 as a function of ηgen in bins of pgen

T . The JER variation is
extracted by the σ parameter of the same Gaussian fit; the factorized dependence of JER
on jet pT and η is displayed in Fig. 3.22. The jet pT resolutions have been independently
determined with QCD dĳet events, as discussed in Ref. [199].

To measure the response of a jet at any η relative to the response in the region
|η| < 1.3 the dĳet pT-balance technique is used. For the measurement of relative jet energy
response, two leading in pT jets are selected in the pseudorapidity interval of |η| < 3.0.
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Figure 3.22: Jet energy scale (a) and resolution (b) in different pT bins for jets identified
as associated to the hadronization of a b quark in a simulated tt event sample (Table 6.1)
at
√
s = 5.02 TeV [AN3].

The reference jet is required to be within |ηref| < 1.3, with the probe jet at arbitrary ηprobe.
If both jets are within |η| < 1.3, one jet is randomly chosen as the reference jet, whereas,
if both jets are not within |η| < 1.3, the event is discarded. A dĳet balance quantity, B, is
then defined as

B =
pprobe

T − pref
T

pavg
T

, 3.5

where pavg
T is the average pT of the two leading jets

pavg
T =

pprobe
T + pref

T

2
. 3.6

The correction, calculated from the response R = (2 − 〈B〉)/(2 + 〈B〉), is derived as a
function of pave

T in separate η bins, chosen according to calorimeter tower granularity and
merging two neighboring cells to increase the event count. Figure 3.23 shows an example
of dĳet balance distributions from data and MC simulation within 1.740 < ηprobe < 2.172
for a selection of pavg

T . Using balance distributions the response in data and MC are
compared, and after data are corrected to match simulation by a multiplicative jet by jet
factor of RMC/RData, the closure is examined as shown in Fig. 3.24.

The absolute JES is verified using γ+jet events; a photon in the barrel region |η| <
1.479 and pγT > 40 GeV is selected. The jets used in the γ+jets sample are required to lie
in the pseudorapidity interval |ηprobe| < 1.3. The leading away side jet with pprobe

T > 10 GeV
is selected as the probe jet. The γ+jets sample is dominated by QCD multĳet background,
in which jets can disguise a photon. To suppress this type of background the photon
candidate is required to be isolated based on stringent selection criteria [200]. The average
value of the transverse momentum ratio pprobe

T /pγT distribution in a given pγT bin, is used
to determine the absolute response Rabs, that is shown in Fig. 3.25.

The fractions of the jet energy carried by certain types of PF candidates, along with
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Figure 3.24: Response ratios in pythia simulation and data as a function of ηprobe for
PF jets found in |η| < 3.0, before and after the residual correction to the data is applied
to account for the discrepancy between data and simulation in the jet response [AN8].
In pp collisions the results from dĳet balance technique is cross-checked with the pmiss

T
projection fraction (MPF) method as described in Ref. [187].

the number of PF candidates, clustered into a jet are used to discriminate between noise
jets and physical jets. The jet energy fraction and multiplicity variables are sensitive to
different sources of noise from ECAL and HCAL. Table 3.3 presents these PF jet identifica-
tion (ID) criteria. Three PF jet ID working points (WPs) are defined: “loose,” “tight,” and
“tight lepton veto.” The loose and tight WPs are designed to remove jets originating from
calorimetric noise, while the “tight lepton veto” WP additionally rejects potential back-
ground from misreconstructed electron or muon candidates, effectively resolving also the
ambiguity between isolated lepton candidates and jets reconstructed from single lepton
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Figure 3.25: Response distributions for different pγT ranges in pythia simulation for PF
jets [AN8]. To reject γ+≥ 2 jets events the variables αγ = psubleading

T /pγT and ∆φjγ are used
in the illustration. A cross-check of the absolute response obtained in MC is performed
using Z (ee,µµ)+jet events with the same requirements on ∆φ and α as in the γ+jet final
state. The average ratio of the response in simulation and data is found to be close to
unity in both balance studies.

candidates.

Table 3.3: The three PF jet ID criteria; the “charged” variables extend up to about |η| < 2.4
since there is no tracker coverage outside of this region, whereas the “neutral” variables
extend to the η region up to |η| < 5.2 [191].

Jet variables Pseudorapidity range Loose Tight Tight lepton veto

Charged hadron fraction |η| < 2.4 >0.0
Charged multiplicity |η| < 2.4 >0
Charged EM fraction |η| < 2.4 <0.99 <0.99 <0.9

Muon fraction |η| < 2.4 <0.8

Neutral hadron fraction |η| < 2.7 <0.99 <0.9 <0.9
Neutral EM fraction |η| < 2.7 <0.99 <0.9 <0.9

2.7 < |η| < 5.2 <0.9
Neutral multiplicity 2.7 < |η| < 3.0 >2

3.0 < |η| < 5.2 >10
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3.3.5 Identification of heavy-flavor jets

Heavy-flavor jet identification techniques exploit the properties of hadrons clustered
into the jet to discriminate between those originating from b quarks against c or light-
flavor quarks and gluons. Owing to the lifetime of b hadrons, typical displacements of a
few mm to cm—depending on their momentum—are expected, thus giving rise to displaced
tracks out of which a secondary vertex (SV) can be reconstructed (Fig. 3.26a). In addition
the decay products from b quarks have larger average pT relative (pT,rel) to the jet axis—
spanned by the primary vertex and the direction of the jet momentum—than the other
jet constituents because of their larger mass and harder fragmentation compared to the
light-flavor quarks and massless gluons. Apart from the properties of the reconstructed
SV and displaced tracks, the presence of charged leptons is also exploited for heavy-flavor
jet identification.
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Figure 3.26: (a) Illustration of a heavy-flavor jet with a secondary vertex (SV) from the
decay of a b hadron [201]. The displacement of tracks, including possibly an identified
lepton, with respect to the primary interaction vertex is characterized by their impact
parameter (IP). The IP can receive both positive and negative values, with a positive sign
indicating that the track is produced “upstream,” namely, the angle between the impact
parameter vector and the jet axis is less than π/2. (b) Misidentification probability for c
and light-flavor jets against b jet identification efficiency [201].

One of the algorithms, implemented by CMS to select jets originating from b quarks
and used in the current thesis, combines the information of displaced tracks with the
information on SV associated with the jet using a multivariate (MVA) technique. The
combined secondary vertex algorithm [201] is a variant of the technique already developed
during Run 1 [202], mainly after adopting a different reconstruction algorithm for SV [203]
and extending the list of input variables (Table 3.4). The baseline selection consists of
tracks having an angular distance with respect to the jet axis of ∆R < 0.3; any combination
of two tracks compatible with the mass of the K0

S meson in a window of 30 MeV is rejected;
jets that have neither a selected track nor a SV are assigned the lowest MVA score.

The efficiency (misidentification probability) to correctly (wrongly) label a jet with flavor
f is defined as the number of f jets fulfilling the “tagging” requirement divided by the total
number of f jets. Figures 3.27 and 3.28 show the b tagging efficiency as a function of the
misidentification probability against either c or light-flavor jets in simulated tt and QCD
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Table 3.4: Input variables used for the Run 1 version of the CSV [202] compared to the
CSVv2 [201] algorithm. To avoid discrimination between jet flavors caused by different
jet pT and η distributions all variables are reweighted to obtain the same spectrum for
all jet flavors in the training sample, which consists of inclusive QCD multĳet events in
three independent vertex categories, depending on the presence and association of SV to
selected jets or tracks. The symbol “X” (“7”) means that the variable is (not) used in the
respective version of the algorithm. The order of variables is arbitrary.

Input variable CSV (Run 1) CSVv2

SV two-dimensional flight of distance significance X X
SV multiplicity 7 X
Track ηrel X X
Corrected SV mass X X
Number of tracks originating from SV X X
SV energy ratio X X
∆R(SV, jet) 7 X
Three-dimensional IP significance of the first four tracks X X
Track pT, rel 7 X
∆R(track, jet) 7 X
Track pT, rel ratio 7 X
Track distance 7 X
Track decay length 7 X
Vector sum track ET ratio 7 X
∆R(summed tracks, jet) 7 X
First track two-dimensional IP significance above c quark mass threshold 7 X
Number of selected tracks 7 X
Jet pT 7 X
Jet η 7 X

multĳet events requiring jets with pT > 20 GeVand |η| < 2.4 in pp and pPb collisions,
respectively. For the latter the b tagging efficiency is integrated over the jet pT and η

distributions in the tt and QCD multĳet samples. Three standard working points are
defined, namely, “‘loose,” “medium,” and “tight.” These correspond to thresholds on
the discriminator after which the misidentification probability is around 10%, 1%, and
0.1%, respectively, for light-flavor jets, and using pp collisions at 13 TeV (Fig. 3.26b). The
efficiency for correctly identifying b jets in simulated tt events for each of the three working
points of the various taggers is also summarized in Table 3.5.

The tagging efficiency depends on the jet pT and η, whereas the dependence with
respect to the number of pileup interactions is expected to be small for the considered
conditions. The efficiency for correctly identifying b jets is maximal for jets with pT ≈

100 GeVand decreases at low- and high-pT values, respectively, as indeed illustrated
in Fig. 3.27. The lower efficiency at low jet pT is due to the larger uncertainty on the
track impact parameter resolution. At high jet pT, there are two main effects. First, the
misidentification probability for light-flavor jets increases, as can be also seen in Fig. 3.27
within the uncertainty, because of the larger number of tracks present in the jet. Second,
at higher jet transverse momenta, jets are more collimated, resulting in merged hits in
the innermost layers of the tracker. This effect impacts the track reconstruction efficiency
and hence also the b jet identification efficiency. Owing to the higher track reconstruction
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efficiency and the better resolution of the track parameters at small |η| values (Fig. 3.9a),
the algorithm is more efficient in identifying b jets in the barrel region of the silicon tracker.
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Figure 3.27: Identification efficiency
and misidentification probability for
b and c and light-flavor jets, respec-
tively, as a function of the jet pT in
pp collisions at

√
s = 5.02 TeV deter-

mined from tt simulation [AN3, AN1,
AN4].
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Table 3.5: Main algorithms, operating (“working”) points, and corresponding efficiency for
b jets with pT > 20 GeV in simulated tt events using pp collisions at

√
s = 13 TeV. The

numbers are for illustrative purpose since the b jet identification efficiency is integrated
over the pT and η distributions of jets [201]. For comparison, the most efficient algorithms
in Run 1 and 2, the CSV and DeepCSV taggers, respectively, achieve b jet tagging effi-
ciencies of about 85 (70) % and 84 (68) % for a light-parton misidentification probability
of approximately 10 (1.5) % and 11 (1.1) %, using the same loose (medium) event selec-
tion [202].

Tagger Working point εb (%) εc (%) εudsg (%)

Loose 81 37 8.9
Combined secondary vertex (CSVv2) Medim 63 12 0.9

Tight 41 2.2 0.1

Loose 84 41 11
Deep combined secondary vertex Medium 68 12 1.1
(DeepCSV) Tight 50 2.4 0.1

3.3.6 Reconstruction and calibration of ~pmiss
T

The missing transverse momentum vector is defined as the negative vector sum of
the momenta of all observed final-state particles in any event, projected onto the plane
perpendicular to the direction of the proton beams, i.e., ~pmiss

T ≡ −
∑
~pT. Its magnitude is

referred to as pmiss
T . By momentum conservation, ~pmiss

T is also equal to the total transverse
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momentum of all unobserved particles, such as neutrinos. In CMS several distinct and
complementary algorithms to reconstruct ~pmiss

T have been developed [189] (and references
therein). The ~pmiss

T reconstructed with the PF technique is used primarily. It is defined as
the negative vector sum over the transverse momenta of all PF particles. A less commonly
used method is the calorimetric ~pmiss

T that is calculated using the energies contained in
calorimeter towers and their directions relative to the center of the detector.

Different effects could lead to biased pmiss
T values like minimum energy thresholds in

the calorimeters, inefficiencies in the tracker, nonlinearity of the response of the calorime-
ters for hadronic particles, etc. This bias is significantly reduced by correcting the pT of
jets to the particle-level pT using jet energy corrections (see Section 3.3.4),

~pmiss,corr
T = ~pmiss

T − ~∆jets = ~pmiss
T −

∑
jets

(~p corr
T,jet − ~pT,jet) , 3.7

where the superscript “corr” refers to the corrected values. The sum extends over all jets
with an electromagnetic energy fraction below 0.9 (Table 3.3) and a corrected pT > 15 GeV,
and it is colloquially referred to as “type-I” correction. In addition, if a muon reconstructed
using the outer tracking system overlaps with a jet, its four-momentum is subtracted
from the four-momentum of the jet. In this thesis exclusively the corrected ~pmiss

T is used,
and therefore the prefix “corr” is typically omitted to improve clarity, unless specified
otherwise.

Table 3.6: Functional forms of the resolutions in the pT measurement for each PF-
candidate class contributing to the unclustered energy, whose uncertainty is the domi-
nant source in the estimation of pmiss

T .

PF-candidate type Resolution function

Charged hadron (0.00009 × pT)2 + (0.0085/
√

sin × (2 × arctan(e−η)))2

Charged and neutral EM (ECAL) (0.03/pT) ⊕ 0.001

Neutral hadron (HCAL barrel) min(0.25, (0.8/pT) ⊕ 0.05)
Neutral hadron (HCAL endcap) min(0.30, (1/pT) ⊕ 0.04)

Neutral hadron (HF) (1/pT) ⊕ 0.05

The uncertainty in pmiss
T has strong dependence on the exact topology of the final state

under study. Since pmiss
T relies on the accurate measurement of the reconstructed physics

objects, namely, muons, electrons, photons, τ leptons, jets, and unclustered energy—
defined as the contribution from PF candidates not clustered into any of the previous
physics objects—the associated uncertainty is estimated based on a factorized approach.
The contribution from each physics object is independently recalculated within its scale
and resolution boundaries, meaning the uncertainty in pmiss

T is evaluated by comparing
the recalculated pmiss

T to its nominal value.
The uncertainty due to unclustered energy is evaluated based on the momentum reso-

lution of each PF candidate. More specifically, the pT measurement of PF charged hadrons
is dominated by the tracker resolution, while for PF neutral hadrons, the pT resolution is
dominated by the resolution of HCAL. The ECAL resolution dominates the PF photon pT mea-
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surement, whereas HF intrinsic resolution dominates the measurement for PF particles in
that region. The largest contributions to the unclustered energy uncertainty are due to
the PF neutral hadrons and candidates in HF. Table 3.6 summarizes the functional forms
of the resolutions of the individual PF-candidate classes contributing to the unclustered
energy.
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Figure 3.29: Generated (“true”) pmiss
T distributions are compared to pmiss

T reconstructed
considering all PF candidates (“rawMET,” “typeIMET”), only PF candidates from the tracker
(“trkMET”), or excluding those from HF (“noHF”) using µ±µ∓ events in simulated tt (a) and
Z/γ∗ (b) event samples (Table 5.1) at

√
s = 5.02 TeV. The fraction of events satisfying

a tt-enriched selection (see Section 5.3) and sequentially applying an increasing require-
ment on pmiss

T (from left to right and bottom to top for the horizontal and vertical axis,
respectively) is shown in (c) and (d) [AN3,AN4].

A typical requirement is imposed using the pmiss
T magnitude to further reject Z/γ∗

background events in the tt dilepton final state. To that end, different definitions of pmiss
T

have been studied, which are displayed in Figs. 3.29a and 3.29b, including the generated,
raw and tracking pmiss

T distributions, with and without the HF contribution separately in
tt signal and Z/γ∗ background for the event selection of Ref. [TH4] (see Section 5.3).
Figures 3.29c and 3.29d show the background rejection against the tt signal efficiency for
the different pmiss

T definitions. The chosen working point is pmiss
T >35 GeVthat corresponds

to a signal efficiency of ∼80% with more than 99% of the Z/γ∗ contribution being rejected.

The scale and resolution of pmiss
T can be studied in event samples with an identified

Z boson or an isolated photon. Such events have no genuine ~pmiss
T , and hence the per-
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formance can be measured comparing the momenta of the vector boson to that of the
so-called “hadronic recoil” system. The hadronic recoil system is defined as the vector
pT sum of all PF candidates excluding either the vector boson itself or its decay products
in the case of the Z boson decay. In Fig. 3.30 the kinematic representation of the pT of
the vector boson and the hadronic recoil, ~qT and ~uT, respectively, is given. Momentum
conservation in the transverse plane trivially imposes ~qT + ~uT + ~pmiss

T = ~0. Thus this type
of events provide a unique event axis and a precise momentum scale. The components
of the hadronic recoil parallel and perpendicular to the boson axis are denoted by u‖ and
u⊥, respectively. The u‖ and u⊥ are used to study the pmiss

T response and resolution.
Specifically, the mean of the u‖ (or u‖ + qT) distribution is used to estimate the pmiss

T re-
sponse, whereas the RMS of the u‖ (or u‖ + qT) and u⊥ distributions are used to estimate
the resolution of u‖ and u⊥, respectively. Corrections can be then extracted from Z/γ∗-
or photon-enriched samples in bins of ~qT and applied to the recoil in MC simulation to
match the scale and resolution measured in data.

(a) (b)

Figure 3.30: Illustration of the Z/γ∗ (a) and photon (b) event kinematics in the transverse
plane. The vector ~uT denotes the vector pT sum of all particles reconstructed in the event
excluding the two leptons from the Z/γ∗ decay or the photon [189].

Figure 3.31 shows the pmiss
T distributions for W boson muon [204] and tt `+jets [TH1]

decay events at
√
sNN = 8.16 TeV. The distributions of the hadronic recoil components

that are parallel and perpendicular to the Z boson transverse momentum are fitted in
simulation and data using a weighted sum of two Gaussian functions. The mean and
resolution values extracted from the recoil fits are used to scale the simulated hadronic
recoil distributions to match the performance measured in data. The corrected pmiss

T

distribution is then derived in the MC event samples as the vector sum of ~ucorr
T and the

~qT of the reconstructed leptons from the decay of Z bosons. Owing to the similarity of the
Z and W boson production processes, and their similar masses, it is assumed that the
recoil distributions do not depend on the particle type.

Last but not least anomalous high-pmiss
T events and/or φ modulations of physics ob-

jects can arise from reconstruction failures or malfunctioning detector. The anomalous
events with artificially large pmiss

T are typically found to be mostly due to electronic noise
in the calorimeters, e.g., showers in ECAL of non collision origin or noise in the HCAL elec-
tronics, while an excess of events with φ ≈ 0 or π can be attributed to machine-induced
backgrounds, especially the production of muons when beam protons undergo collisions
upstream of the detector (“beam halo”). The angular distribution of beam halo events is
dictated by the shape of the LHC tunnel and the beamline elements [205]. Event filters are
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Figure 3.31: The pmiss
T reconstructed in (a) W boson [204] or (b) top quark [TH1] leptonic

decays at
√
sNN = 8.16 TeV. They are split into contributions from tt, Z/γ∗, W+jets, and

QCD multĳet processes. Error bars represent the statistical uncertainty. The lower
panels display the data divided either by the result of the unbinned fit to the data (a) or
the expectation from the simulation (b). For (a) the the −0.2 < ηµCM < 0.0 range is defined
such that the proton is moving towards positive pseudorapidity.

designed to identify more than 85–90% of the spurious events with a mistag rate of less
than 0.1%. The event filtering algorithms can be further combined with the jet identifi-
cation requirements (Table 3.3), e.g., by imposing the neutral hadron energy fraction of
a jet to be less than 0.9, more than 99% of the noise jets are rejected (independent of jet
pT) with a negligible mistag rate.
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Figure 3.32: The distributions of the pmiss
T over the scalar pT sum (ΣpT) ratio in signal-

and noise-enriched events using back-to-back dĳet (black) and a minimum-bias selection
without applying any PF jet identification requirements (red), respectively [191].
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A system consisting of five detectors to monitor and measure the luminosity delivered
by LHC is currently in use at the CMS experiment. On the one hand, the BCM1F, HF,

and PLT detectors are characterized by an independent high-rate data acquisition system,
and hence serve as excellent real time monitoring systems for luminosity. On the other
hand, the silicon pixel detector and DT feature very low occupancy and good stability over
time. Absolute calibrations of the luminometers are established by performing van der
Meer (vdM) scans typically with dedicated LHC machine setups. Scanning the two beams
through one another in the transverse plane of the detector the vdM technique allows to
measure the luminosity per colliding bunch pair directly from the machine parameters.

The calibration of the integrated luminosity delivered to the CMS experiment during the
proton-proton (pp), and the lead-proton (Pbp) and proton-lead (pPb) periods at

√
s = 5.02

and
√
sNN = 8.16 TeV, respectively, is presented in this Chapter. Three different subdetec-

tors are used: the HF calorimeter, PLT, and the silicon tracker. Visible cross sections are
obtained using the vdM procedure for measuring the luminometer rate as a function of the
beam separation. After taking into account the effects due to horizontal–vertical beam cor-
relations, bunch-to-bunch and scan-to-scan variations, spurious charges, adjustments
of the length scale measurements provided by LHC magnet currents, and beam–beam ef-
fects, an overall uncertainty of 2.3, 3.2 and 3.7% is assessed in pp, Pbp and pPb periods,
respectively, while the total “Pbp+pPb” uncertainty is found to be 3.5%, combining the
visible cross sections in the two separate periods. Time stability of these calibrations is
considered and included in the final systematic uncertainty.
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The material in the following Chapter, as documented in Scientific output and Internal
notes, relies almost exclusively on an original contribution. Each study is subjected to
an exhaustive internal review from early analysis to publication, including several fixed
waypoints that had to be additionally met.
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4.1 The concept of luminosity

4.1 The concept of luminosity

Luminosity has been used in astronomy (cosmology) indicating the amount of electro-
magnetic energy an astronomical (cosmological) object radiates per unit time. The term
has been introduced in particle physics in the early 1960’s in the context of the first
matter-antimatter collider, Anello di Accumulazione, at the Frascati laboratory accelerat-
ing electron (e−) against positron (e+) beams at

√
s = 250 MeV [206]. The analogy between

the definitions in accelerator physics and astronomy, that is driven by a characteristic
“source factor” in both cases, rendered luminosity as the proportionality coefficient be-
tween the event accumulation rate in a particle collider and the cross section. Luminosity
thus quantifies the potential of the collider for delivering a statistically significant sample
of any class of events.

Storage-ring beam dynamics suggest operating particle colliders in “bunched mode,”
i.e., each of the two beams consists of a string of bunches typically unevenly distributed
around the collider ring and numbering a few ten to a few thousand (see Section 2.1.4). To
determine the cross section of any given subatomic process at high energy colliding-beam
experiments a measurement of the colliding-bunch luminosity must hence be performed.
The single-bunch instantaneous luminosity Lb, i.e., produced by a single pair of colliding
bunches, can be written as

Lb =
R

σref
, 4.1

where the interaction rate R = µfr for any reference process is linearly dependent on
the average number of interactions per bunch crossing (µ) and the bunch revolution
frequency (fr). In principle, the reference process can be arbitrarily selected, and referring
to inelastic collisions as a typical example, the total instantaneous luminosity for inelastic
interactions known with an absolute scale σinel is given by

L =

nb∑
b=1

Lb = nb
〈µ〉fr
σinel

. 4.2

In Eq. (4.2) the sum runs over the bunch pairs nb colliding at the interaction point (IP),
and the mean bunch luminosity is regulated by the bunch-averaged pile-up parameter
〈µ〉. Therefore the instantaneous luminosity can be determined using any per-bunch-
granularity method that measures the ratio µ/σref, or respectively 〈µ〉/σref for the total
instantaneous luminosity. Although luminosity is a macroscopic indicator of the global
performance of a collider, the observed bunch-to-bunch intensity and emittance vari-
ations in hadron colliders result in a large spread in Lb, hence make impractical any
bunch-averaged luminosity measurements.

4.1.1 Interaction rate determination

Methods for absolute luminosity determination can be classified as being either di-
rect or indirect. For instance, indirect methods make use of the optical theorem in a
simultaneous measurement of the elastic and total cross sections [207] or perform a
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comparison with QED processes for which the absolute cross section is well known from
theory [208, 209]. Direct methods derive the luminosity from the measurement of the
colliding-beam parameters. The analysis described in this thesis relies on two direct
methods to determine the absolute luminosity calibration, i.e., the “van der Meer” (vdM)
and the “beam-imaging” (BI) scan methods. With the notable exception of the “first” and
“second” generation experiments at CERN Intersecting Storage Rings (ISR) facility—including
the Louvain-Northwester group [210]—the achieved precision in the luminosity determi-
nation at hadron colliders typically ranges from 1 to 15% [73]. The 1% “precision frontier”
is not uniquely linked to a fundamental limitation, rather it stems from a complex mix of
sources of systematic uncertainty.

The vdM technique exploits the ability to control the beam separation in both trans-
verse coordinates with high precision (see Section 2.1.4), and hence to scan the over-
lap integral of the colliding beams at different relative beam positions, while measuring
the interaction rate. This method—first applied at the CERN ISR [211]—has been widely
used by all major LHC experiments during Run 1 [65,136,212–214] and more recently at
13 TeV [215–217] [TH3,TH14]. The BI method [218] is based on reconstructing primary
vertices from interactions between one beam fixed in the rest-frame of the detector and
the other one consecutively moving in x and y. The shapes obtained by the distribution
of vertices can be analytically convolved with vertex position resolution models, and can
be used to determine the overlap integral accounting for genuine nonfactorizabilities.

In both methods, data recorded by CMS are used in conjunction with input from the LHC

beam instrumentation. While beam-current monitoring currently achieves sub-percent
level precision, single-beam profile measurements, e.g, Ref. [219], are challenging because
of instrumental resolution and limitations on optical models of the collider lattice.

Lately, LHC measurements, that resorted to synchrotron-light telescopes as transverse
and longitudinal beam-profile monitors, achieved a remarkably good (O(5%)) agreement
with the absolute luminosity scales of both ATLAS and CMS; discrepancies though appeared
indicating the impact driven by instrumental calibration. Figure 4.1 shows an example
comparison between the peak luminosity values calculated (crosses) using the measured
bunch parameters, i.e., transverse emittance, bunch intensity and length, and the aver-
age measured peak luminosity provided by ATLAS (blue circles) and CMS (red circles) during
2016 [220]. The bottom plot shows the luminosity imbalance between the two experi-
ments using the same marker convention. During the first part of the year, before the
transition to the compression merging and splitting (BCMS) production scheme, very good
agreement between the calculated and measured peak luminosity is observed. After the
transition to BCMS, even though the calculated and measured imbalance agrees well, the
absolute values start to diverge. In the third part, after the crossing angle reduction, a
disagreement is observed both in absolute values and in imbalance. An update in the
calibration of the beam synchrotron radiation telescope (BSRT) system was performed both
before the transition to BCMS and the crossing angle change.
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Figure 4.1: Using the measured bunch parameters, i.e., transverse emittances, bunch
intensity and length, the calculated peak luminosity values (crosses) at the beginning of
stable beams are compared to the average measured peak luminosity provided by the ATLAS

(blue circles) and CMS (red circles) during 2016 [220]. The drop in peak luminosity for Fills
5219, 5222, 5223, and 5433 corresponds to machine development conditions [221,222]
for studying electron cloud effects on the LHC performance.

4.1.2 Formalism of absolute luminosity from separating the beams

The bunch luminosity Lb produced by one colliding bunch pair, with time- and
position-dependent density functions, ρ1(x, y, z, t) and ρ2(x, y, z, t), is given by [218]

Lb = KN1N2fr

∫ ∞

−∞

ρ1(x, y, z, t)ρ2(x, y, z, t) dx dy dz dt , 4.3

where N1 and N2 are the numbers of protons in the two colliding bunches respectively,
fr = 11 2455 Hz is the bunch orbit frequency around the LHC ring, and ρ1,2 are the bunch
proton densities normalized to unity at any time t. While the bunch populations can
be measured to good precision directly, a precise measurement of ρ1,2 is difficult. The
kinematic factor K

K =

√
|~v1 − ~v2|2 −

~v1 × ~v2

c2 , 4.4

can be readily attained in case of equal and relativistic beam velocities, i.e., |~v1| = |~v2| = c,
and Eq. (4.3) can be thus simplified to

Lb = (2cos2θC)N1N2fr

∫ ∞

−∞

ρ1(x, y, z, t)ρ2(x, y, z, t) dx dy dz dt , 4.5

in terms of a half-crossing angle θC defined by the two beam trajectories without loss
of generality in the x–z plane (Fig. 4.2). The time-dependent beam overlap f = ρ1ρ2

equals simply to the product of the normalized particle-density distributions, and it can
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Figure 4.2: Definition of coordinates and beam trajectories [218]; the laboratory frame xyz
is defined such that the x axis points in the direction of ~v1 +~v2, the y axis in that of ~v1×~v2,
and the z axis in that of ~v1−~v2, where ~v1 = c v̂1(sina,0, cosa) and ~v2 = c v̂2(sina,0,−cosa).
The points (x1, z1) and (x2, z2) are the positions of the bunch centers at time t = 0. For
simplicity, the former is on the intersect of the two beam trajectories in the x–z plane.
The third dimension (y) is here suppressed.

be approximated as

f (x, y, z, t) =
1

(2π)3σxiσyiσzi
exp

[
−

(
(x − xi)2

2σ2
xi

+
(y − yi)2

2σ2
yi

+
(z − ct)2

2σ2
zi

)]
, 4.6

assuming perfectly Gaussian bunch profiles. The values σxi , σyi , and σzi are the transverse
and longitudinal beam sizes (i = 1,2) in the frame as defined in Fig. 4.2, whereas xi and
yi correspond to the transverse positions of the bunch centroids at the nominal collision
point (t = 0). The time-integrated beam overlap distribution reveals cross terms implying
that the resulting distribution is not exactly factorizable in a x- and z-dependent Gaussian
profile. For small crossing angles and σzi � σxi—two conditions typically valid at LHC—the
longitudinal dependence of the transverse beam size is raised, and one can always find a
rotated reference in the crossing plane in which the beam overlap is the product of two
profiles each depending only on one position variable. For beams colliding with a half
crossing-angle a in the x–z plane, and with a relative transverse offsets ∆x (∆y) in the x
(y) direction, it can be therefore shown that integrating Eq. (4.6) leads to

Lb = 2cos2θCN1N2fr

∫ ∞

−∞

f (x, y, z)dy dz =
cos2θCN1N2fr

2πΣxΣy
exp

[
−

(
∆x2

2Σ2
x

+
∆y2

2Σ2
y

)]
. 4.7

More specifically, the variances σ2
xi and σ2

yi have been convolved to

Σx =

√
(σ2
x1 + σ2

x2)cos2θC + (σ2
z1 + σ2

z2)sin2θC , 4.8

in the crossing plane, and
Σy =

√
(σ2
y1 + σ2

y2) , 4.9

otherwise.

114



4.1 The concept of luminosity

The vdM scan method allows to measure the beam overlap in Eq. (4.6) assuming that
the two bunch densities factorize in x and y, meaning∫ ∞

−∞

ρ1(x, y)ρ2(x+∆x, y+∆y) dx dy =

∫ ∞

−∞

ρ1(x)ρ2(x+∆x) dx
∫ ∞

−∞

ρ1(y)ρ2(y+∆y) dy . 4.10

The estimate of the possible bias introduced by this assumption is calculated in Sec-
tion 4.3.3. Both sides of Eq. (4.3) can then be integrated independently in ∆x and ∆y,
while the separation in the other direction is kept fixed at arbitrary values ∆y0 and ∆x0,
respectively. For θC = 0

N1N2fr

∫ ∞

−∞

ρ1(y)ρ2(y + ∆y0) dy =

∫ ∞

−∞

Lb(∆x, ∆y0) d(∆x) , 4.11

and therefore ∫ ∞

−∞

ρ1(x)ρ2(x + ∆x0) dx =
Lb(∆x0, ∆y0)∫ ∞

−∞
Lb(∆x, ∆y0) d(∆x)

. 4.12

Likewise for y. Experimentally the integration over ∆x and ∆y is implemented by scanning
the two beams against each other and the integral in the denominator of Eq. (4.12) is
evaluated by measuring the detector rate as a function of the beam-beam separation, the
so-called “scan curves.” After replacing the factorized in x and y beam overlap integral
according to Eq. (4.12), Eq. (4.7) becomes for any head-on collision:

Lb(∆x = 0, ∆y = 0) = N1N2fr
R(∆x = 0, ∆y0)R(∆x0, ∆y = 0)∫ ∞

−∞
R(∆x, ∆y0) d(∆x)

∫ ∞
−∞
R(∆x0, ∆y) d(∆y)

, 4.13

where the luminosity is expressed in terms of the rate R(∆x, ∆y) measured when the two
beams are separated by values ∆x and ∆y, respectively. The integrals of the scan curves
can be obtained from the convolved beam widths Σx and Σy

Σx =
1
√

2π

∫ ∞
−∞
R(∆x, ∆y0) d(∆x)

R(∆x = 0, ∆y0)
. 4.14

Likewise for y. In the case of Gaussian luminosity curves, the convolved beam width
coincides with the standard deviation of that distribution. Equation (4.14) is generic
though meaning Σx and Σy depend only upon the area under the luminosity curve. The
appealing feature of the vdM method is therefore no assumption about the shape of the
scan curve is made. The bunch luminosity at zero separation is extracted from machine
parameters by performing a pair of beam-separations scans

Lb(∆x = 0, ∆y = 0) =
N1N2fr
2πΣxΣy

, 4.15

such that the final formula used to measure the so-called “visible cross section” is

σvis =
2πΣxΣyR(∆x = 0, ∆y = 0)

N1N2fr
. 4.16

In contrast to beam-profile measurements, Σx and Σy are directly determined from fits
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of the scan curves based on detector rate measurements during the vdM scans. While
the convolved beam widths are the same for all detectors, the peaks of the corresponding
scan curves depend on the detector, meaning the exercise is repeated per detector. The
comparison of the Σx and Σy as estimated from the scan curves of different detectors
represents a crucial cross-check.

4.2 Offline luminosity measurement in CMS

4.2.1 Experimental setup

On the one hand, the BCM1F, HF, and PLT detectors are characterized by an independent
high-rate DAQ system and thus serve as excellent luminosity monitoring systems online.
On the other hand, the silicon pixel and DT detectors feature very low occupancy and good
stability over time. These two detectors utilize the standard CMS trigger and DAQ systems,
in contrast to the others, which are read out asynchronously with respect to the rest of
CMS. The employed techniques for luminosity determination can be classified as follows.

1. “Event” counting: the fraction of bunch crossings is determined during which a
specified detector registers an event satisfying a selection requirement. For instance,
a bunch crossing can be deemed to contain an event, if at least one interaction in
that crossing induces a coincidence of observed hits in the detector. The BCM1F,
HFOC, and PLT luminosity measurements fall into this category.

2. “Hit” counting: the hit multiplicity per bunch crossing is registered, e.g., the number
of electronic channels or energy clusters above a background threshold. Represen-
tative examples are methods exploiting pixel-cluster, vertex and track counting.

3. “Particle” counting: the particle multiplicity per bunch crossing is inferred from
reconstructed quantities such as calorimeter-energy distributions or observables
sensitive to particle flux traversing the detector. The DT-based and HFET methods
have been used successfully and proved reliable similarly to the event- and hit-
counting methods.

Considering the event counting as the simplest approach, each separate term in the
series of Eq. (4.1) can be expressed as a function of a detector-dependent constant, i.e.,
the visible cross section, which relates the measurable quantity, µvis, to the absolute
bunch luminosity (Fig. 4.3a) as

Lb =
µvisfr
εσinel

. 4.17

The efficiency ε determines the average number of inelastic collisions per bunch crossing
to satisfy the selection requirements, while σvis = εσinel is a unique luminometer property
that depends on detector acceptance. Since the Poisson probability P0(µvis) for observing
zero events in a given bunch crossing out of a total number of nBC equals to P0(µvis) = e−µvis ,
the probability of observing at least one occurrence of events (nFOrB) in either forward or
backward IP region reads P = 1 − P0(µvis) = 1 − e−µvis , which can be solved for µvis � 1

µvis = −ln(1 −
nFOrB

nBC
) . 4.18
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Figure 4.3: (a) Instantaneous luminosity measured by PLT as a function of time [113].
The two deep dips—at the beginning and end of the Fill—correspond to emittance scans.
The shallower dips during the Fill correspond to optimization scans, which are performed
by the LHC operators to tune the beam positions for complete overlap. (b) Visible PLT

cross section as a function of the single-bunch instantaneous luminosity that serves as
metric of µvis [113]. The best-fit function (first-order polynomial) is superimposed, with
its parameters displayed on the legend.

The efficiency to detect a single inelastic interaction is constant in the absence of subtle
detector effects, and it can be generalized to arbitrary n simultaneous occurrences

εn = 1 − (1 − ε)n , 4.19

given that the number of interactions in any bunch crossing also obeys a Poisson distri-
bution.

When µvis � 1, event-counting methods start losing sensitivity (Fig. 4.3b) as progres-
sively fewer bunch crossings result in zero observed interactions. This can be alleviated
by counting the number of hits (nhits) in a given detector rather the total number of events.
Under the assumption that the number of hits in one interaction follows a binomial distri-
bution, the average probability to register a hit per bunch crossing in one of the detector
channel (“CH”) out of nCH is similarly given by P = 1 − e−µvis , which can be solved for the
measurable quantity

µvis = −ln(1 −
nhits

nBCnCH
) . 4.20

In particular, the binomial assumption used to derive Eq. (4.20) holds true for pixel-cluster
counting (PCC), i.e., the probability to observe a hit in any single channel is independent
of the number of hits observed in the other channels.

4.2.2 The vdM scan protocols

The beam conditions for vdM calibration are different from those in normal physics
Fills, with fewer bunches colliding, lower bunch intensities and typically special optical
configuration at the IP. In other words, they are specifically optimized to handle various
sources of systematic uncertainty in the calibration procedure. The extrapolation of the
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absolute luminosity calibration from the low-rate regime to the nominally high-pileup
conditions is given by the intrinsic nonlinearity and cross-detector stability. As a comple-
mentary method for measuring the beam size during high-intensity conditions, luminosity
scans with a small beam separation—regularly performed at LHC already since the 2015
proton physics operation—can be exploited to further constrain [TH8] the extrapolation
uncertainty.

The vdM scans for the luminosity calibration of the pp reference run at
√
s = 5.02 TeV

were performed during the LHC Fill 4634 in November 2015. The LHC beam conditions
for Fill 4634 are summarized in Table 4.1. The LHC filling scheme was Multi_44b_22_22_-

22_4bpi12inj with 22 colliding bunch pairs at IP5 widely spread over the orbit to reduce
long-range beam–beam effects and detector afterglow. LHC beam optics were adjusted to
�∗ = 4 m and transverse emittance of ϸN ≈ 3.5µm resulting in relatively wide beams of
about σb = 72µm. The two beams were crossing with an angle of 170 µrad.

Table 4.1: Summary of the LHC beam parameters for Fill 4634 at
√
s = 5.02 TeV [TH3].

The vdM scans for the luminosity calibration of the proton-ion runs at
√
sNN = 8.16 TeV

were performed under physics conditions, i.e, low-�∗ operation, during the LHC Fills 5527
and 5563 in November and December 2016, respectively [TH2].

Beam energy 2510 GeV
Peak luminosity 2.4 × 1030 cm−2s−1

Peak pileup 〈µ〉 = 0.6
Injection scheme Multi_44b_22_22_22_4bpi12inj

Beam 1/2 intensity 3.2 × 1012

Number of bunches in beam 1/2 44
Number of colliding bunches in beam 1/2 22
Beams crossing angle 170 µrad
�∗ 4 m

The beam intensities, about 3 × 1012 protons per beam, are measured with the DC
Current Transformers (DCCT) [223], whereas the individual bunch currents are measured
either with the Fast Beam Current Transformers (FBCT) [224] or the Beam Quality Mon-
itor (BQM) [225]. The amount of elementary charge in the nominally empty bunch slots
(“ghost charge”) and the charge circulating in the RF buckets adjacent to the nominal
bunch slots (“satellite charge”) are estimated by means of the LHC Longitudinal Density
Monitors (LDM) [226]. An independent measurement of ghost charges is provided by the
LHCb Collaboration [227]. The beam orbit is monitored using the Diode ORbit and OS-
cillation System (DOROS) beam position monitor [228]. To maximize the number of events
specifically for PCC at large beam separations CMS gates zero-bias triggers on a restricted
number of bunch pairs and records events with a bandwidth of about 18 kHz.

Since the determination of σvis requires the measurement of the convolved transverse
beam sizes, a minimum of two separate beam scans is required, i.e., one where the
beams are separated horizontally and a second where the beams are separated vertically.
The beams are sequentially moved in a series of scan steps, and data recorded at each
step to obtain a statistically significant measurement per luminometer. To help assess the
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Figure 4.4: Horizontal and vertical beam displacements, measured with the DOROS

beam position monitor, during the vdM scan campaign at
√
s = 5.02 TeV in November

2015 [TH3].

experimental systematic uncertainty two such scan pairs (at least) are performed typically
in short succession to provide independent calibrations under similar beam conditions.

The CMS vdM scan program of November 2015, as summarized in Fig. 4.4, consisted
of six sequential x–y scan pairs: two x–y regular scans, one length scale calibration (LSC)
scan, one additional x–y scan and two BI scans. 1 For the three vdM scan pairs the two
beams were put to ±6 σb = ±434µm with respect to the nominal beam position for head-
on collisions and scanned in 25 steps across one another in opposite directions. For the
BI scans, beam 1 (2) is kept fixed at nominal position while beam 2 (1) is being separated
and moved in 19 steps from +4.5 to −4.5 σb = ±325µm, first in x and then in y. The time
spent at each scan point is about 30 s. For the LSC scans, the two beams are kept with
fixed separation of 94µm and simultaneously moved back and forth in the vertical and
horizontal directions to derive a linear length scale correction.

The vdM scan program in November–December 2016 consisted [TH2] of four sequential
x-y scan pairs: two x-y regular scans, one LSC scan, and one additional x-y scan to
ensure reproducibility. For the three vdM scan pairs the two beams were put to ±6 σb =

±108µm and scanned in 25 steps across one another in opposite directions. The time
spent at each scan point was about 30 seconds. For the LSC scans the two beams are kept

1During the first x scan (X1) and the second y scan (Y2) issues in the pixel readout prevented from
acquiring all the data. In the November 2015 vdM analysis the x and y scans are paired as: (1,2)→ (Y1,X2),
(3,4)→ (Y3,X3), (5,6)→ (IY1, IX1), and (7,8)→ (IY2, IX2).
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with fixed separation of 18µm and simultaneously moved back and forth in the vertical
and horizontal directions to derive a linear length scale correction. The direction of the
higher energy proton beam was initially clockwise and was then reversed, producing two
statistically independent data sets (“Pbp” and “pPb”) that respect the usual convention of
the proton fragmentation region being probed in CMS, i.e., the proton-going side defining
the positive fragmentation region.

4.2.3 The pixel-cluster counting method

The PCC method, featuring a very low occupancy of less than a permille even under
high-pileup conditions, has already been shown to provide high precision luminosity
measurements [65,217]. As in Run 1 and 2, the rate algorithm uses the mean number of
pixel clusters per bunch crossing. All reconstructed pixel clusters are considered in the
counting process. However, clusters reconstructed in the innermost barrel layer (Fig. 3.8)
are affected by dynamic inefficiency, e.g. memory size (buffer) overflow in pixel readout
when the L1 trigger rate is very high, and are thus excluded from further consideration.
Generally, this effect is found to be less than 0.4% for the rest of barrel layers and endcap
disks during the 2015 running conditions [217], and a 0.4% is taken as a systematic
uncertainty. In addition, pixel modules that are not fully operational throughout the
entire data-taking period have been omitted from the cluster counting sum. Finally, the
pixel front-end driver numbered 33 (FED 33) was excluded from the DAQ system during
the X1 and Y2 vdM scans in Fill 4634. To minimize scan-to-scan variations and to ensure
scan-to-scan reproducibility pixel clusters associated with FED 33 are therefore not taken
into account in the vdM analysis or in the luminosity measurement at

√
s = 5.02 TeV.

During usual data taking conditions, out-of-time response affects the true mean num-
ber of pixel clusters. The particle flux through the detectors at LHC is dominated by
collision products, whereas the single-beam halo created by aperture losses or beam–gas
interactions are typically negligible. The tight bunch spacing induces a peculiar type
of “afterglow” background that affects luminosity measurements at the level of up to a
few percents during normal physics conditions, depending on the detector and algorithm
considered. Bunch pairs collided at the considered IP are called “colliding” BCIDs, while
bunches that do not collide at the considered IP are labeled “nonactive.” Figure 4.5 shows
the single-bunch instantaneous luminosity (SBIL) as a function of BCID measured by the
PCC rate within a typical Fill during the

√
s = 5.02 TeV conditions from data collected

with “random triggers,” i.e., signaling nonactive bunch crossings. While the bunch train
structure of the filling scheme is clearly visible, a nonvanishing rate in nonactive bunch
slots can be observed. The relative magnitude of such structures, as observed in Fig. 4.5,
depends on the instrumental characteristics and the local material distribution. They
may also contain a fraction of collisions between a nonactive bunch in one beam and an
unbunched component in the opposing beam.

Two out-of-time response effects are distinguished and taken into account. The first
effect (“type 1”) is due to a tail of the pixel hit signal leaking into the time integration
window of the next 25 ns bunch slot. Such an effect is visible in Fig. 4.5 in the trailing
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(a) (b)

Figure 4.5: Instantaneous luminosity as a function of bunch crossing, showing the impact
of type 1 and 2 corrections [TH3]. Plot (b) zooms in on the vertical axis of plot (a).

bunch slots after the trains. The second effect (“type 2”) is due to the exponentially
decaying activation of the material surrounding the detector; the long tails in Fig. 4.5 is
the activation result from the previous bunch crossings. Since it is assumed that the
type 1 effect mainly depends on the final response, while the type 2 effect stems from real
activity in the pixel detector, the correction of type 1 effect should precede the one related
to type 2.

The correction of type 1 effect is modeled by:

C1(n + 1) = cR(n) , 4.21

where C1(n + 1) is the type 1 correction in the (n + 1)th bunch, R(n) is the SBIL response
in the nth bunch, and c is a constant determined on a Fill-by-Fill basis. The average of
the residual correction for the first nonactive bunch slot after a train is considered as a
systematic uncertainty. For type 2, the correction model is iteratively built and reads

C2(n + j) = � e(−λj)A(n), j > 0 , 4.22

where C2(n + j) is the type 2 correction in the (n + j)th bunch due to the activity in the
nth bunch; A(n) is the true (corrected) activity in the nth bunch and �, λ are the con-
stants determined as follows. Based on SBIL measurements for random trigger samples
recorded during 25 ns bunch-spacing periods, the model parameters (�, λ) are estimated
by minimizing the root-mean-square of SBILs around zero for nonactive bunch slots. The
parameters of type 2 correction are determined to be � = 0.00086 and λ = 0.014 for all
2015 data [217], and their performance is found to be optimal both within and out of
trains.

4.2.4 Extraction of the visible cross section

The size of the beam overlap is measured by fitting the luminometer rate measure-
ments, normalized by the bunch current product, as a function of beam–beam separation.
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The scan curves are fitted with a double-Gaussian model with an additional constant term,
whose purpose is to subtract pedestals from the background rates. A more accurate es-
timate of the constant term is obtained measuring the beam overlap by simultaneously
fitting the PCC and reconstructed PV (“vertex counting”) rate measurements; PCC data
are available only during the November 2015 vdM scan program. The effective horizontal
and vertical widths of the beam (Σx and Σy) as well as the normalized rates (Rx , Ry) are
obtained per scan per BCID. For each BCID the visible cross sections are then measured
using

σvis = 2πΣxΣyµvis , 4.23

where
µvis =

1
2

(Rx + Ry) , 4.24

with Rx,y denoting the amplitudes of the fitted scan curves, i.e., Rx ≡ R(∆x = 0, ∆y0) and
Ry ≡ R(∆x0, ∆y = 0).

Example fits for BCID 1215 in Y3 and X3 are shown in Figs. 4.6 and 4.7 for PCC
and vertex counting, respectively, during the November 2015 vdM program. For vertex
selection in the vertex counting method the standard CMS definition of good vertices (see
Section 3.2) is applied. The fitted Σx and Σy parameters are shown in Fig. 4.8, while
the resulting σvis are illustrated in Fig. 4.9. For the November 2015 vdM program all
luminometers produce compatible estimates: the percent differences between any two
luminometers are statistically consistent with zero. For the November–December 2016
vdM program the percent differences between any two luminometers is consistent with
zero at the level of 0.5 and 0.2% in the Pbp and pPb period, respectively, while a scan-
to-scan variation is also assigned based on the root-mean-square of the measured σvis,
which is found to be 0.6 (1.0)% in the Pbp (pPb) period, respectively.

4.3 Calibration corrections

4.3.1 Concept and formalism of constant separation LSC scan

The ability to measure the convolved beam sizes depends upon the precise knowl-
edge of the distance by which the beams are separated during the scans. If the nominal
scale for beam displacement differs from the true displacement scale, a systematic error
related to length scale can be introduced. At each scan point, the absolute beam sepa-
ration is controlled by a set of closed orbit bumps applied locally near the considered IP
using steering correctors (Fig. 4.10). During dedicated LSC calibration measurements,
that are typically performed using the vdM protocol, i.e., the same optics configuration,
both beams are moved in five equidistant steps first in x and then in y keeping their
nominal separation constant. The nominal beam displacement entered into the acceler-
ator control system can be thereby calibrated against the measured displacement of the
luminous centroid. To enhance the accuracy of the beam separation derived from the LHC

orbit knobs a correction is applied that is determined by measuring the luminous region
movement using the tracker characterized by great resolution (Table 2.4). Since each of
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Figure 4.6: Examples of fitted scan curves, i.e., normalized rates recorded based on the
PCC method as a function of the beam separation (∆) in (a) Y3 and (b) X3 scans in the
November 2015 vdM period [TH3]. The applied fit model is represented as the green
and red, blue, and black curves corresponding to the two Gaussian components, the
constant term, and their sum, respectively. The values and the statistical uncertainty in
the fitted parameters are shown on the legend, along with the reduced χ2. The bottom
panels include the residuals, i.e., the difference between the measured and fitted values
divided by the statistical uncertainty. The fit is performed simultaneously with the rates
of Fig. 4.7.

the four bump amplitudes (two beams in two transverse directions) depends on different
magnet and lattice functions, in principle, LSC scans can independently determine these
four calibration constants. However, since for the vdM scans the beams are moved sym-
metrically (as opposed to one beam at a time), only the average length scale matters to
first order for calibrating the absolute separation.

The beams are offset from one another by about one σb, and then moved in equidistant
steps; differences in the amounts by which the beams have been moved translate in rate
differences as the scan progresses. More specifically, if x0

i and xi are the nominal and
actual horizontal beam displacements, respectively, the LSC correction factors for the
beam 1 and 2, α1 and α2, are defined through

xi ≡ αix
0
i , 4.25

where ideally αi = 1. At the start of the scan, the two beams are positioned as shown in
Fig. 4.4, i.e., at zero and at a value of α2s0, respectively, where s0 is the nominal beam
separation, while, as the scan progresses, both beams are moved by a nominal amount
of ∆j at the jth step, meaning

x j1 = α1∆
j , 4.26
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Figure 4.7: Examples of fitted scan curves, i.e., normalized rates recorded based on the
vertex counting method as a function of the beam separation (∆) in (a) Y3 and (b) X3
scans in the November 2015 vdM period [TH3]. The applied fit model is represented as
the green and red, blue, and black curves corresponding to the two Gaussian components,
the constant term, and their sum, respectively. The values and the statistical uncertainty
in the fitted parameters are shown on the legend, along with the reduced χ2. The bottom
panels include the residuals, i.e., the difference between the measured and fitted values
divided by the statistical uncertainty. The fit is performed simultaneously with the rates
of Fig. 4.6.

and
x j2 = α2(s0 + ∆j) . 4.27

The average position of the two beams, which is the position of the luminous region, reads

x̄ j =

(α1 + α2

2

)
∆j +

α2s0

2
≡ ᾱ∆j + s′0 , 4.28

while the distance between the two beams is given by

∆x j = α2(s0 + ∆j) − α1∆
j = (α2 − α1)∆j + α2s0 ≡ ϸ∆

j + 2s′0 . 4.29

The observed rate, µ(∆j), is related to µvis, i.e., the rate when beams are fully aligned, via

µ(∆j)
Eq.(4.7)
' µvis

(
1 −

s0ϸ

Σ2
x,y
∆j

)
, 4.30

where a Taylor expansion of the ∆j variable is assumed using the fact that
(
∆x j

)2
'

s2
0 + 2s0ϸ∆j and ϸ � 1. It becomes thus obvious from Eqs. (4.28) and 4.30 that the values

for ᾱ and ϸ can be obtained by fitting the measured x̄ j and µ(∆j), respectively, as a function

124



4.3 Calibration corrections

BCID
310

 (
m

m
)

x/
y

Σ

0.08

0.09

0.1

0.11

0.12

0.13

0.14
Scan 1 Scan 2

Scan 3 Scan 4

Scan 5 Scan 6

Scan 7 Scan 8

2015  (5.02TeV)PreliminaryCMS 

(a)
Scan

0 1 2 3 4 5 6 7 8

 (
m

m
)

x/
y

Σ

0.08

0.09

0.1

0.11

0.12

0.13

0.14
BCID 644

BCID 1215

BCID 2269

BCID 2389

BCID 2589

2015  (5.02TeV)PreliminaryCMS 

(b)

Figure 4.8: The extracted Σx/y (a,b) from the PCC method as a function of BCID (a)
and scan sequence (b) in the November 2015 vdM period [TH3]. The sequential naming
convention adheres to the horizontal and vertical scan sequence as illustrated in Fig. 4.4.
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Figure 4.9: The weighted average of PCC σvis per BCID (a) and scan (b), and separately
in each BCID and scan (c) in the November 2015 vdM period [TH3]. Errors are statistical
only.
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(a) (b)

Figure 4.10: The beam-separation scans—here a LSC scan of constant separation type—
are performed automatically by the operators of LHC moving independently one beam (a)
stepwise across the other (b). The nominal displacement of the beams at the IP (black line)
is achieved based on a local distortion of the orbit using a pair of steering dipoles located
on either side of the IP. The acquisition is performed while the magnets are completely
idle, i.e., when the applied magnet currents (colored lines) are stable.

of the beam separation ∆j. These values can in turn be related to α1 and α2 via

α1 = ᾱ −
ϸ

2
4.31

and
α2 = ᾱ +

ϸ

2
, 4.32

respectively. For all data points for which the nominal offsets of beam 1 and 2 are set to
−∆j/2 and +∆j/2, respectively, the true beam separation is given by

∆x j = α2∆
j − (−α1∆

j) = ᾱ∆j . 4.33

In other words, the actual beam separation is just the nominal beam separation scaled
by the LSC constant ᾱ; the sign of the offset is irrelevant.

The data recorded during the two vertical and horizontal LSC scans, explained in
Section 4.2.1, are used. The procedure to derive the LSC calibration constants follows
the method already used in previous analyses [229,230]. The beamspot movement as a
function of the nominal offset of the beam centroid is fitted with a first-order polynomial
and a calibration constant extracted. This is depicted in Fig. 4.13 for LSC scans in the
horizontal and vertical direction.

The fit results for the two LSC scans in both the transverse coordinates are summa-
rized in Table 4.2. These corrections are applied directly to beam–beam separation in the
scan curves; their effect found to reduce the measured beam width (horizontally and ver-
tically). The measured visible cross section was reduced by approximately 1% with this
correction. A total uncertainty of 0.2% is assigned accounting for the maximum difference
between the forward and backward LSC scans (0.1%) and a potential mismodeling owing
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Figure 4.11: Examples of the measured beamspot positions as a function of the beam
centroid offsets are shown for a horizontal (left) and a vertical (right) LSC scans. The points
are fitted with a first-order polynomial to derive the LSC calibration constant [TH3].

to missing higher-order terms in the fitting function.

X Y

forward LSC scan 0.9951 ± 0.0007 0.9945 ± 0.0007
backward LSC scan 0.9960 ± 0.0007 0.9954 ± 0.0006

Table 4.2: Results of the length-scale calibration for the two horizontal and vertical LSC
scans in the November 2015 vdM program [TH3]. Errors are of statistical nature. The
average of all four calibration constants is found to be 0.993 with negligible uncertainty
for the November–December 2016 vdM program [TH2].

4.3.2 Orbit drift

Slow orbit drifts can distort the individual scan curves as well as result in slight
movement of the beams out of collision between consecutive scans, thereby biasing the
measured interaction rate at the peak of the scan. In addition, at each scan step, the
actual beam separation may be affected by random jitter of the beam positions from their
nominal setting, which in turn induces fluctuations in the luminosity measured at each
scan point. No significant orbit drifts of the beams away from their fixed orbit position
were observed during the scans that enter into the σvis calculation. Figure 4.12 shows
the difference of the beam orbits from before and after each scan. All horizontal (vertical)
drifts, as estimated by the DOROS beam position monitor, are within about (−3,+4)µm. As-
suming that the major part of the horizontal drift happened instantly during the X2 scan,
a decreased effective beam overlap cross section of at most 0.4% was found. Alternative
assumptions about the horizontal drift occurring continuously or smoothly over the 25
separation steps were disproved, for systematically producing on average a larger effective
beam overlap cross section. This is taken as uncertainty, and no further corrections are
applied.
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Figure 4.12: Difference between the two vertical and horizontal beam orbits from before
and after each scan as measured by the DOROS beam position monitor in µm is shown [TH3].

4.3.3 Impact of nonfactorizable beam shape

The assumption made for the vdM method that the proton bunch densities are factor-
izable in x and y, i.e., that the x (y) shape measured at a working point ∆y0 (∆x0) does not
depend on the working point position, is not valid for the required precision in general
and may result in a biased estimate of the beam overlap integral [136]. Short of input
from beam–gas imaging measurements [227,231,232], a standard technique so far has
been the modeling of the transverse density distributions of the two beams by fitting the
evolution, during either vdM or the specifically-tailored BI scans, not only of the lumi-
nosity itself but also of the position, orientation and shape of its spatial distribution. The
latter can be reflected in the distribution of the reconstructed primary vertices. Lumi-
nosity profiles can be then generated for simulated vdM or BI scans using these fitted
beam parameters, and the impact of nonfactorization in the single-beam distributions is
determined from the difference between the “true” luminosity from the simulated overlap
integral and the “measured” luminosity from the fits to the two-dimensional simulated
luminosity profiles assuming factorization.

To estimate the size of this potential bias in the November 2015 scans, the two-
dimensional distributions of reconstructed vertices in the transverse plane recorded dur-
ing the four BI scans are exploited [233]. Considering a BI scan in x in consecutive
scan steps ∆x, the density of the accumulated vertices for a given vertex reconstruction
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resolution V can be expressed based on arbitrary bunch proton densities ρ1 and ρ2 as∑
n

nvtx (x, y;n∆x) ∝
∑
n

ρ1(x, y)ρ2(x + n∆x, y)∆x ⊗ V

=

[∑
n

ρ1(x, y)ρ2(x + n∆x, y)∆x
]
⊗ V

≈

[ ∫
∆x
ρ1(x, y)ρ2(x + ∆x, y) d(∆x)

]
⊗ V

= ρ1(x, y)(Mxρ2)(y) ⊗ V . 4.34

The x coordinate is thus integrated out and the bunch proton density of the “moving”
beam appears marginalized in the direction of the scan, meaning that the two-dimensional
vertex distribution constrains the bunch proton density of the beam at rest (“stationary”).
Taking four scans of this kind in total, i.e, scanning one beam over the other in x and y
and vice versa, proton densities are fully constrained.

Using the fit model of Eq. (4.34) per BCID, the November 2015 analysis is performed
using simultaneously all four vertex distributions accumulated during the BI scans, while
the distributions of vertex positions are constructed from the first two vdM scan pairs for
the November–December 2016 analysis. The bunch proton or lead densities are approxi-
mated to be of double-Gaussian type

ρi(x, y) = wigW (x, y) + (1 −wi)gN (x, y) , 4.35

for which the two components gN and gW incorporate a correlation parameter, r, and are
of the form

gj(x, y) =
1

2πσj,xσj,y
√

1 − r2
j

exp
(
−

1
2(1 − r2

j )

[ x2

σ2
j,x

+
y2

σ2
j,y

−
2rjxy
σj,xσ j,y

])
. 4.36

Simulated vdM scans with the extracted bunch densities are performed and compared
with the beam overlap integrals obtained taking the nonfactorizability into account. Based
on the per-BCID comparison (Table 4.3), a maximum difference of 1.4% in the visible
cross section is observed in the November 2015 analysis. This difference is taken as
the systematic uncertainty associated with the luminosity estimate independent of x–y
correlations in the proton densities. The resolution in the position of a reconstructed PV
strongly depends on the number of tracks used to fit the vertex. A track-splitting method
(see Section 3.2.3) is employed for measuring the vertex resolution as a function of the
number of tracks associated with the vertex. For the November–December 2016 vdM
conditions, the vertex resolution becomes comparable to the expected size of σb only for
primary vertices using at least 50 vertex-associated tracks (Fig. 4.14). The BCID-averaged
correction amounts to 2.3 (2.9)% for the Pbp (pPb) period.
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Figure 4.13: By measuring the positions of the interaction vertices with the tracker
during the dedicated BI scans, the transverse bunch densities of the two colliding beams
can be reconstructed. The pull distribution (a) based on two-dimensional proton density
models built from a combination of Gaussian pdf, as well as its projection to radial and
angular coordinates (b), are shown using the data collected during the IX1 scan for BCID
2389 [TH3], The pull distributions indicate a good agreement between the fitted model
predictions and the recorded data.

4.3.4 Beam–beam effects

When charged-particle bunches collide, the strength of the mutual electromagnetic
forces of the two colliding positively-charged bunches changes as a function of sepa-
ration and, if uncorrected, can bias the results obtained from the vdM scans in two
separate ways. The amplitude and the beam-separation dependence of the so-called
“beam–dynamical” interaction depend on the beam energy, the number of betatron oscil-
lations and the unperturbed �-functions as well as the bunch intensities and transverse
beam sizes. The two beams repel each other (beam–beam deflection), and their electro-
magnetic repulsion induces a mutual angular kick that distorts their closed orbits by
a fraction of a micrometer and modulates the actual transverse separation at the IP.
Figure 4.15a shows an example of the beam deflection as a function of the nominal sep-
aration, calculated analytically using the procedure from Ref. [234]. A correction to the
beam–beam separation in the scan curves is applied per scan and bunch crossing ac-
cordingly, resulting in an overall correction of about 1% on the visible cross section. The
uncertainty of this calculation is dominated by the �∗ uncertainty, which is known with a
precison of about 20% [235]. The uncertainty of this beam–beam correction is thus 0.2%.

Apart from the beam–beam deflection, the electromagnetic forces give rise to mutual
defocusing (“dynamic-�”) effects of the colliding bunch densities varying as a function of
their relative separation. The resulting fractional change in the value of the � function at
the considered IP, or equivalently the optical demagnification between the LHC arcs and
the collision point, modifies the collision rate at each scan step and hence distorts the
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Table 4.3: Comparison of the effective beam overlap cross sections from the simulated
vdM November 2015 scans—with bunch proton densities extracted using Eq. (4.35) to
the beam images (Eq. (4.34))—against the beam overlap integrals incorporating genuine
nonfactorizabilities [TH3]. Multiple simulated experiments are performed, and hence the
associated statistical uncertainty is negligible.

BCID Aeff [mm2] True integral [mm2] (True integral−Aeff)
Aeff

[%]

644 0.0641 0.0646 0.8
1215 0.0637 0.0642 0.8
2269 0.0637 0.0646 1.4
2389 0.0641 0.0649 1.2
2589 0.0639 0.0648 1.4

shape of the scan curve. This effect, however, is expected to be small, and is modeled
(Fig. 4.15b) using the mad-x optics code assuming bunch parameters representative of
a baseline vdM scan, and then rescaled using the measured intensities and convolved
beam sizes per colliding-bunch pair. An uncertainty of 0.5% is assigned to cover the
possible impact on the visible cross section measurement. The overall uncertainty due to
beam–beam effects is thus 0.6% in the November 2015 vdM analysis.

A conservative uncertainty due to the beam–beam effect is assigned that equals the
correction, i.e., 0.3%, in the November–December 2016 vdM analysis. The dynamic-�
effect is also expected to be small in both Pbp and pPb periods, owing to the low bunch
intensities, and a conservative uncertainty of 0.5% is assigned to cover the possible impact
on the visible cross section measurement, and hence the overall uncertainty due to beam–
beam effects is at the same level in the November–December 2016 as in the November
2015 vdM analysis.

4.3.5 Bunch current corrections and normalization

The LHC beam currents are measured in a three-step process resulting from different
capabilities of the available instrumentation. Since the bunch population can significantly
vary from one bunch to another, we utilize the FBCT or BQM to measure the single-bunch
intensities N jFBCT,BQM. The sum of the individual bunch currents is then normalized such
that it matches the total current NDCCT measured by the DCCT with an accuracy of 0.3%.
Finally, corrections are applied to account for the spurious charge present in a given
BCID.

Spurious charges can be present in the LHC, either belonging to noncolliding bunch
slots at a level below the FBCT threshold (“ghosts”) or leaking out from the nominally filled
RF bucket into a nearby bucket (“satellites”). Figure 4.16 shows an example distribution
for the longitudinal beam charge distribution over the RF buckets of 2.5 ns length that
are equidistantly distributed over the LHC circumference. Ghost contributions enter in
the total beam intensity measurement from DCCT, while satellite charges contribute to the
per-bunch-slot granularity current measurement without resulting in a measurable lumi-
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Figure 4.14: Primary vertex transverse resolution in the horizontal (a) and vertical (b)
direction using zero-bias events in November–December 2016 vdM analysis as a function
of the track multiplicity (Ntracks). The reconstructed tracks associated with primary ver-
tices are selected based on the high-purity requirement (Table 3.1), while vertices within
a radial (longitudinal) distance of 24 (2) cm are retained. After the track-splitting, the
low event count at higher Ntracks causes fit instabilities. The curve shows the results of
the resolution fitted using a three-parameter function of the form A/NBtracks + C [TH2].
Errors are retained from the covariance matrix of the fit applied after the track-splitting
procedure.

nosity [236]. This may introduce an error in the measurement of the bunch populations
and, via the bunch population product, in the determination of the luminosity calibration
factor. Therefore, the FBCT or BQM measurements of the bunch population is also corrected
according to the following formula

N j1,2 = N jFBCT,BQM(1 − f jsat)
NDCCT(1 − fghost)∑

j
N jFBCT,BQM

, 4.37

with fghost and f jsat the fraction of ghost charge out of the total beam current and the fraction
of satellite charge in bunch j, respectively. The spurious charge is measured by LDM.

The LDM data for Fill 4634 indicate that the satellite charges were insignificant, below
0.002% for both beams, and have no detectable effect on our measurement. The ghost
charges, however, present nonnegligible values and, in particular for beam 1, show a
very strong time dependence that has to be taken into account. The ghost contributions
are estimated to be constant at ∼0.3% for beam 2, while for beam 1 they increase from
0.8% to 2.4% between the first vdM and the last BI scan. A measurement of ghost
charge is provided independently by the LHCb Collaboration, via the rate of beam–gas
collisions occurring in nominally empty bunch slots, that confirms the findings from LDM

(Fig. 4.17). The ghost charges present nonnegligible values also for November–December
2016 analysis, and, in particular, for the Pb beam, show a very strong time dependence
that has to be taken into account. The ghost contributions are estimated to be constant
at ∼ 0.5 (∼ 0.3)% for the proton beam in the Pbp (pPb) period, while for the Pb beam they
increase from 1.0 to 1.2 (1.0 to 1.3)% between the first and the last vdM scan in Pbp (pPb)
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Figure 4.15: Example of the intensity-dependent orbit kicks and tune shifts induced by
long-range beam–beam interactions distorting (a) the nominal beam displacement and (b)
the luminosity scan curves [TH3].

Figure 4.16: Longitudinal beam profile monitoring of beam 1 at LHC as seen by LDM [236],
which measures synchrotron radiation photons emitted by the beams. The RF-bucket
structure is split into nominally filled, satellite, and ghost bins. Conventionally, RF
buckets that lie within the 12.5 ns range around the center of a nominally filled bunch
are considered as satellite bunches, while buckets accommodated outside this range are
lumped altogether in the ghost charge.

period.

The correction to the overall visible cross section is 1.8 ± 0.2% in the November 2015
analysis, and is found to be 1.3±0.7 (1.2±0.6)% in the Pbp (pPb) period. The uncertainty
safely takes into account the maximum observed difference between the measurements
from LDM and LHCb. The DCCT accuracy of 0.3% is taken as an additional systematic uncer-
tainty.

4.4 Cross-detector stability

Given that the absolute calibration of the applied algorithms is carried out under
specially tailored beam conditions, the comparison of the relative response of several in-
dependent luminometers during routine physics conditions reveals possible time- and
rate-dependent effects. The stability of the PCC response has been investigated based
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(a)

(b)

Figure 4.17: Ghost-charge fractions separately for beam 1 and 2 as a function of time
for Fills 4634 (a) and 5527 (b) comparing the measurements based on the number of
beam–gas interactions (BGI) recorded by LHCb [237] and the longitudinal profile of the
synchrotron radiation monitors. The total systematic uncertainty in BGI measurements
stems from the trigger efficiency that is fully correlated between the beams. The un-
bunched population, i.e., the signal level at RF edges, is not subtracted from LDM mea-
surements. The FBCT—normalized to the first valid LHCb ghost-charge value per beam—is
subtracted from the DCCT measurement and is superimposed in (a).

on the relative contributions of the different layers of the pixel detector to the total PCC
response over the November 2015 data-taking period. Excellent stability and indepen-
dence to various data-taking conditions of the different layers relative to the total response
within 0.5% are found as shown in Fig. 4.18a. The long-term PCC response has been
independently monitored and compared to the rate of the DT luminometer over the entire
2015 data-taking period at

√
s = 13 TeV. The RMS of 1% for the per luminosity section

ratio is conservatively assigned as systematic uncertainty due to the stability of the PCC
rate in the November 2015 period [217]. If the luminous region moves significantly, then
the acceptance of the pixel detector slight changes, and the effect appears as a change in
the visible cross section. In 2015, the luminous region has been always within ≈ ±4 cm
from the origin in the longitudinal direction (Fig. 3.13). Within this range, changes in
acceptance are negligible [65,217].

For the November–December 2016 period, the RMS of 0.9 (0.7)% of the PLT over HF
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ratios as a function of the single-bunch instantaneous luminosity is considered as the
systematic uncertainty related to the stability of the luminometer rate in the Pbp (pPb)
period, as displaced in Fig. 4.19. The stability has been independently investigated using
the silicon pixel detector; the relative contributions of the different layers of the pixel
detector to the total response is shown in Fig. 4.18b. Excellent stability of the layers and
independence to various data-taking conditions is indeed found.

(a) (b)

Figure 4.18: The relative contributions in percentage of the different pixel layers for
the entire (a) November 2015 [TH3] and (b) the first part (Pbp) of November–December
2016 [TH2] data-taking periods. The innermost pixel layer is excluded from the PCC rate
measurements. Only periods where the CMS detector is fully operational are considered.
The last part of the Pbp period, corresponding to LHC Fill 5538 with active leveling at IP5
and contributing negligibly to the total luminosity, has also been excluded.

4.5 Conclusions

Table 4.4 summarizes the derived corrections along with their associated systematic
uncertainty. The various sources are grouped into i) “normalization” uncertainty; that is,
the luminosity scale calibration from the vdM scan procedure, and ii) “integration” un-
certainty; that is, the uncertainty associated with the extrapolation of σvis to luminometer
rate measurements under usual data-taking conditions. The uncertainties in the integra-
tion and normalization are treated as uncorrelated, and are summed in quadrature. An
uncertainty of 0.5% associated to the deadtime estimate from the CMS DAQ system is addi-
tionally included, affecting the recorded integrated luminosity. The dominant uncertainty
contributing to the luminosity scale calibration is associated to the nonfactorizability of
the colliding beam bunch densities.

The weighted averages of σvis for all BCIDs measured over the considered scans in
the Pbp relative to the pPb period, corrected for effects impacting the accuracy of the
absolute and relative bunch populations, and for beam–beam interactions, is found to
be in excellent agreement for the symmetric luminometers. A combined result is then
determined by computing a weighted average from the σvis calibrations in the two periods.
To avoid underestimating the uncertainty in the combined result it is assumed that most
sources of systematic uncertainty are fully correlated except for the uncertainty in bunch-
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Figure 4.19: Comparison of the PLT over HF luminosity ratio against the single-bunch
instantaneous (SBIL) luminosity, the latter estimated based on PLT for the Pbp (a) and
pPb (b) periods [TH2]. The last part of the Pbp period, corresponding to LHC Fill 5538
with active levelling at IP5, has been excluded, while the rising trend for SBIL higher than
about 0.035 Hz/µB includes less than 2% of the integrated luminosity.

to-bunch and scan-to-scan variations, and cross-detector stability.
In summary, the total uncertainty in the CMS luminosity measurement in November

2015 is 2.3% using proton-proton collisions at
√
s = 5.02 TeV, and is estimated to be

3.5% for data recorded with proton-nucleus collisions at
√
sNN = 8.16 TeV in November–

December 2016. The results can be compared to those obtained from the ATLAS [238]
(proton-proton), and ALICE [239] and LHCb [240] (proton-nucleus) Collaborations.
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Table 4.4: Summary of the systematic uncertainty in the CMS luminosity measurement
using proton-proton and proton-nucleus collisions at

√
s = 5.02 and

√
sNN = 8.16 TeV,

respectively. When applicable, the percentage correction is shown.

Source Correction (%) uncertainty (%)
pp Pbp pPb pp Pbp pPb

Normalization

Beam nonfactorizability - - - 1.4 2.3 2.9
Bunch-to-bunch variation - - - - 1.4 1.5

Scan-to-scan variation - - - - 0.6 1.0
Length scale 1.0 - - 0.2 0.7 0.7

Ghosts and satellites 1.8 1.3 1.2 0.2 0.7 0.6
Orbit Drift - - - 0.4 0.5 0.5

Σx,y compatibility - - - - 0.5 0.2
Dynamic-� effect - - - 0.5 0.5 0.5

Beam–beam deflection 1 0.3 0.3 0.2 0.3 0.3
Beam current calibration - - - 0.3 0.3 0.3

Integration
Cross-detector stability - - - 1 0.9 0.7

Type 1/2 7 - - 1 - -
DAQdeadtime - - - 0.5 0.5 0.5

Dynamic inefficiency - - - 0.4 - -

Total 2.3 3.2 3.7
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Chapter 5: Measurement of the tt cross section in LHC pp
collisions at 5.02 TeV
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T his Chapter reports the top quark pair production cross section (σtt) measured, for
the first time, in pp collisions at a center-of-mass energy of 5.02 TeV. The data were

collected by the CMS experiment and correspond to an integrated luminosity of 27.4 pb−1.
The measurement is performed by analyzing events with at least one charged lepton. The
measured cross section is σtt = 69.5 ± 6.1 (stat) ± 5.6 (syst) ± 1.6 (lum) pb, in agreement
with the expectation from the standard model. With a total relative uncertainty of 12%
in the final result the impact of the presented measurement on the determination of the
gluon distribution function is also investigated at the next-to-next-to-leading order in
perturbative quantum chromodynamics.

The original contribution from the present thesis to the material related to the following
Chapter and listed in Scientific output and Internal notes is:
• The first preliminary measurement in the e±µ∓ final state alone.
• The updated measurement in the `+jets final state.
• The entire responsibility of all internal stages that the paper had to pass through

before it left the Collaboration and after the interaction with the journal.

141



Chapter 5. Measurement of the tt cross section in LHC pp collisions at 5.02 TeV

5.1 Filling the gap between Tevatron and LHC energies

The pair production cross section as a function of center-of-mass energy is of interest
for the extraction of the top quark mass [241], and it has been used to constrain the
gluon distribution function [242] at large fractions x of the proton longitudinal momen-
tum carried by the gluon, where is poorly known and the correlation between the gluon
distribution and σtt is maximal [243]. Precise measurements of σtt in pp collisions have
been published at

√
s values of 7 and 8 [244–247] and 13 TeV [75,248–250] by the ATLAS

and CMS Collaborations at the LHC.

The pp collisions at
√
s = 5.02 TeV in November 2015 (Table 2.2) offered a unique

chance to fill the gap in
√
s between Tevatron and LHC. The fraction of tt events initiated

by gluon-gluon collisions grows monotonically with
√
s. It is around 73% at 5.02 TeV, as

calculated with powheg (v2) [39,40] at NLO using the NNPDF3.0 NLO [35] parton distribu-
tion functions, and increases to around 86% at 13 TeV(Fig. 5.1), making this new data set
partially complementary to the higher-energy samples. Measurements of tt production at
various

√
s probe different values of x and thus can provide complementary information

on the gluon distribution. In addition, future measurements of σtt in nuclear collisions
at the same nucleon-nucleon center-of-mass energy [87,251] would profit from the avail-
ability of a reference measurement in pp collisions at

√
s = 5.02 TeV, without the need

to extrapolate from measurements at different
√
s. This has already been demonstrated

with the first observation of the tt process using proton-nucleus collisions at a higher
nucleon-nucleon center-of-mass energy [TH1].

In the SM, top quarks in pp collisions are mostly produced as tt pairs. Each top quark
decays predominantly to a W boson and a bottom quark. The tt events are categorized
according to the decay of the two W bosons. In tt events where one W boson decays
leptonically and the other hadronically (`+jets final state), the final state presents a typical
signature of one isolated lepton, missing transverse momentum, two jets from the W
boson hadronic decay, and two jets coming from the hadronization of the b quarks.
On the other hand, in tt events where both W bosons decay leptonically (dilepton final
state), the final state contains two leptons of opposite electric charge, missing transverse
momentum, and at least two b jets. The `+jets final state has a large branching ratio with
a moderate amount of background, while a high purity characterizes the dilepton final
state, thus compensating for its smaller branching ratio.

This analysis represents the first measurement of σtt in pp collisions at
√
s = 5.02 TeVusing

tt candidate events with `+jets, where leptons are either electrons (` = e) or muons (` = µ),
and dilepton (e±µ∓ or µ±µ∓) final states. In the former case, σtt is extracted by a fit to
the distribution of a kinematic variable for different categories of lepton flavor and jet
multiplicity, while in the latter an event counting approach is used. The two results are
then combined in the final measurement, which is used as input to a quantum chro-
modynamics analysis at next-to-next-to-leading order to investigate the impact on the
determination of the gluon distribution in the less-explored kinematic range of x & 0.1.
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Figure 5.1: (a) Representative fractions (in %) of initial partonic states yielding tt pairs in
pp collisions at

√
s = 5.02 TeVsimulated at NLO with powheg (v2) and the NNPDF3.0 NLO

PDF set. (b) Expected average momentum 〈x〉 of the incoming partons measured with
respect to the proton momentum, for pp collisions at

√
s = 5.02 and 13 TeV [TH15].

5.2 Data, simulated samples and theoretical cross section

This analysis is based on an integrated luminosity of 27.4 ± 0.6 pb−1 [TH3]. The
presence of multiple proton collisions in the same or nearby bunch crossings results in
an average number of overlapping interactions estimated online to be 1.4, assuming a
total inelastic cross section of 65 mb.

Several MC event generators are used to simulate signal and background events. The
NLO powheg (v2) [39,40,57] generator is used for tt events, assuming a value of 172.5 GeV
for mtop. These events are passed to pythia (v8.205) [49,51] to simulate parton showering,
hadronization, and the underlying event, using the CUETP8M1 [58,59] tune for the default
tt MC sample. The NNPDF3.0 NLO PDFs with strong coupling αs(MZ) = 0.118 at the Z
boson mass scale MZ are utilized in the MC calculations.

The MadGraph5_aMC@NLO (v2.2.2) generator [38] is used to simulate Wboson produc-
tion with additional jets (W+jets), and high-mass (> 50 GeV) Drell–Yan quark-antiquark
annihilation into lepton-antilepton pairs through Z boson or virtual-photon exchange (re-
ferred to as “Z/γ∗”). The simulation includes up to two extra partons at matrix element
level, and the FxFx merging scheme [43] is used to interface with pythia. Low-mass Z/γ∗

events (20–50 GeV) are simulated with pythia. The normalization of the W+jets and Z/γ∗

processes is either derived from data (in the dilepton final state) or estimated based on
the NNLO cross sections (in the `+jets final state) from the fewz program (v3.1.b2) [252].
Single top quark plus Wboson events (tW) are simulated using powheg (v1) [253, 254]
interfaced with pythia, and are normalized to the approximate NNLO cross sections [255].
The diboson contributions from WW and WZ production (referred to as “WV”) are sim-
ulated with pythia, and are normalized to the NLO cross sections calculated with the
mcfm (v8.0) program [256]. All generated events undergo a full geant4 [194] simulation of
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the detector response. A complete overview of all used simulated sample can be found in
Table 5.1.

The expected signal yields are normalized to the value of the SM prediction for the tt
production cross section:

σNNLO = 68.9 +1.9
−2.3 (scale) ± 2.3 (PDF) +1.4

−1.0 (αs) pb , 5.1

as calculated with the top++ program [257] at NNLO in perturbative QCD, including soft-
gluon resummation at next-to-next-to-leading-logarithmic order [258], using the NNPDF3.0
NNLO PDF set, with αs(MZ) = 0.118 and mtop = 172.5 GeV. The systematic uncertainty in
the theoretical tt cross section are associated with the choice of the renormalization (µR)
and factorization (µF) scales—nominally set at µR = µF =

√
m2

top + p2
T,top with pT,top the top

quark transverse momentum—as well as with the PDF set and the αs value. The uncer-
tainty of 0.1% in the LHC beam energy [259] translates into an additional uncertainty of
0.22 pb in the expected cross section, with negligible impact on the acceptance of any of
the final states included in this analysis.

5.3 Event selection

Figure 5.2: A pp collision featuring a tt→ e±µ∓ + X candidate event in the
√
s = 5.02 TeV

data sample recorded by CMS. Calorimetric energy deposits in ECAL (HCAL) are depicted as
green (blue) bars with a height proportional to the magnitude of the deposit. Tracks are
represented by orange (red) lines if reconstructed from tracker (combined tracker and
muon system) hits. Apart from the beam pipe, the highlighted CMS detectors are the pixel
and ECAL barrel, ECAL and HCAL endcaps, HF calorimeter, and part of the muon system
along with the matching chambers, CSC and DT segments. The measured kinematics of
the reconstructed electron, muon, jets (yellow cones) and pmiss

T (not highlighted) can be
found in Ref. [TH15]. The superimposed model of the CMS detector [69] is imported in the
browser-based event display of Ref. [70].

144



5.3 Event selection

Ta
bl

e
5.

1:
M

C
ev

en
t

ge
ne

ra
tio

n
em

pl
oy

ed
in

th
e

m
ea

su
re

m
en

t
of

th
e

in
cl

us
iv

e
σ t

t
in

pp
co

lli
si

on
s

at
√
s=

5.
02

Te
V

[A
N

3,
A

N
1,

A
N

4]
;t

he
sa

m
pl

es
ar

e
ge

ne
ra

te
d

ei
th

er
in

cl
us

iv
el

y
or

w
ith

a
fin

al
st

at
e

re
st

ri
ct

ed
to

th
e

le
pt

on
ic

m
od

e,
in

cl
ud

in
g

el
ec

tr
on

s,
m

uo
ns

,a
nd

ta
u

le
pt

on
s.

Th
e

ab
se

nc
e

of
re

fe
re

nc
e

de
lin

ea
te

s
cr

os
s

se
ct

io
n

va
lu

es
ca

lc
ul

at
ed

fr
om

th
e

ge
ne

ra
to

r.
Fo

r
th

e
sa

m
pl

es
re

st
ri

ct
ed

to
sp

ec
ifi

c
de

ca
y

ch
an

ne
ls

,t
he

br
an

ch
in

g
ra

tio
is

in
cl

ud
ed

in
th

e
qu

ot
ed

cr
os

s
se

ct
io

n.
Th

e
M
``
>

50
G

eV
(2

0
<
M
``
<

50
G

eV
)r

eq
ui

re
m

en
t

ha
s

be
en

ap
pl

ie
d

on
th

e
M

C
ev

en
t

sa
m

pl
e

m
ar

ke
d

w
ith

*
( *
*
).

Th
e

N
N

PD
Ff

3.
0

N
LO

PD
Fs

w
ith

st
ro

ng
co

up
lin

g
α

s(
M

Z
)

=
0.

11
8

at
th

e
Z

bo
so

n
m

as
s

sc
al

e
M
Z

ar
e

ut
ili

ze
d

in
al

lt
he

M
C

ca
lc

ul
at

io
ns

.

Pr
oc

es
s

σ
[p

b]
M

C
ev

en
t

sa
m

pl
e

in
di

ca
tiv

e
de

sc
ri

pt
io

n

tt
69

(N
N

LO
+N

N
LL

)[
25

7]

T
T
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
p
o
w
h
e
g
-
p
y
t
h
i
a
8

T
T
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
p
o
w
h
e
g
-
s
c
a
l
e
d
o
w
n
-
p
y
t
h
i
a
8

T
T
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
p
o
w
h
e
g
-
s
c
a
l
e
u
p
-
p
y
t
h
i
a
8

T
T
_
T
u
n
e
E
E
5
C
_
5
0
2
0
G
e
V
-
p
o
w
h
e
g
-
h
e
r
w
i
g
+
+

tW
3.

04
(N

N
LL

)[
25

5]
S
T
_
t
W
_
5
0
2
0
G
e
V
_
t
o
p
-
p
o
w
h
e
g
-
p
y
t
h
i
a
8

S
T
_
t
W
_
5
0
2
0
G
e
V
_
a
n
t
i
t
o
p
-
p
o
w
h
e
g
-
p
y
t
h
i
a
8

W
+

je
ts

21
15

9
(N

N
LO

[Q
C

D
]+

N
LO

[E
W

K
])

[2
52

]
W
T
o
L
N
u
_
X
J
{
0
,
1
,
2
}
_
5
0
2
0
G
e
V
_
5
f
-
a
m
c
a
t
n
l
o
F
X
F
X
-
p
y
t
h
i
a
8

W
J
e
t
s
T
o
L
N
u
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
a
m
c
a
t
n
l
o
F
X
F
X
-
p
y
t
h
i
a
8

Z
/
γ∗

20
10

*
(N

N
LO

[Q
C

D
]+

N
LO

[E
W

K
])

[2
52

]
D
Y
J
e
t
s
T
o
L
L
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
a
m
c
a
t
n
l
o
F
X
F
X
-
p
y
t
h
i
a
8

15
06

*
*

(N
N

LO
[Q

C
D

]+
N

LO
[E

W
K

])
[2

52
]

D
Y
J
e
t
s
T
o
L
L
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
M
L
M
-
p
y
t
h
i
a
8

W
W

(→
`ν

)
1.

77
(N

LO
)[

25
6]

W
W
T
o
2
L
2
N
u
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
p
o
w
h
e
g
-
p
y
t
h
i
a
8

Z
Z

0.
44

1
(N

LO
)[

25
6]

Z
Z
T
o
4
L
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
p
o
w
h
e
g
-
p
y
t
h
i
a
8

W
Z

1.
21

(N
LO

)[
25

6]
W
Z
T
o
3
L
N
U
_
T
u
n
e
C
U
E
T
P
8
M
1
_
5
0
2
0
G
e
V
-
p
o
w
h
e
-
p
y
t
h
i
a
8
g

145



Chapter 5. Measurement of the tt cross section in LHC pp collisions at 5.02 TeV

The event sample is selected by a loose online trigger (see Section 3.1.3) and further
filtered offline to remove noncollision events, such as beam–gas interactions or cosmic
rays. Collision events containing one high-pT electron (muon) candidate are selected
online by requiring values of ET (pT) greater than 40 (15) GeV and of |η| less than 3.1
(2.5). The measured trigger efficiency for each final state, relative to the final selection, is
measured higher than 90%, as shown in Figs. 3.4 and 3.6.

In the `+jets analysis, electron candidates are selected if they have pT > 40 GeV and
|η| < 2.1. Loose identification, including isolation, criteria (Table 3.2) are applied to
the electron candidates. Electron candidates in the 1.44 < |η| < 1.57 region, i.e., in
the transition region between the barrel and endcap sections of the ECAL, are excluded.
The electron reconstruction in this region is less efficient, and hence the loss of signal
acceptance is minimal. Muons are required to be of tight quality type (see Section 3.3.2)
and to have pT > 25 GeV and |η| < 2.1. Additional identification criteria are applied and
Irel is required to be < 15%. Events are rejected if they contain extra muons (electrons)
identified using looser (veto) set of identification criteria and have pT > 10 (> 15) GeV

The distinct signature of two b jets, expected in tt decays, is rare in background
events, and this is exploited in the `+jets analysis. Backgrounds from W+jets, QCD
multĳet, and Z/γ∗ events are handled counting the number of b-tagged jets in the selected
events. In addition, two light-flavor jets are expected to be produced in the decay of one
of the W bosons for signal events. The correlation of these light jets carries a distinctive
hallmark with respect to the main backgrounds. To that end, jets are selected if they have
pT > 30 GeV and |η| < 2.4. The flavor of the jets is identified using the CSVv2 algorithm
with an operating point that yields a b jet identification efficiency of about 70%, and mistag
probabilities of about 1% and 15% for light-flavor and c jets, respectively (Table 3.5). The
event selection requires at least two non-b-tagged jets, i.e., failing the CSVv2 L working
point, to be identified as candidates from the W boson hadronic decay. Additional jets
passing the b quark identification criteria are counted and used to classify the selected
events in none (0b), exactly one (1b), or at least two (≥ 2b) tagged jet categories. The
efficiency of the b jet identification algorithm, as expected from Fig. 3.27, is measured in

situ, simultaneously with the signal cross section.
Dilepton events are required to contain at least one muon candidate at L3 trigger

level. No requirement on the presence of electron candidates is made at neither L1 nor
HLT level owing to the relatively high-ET threshold (40 GeV) of the lowest unprescaled
trigger. Electrons are selected offline if they have pT > 20 GeV, |η| < 2.4, and Irel < 9
(or 12)% if in the barrel (or one of the endcaps). As in the `+jets final state, electrons
detected in the transition region between the barrel and endcap sections of the ECAL are
excluded. Muons are required to have pT > 18 GeV, |η| < 2.1, and Irel < 15%. At least two
jets satisfying the criteria pT > 25 GeV and |η| < 3 are required. Events are subsequently
selected if they have a pair of leptons with opposite charge (e±µ∓ or µ±µ∓) passing the
requirements listed above, as illustrated in Fig. 5.2. In events with more than one pair
of leptons passing the above selection, the two leptons of opposite charge that yield the
highest scalar pT sum are selected.

Candidate events with dilepton invariant masses of M`±`∓ < 20 GeV are removed to
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5.4 Background estimation

suppress events from decays of heavy-flavor resonances and low-mass Z/γ∗ processes.
Dilepton events with two muons in the final state are still dominated by the Z/γ∗ back-
ground. In order to suppress this contribution, events in the Z boson mass window of
76 < M`±`∓ < 106 GeV are vetoed in this final state. To further suppress the Z/γ∗ events
a requirement on pmiss

T of > 35 GeV is imposed (Fig. 3.29d).
In both the `+jets and dilepton analyses, events with τ leptons are considered as

signal if they decay to electrons or muons that satisfy the selection requirements, and are
included in the simulation.

Table 6.2 summarizes the basic selection requirements that are applied in the `+jets
and dilepton analysis.

Table 5.2: Basic selection criteria applied in the three separate final states considered in
the first measurement of the inclusive σtt in pp collisions at

√
s=5.02 TeV. Events in the

mass range of 76 < M`±`∓ < 106 GeV are additionally vetoed in the µ±µ∓ final state. Jets
are reconstructed from the PF candidates using the anti-kT clustering algorithm with a
distance parameter of 0.4.

Filter or physics object `+jets Dilepton

Trigger one µ (e) candidate, pT >15 (ET >40) GeV one µ candidate, pT >15 GeV
Leptons exactly one µ or e e±µ∓ µ±µ∓

M`±`∓ — >20 GeV
Z veto — — Yes
pmiss

T — — >35 GeV
Jet multiplicity ≥ 2

b tagging
CSVv2 L (Table 3.5)⇒

1`2j0b, 1`2j1b, and 1`2j2b

In the following, pre-fit control distributions for different variables in events with 0, 1
or at least 2 b-tagged jets and two non-b-tagged jets in the `+jets final state are shown.
The lepton pT and η are displayed in Figs. 5.3 and 5.4, respectively. The shapes of the
distributions are overall reasonably reproduced as well as the rates prior to any fit. The
leading jet pT and η distributions are shown in Fig. 5.5 and 5.6, accordingly. The scalar
pT sum of the selected jets (HT) in the event is shown in Fig. 5.7. A slight trend of the jet pT

is observed in events without b-tagged jets that are dominated by the W+jets background
process.

5.4 Background estimation

5.4.1 The `+jets final state

In the `+jets analysis, the contributions of all background processes are estimated
from simulation, excecpt for the QCD multĳet background. Owing to its large cross
section, there is a nonnegligible contribution from the latter faking a tt event with `+jets
in the final state. Both the contribution from hard fragmentation of c and b quarks whose
hadrons decay semileptonically, and the contribution from misidentified leptons, such
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Figure 5.3: Distributions for the lepton pT in µ+jets (a–c) and e+jets (d–f) events with 0
(a, d), 1 (b, e) or at least 2 (c, f) b-tagged jets, using pp collisions at

√
s = 5.02 TeV. The

distributions from data (Table B.1) are compared to the sum of the expectations for the
signal (tt) and backgrounds (Table 5.1). The QCD multĳet background is estimated from
data (see Section 5.4.1). The ratio between data and simulated distributions prior to
any fit is shown at the bottom of each figure. The hatched areas indicate the statistical
uncertainty due to the finite event count in the simulated samples [AN1].
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Figure 5.4: Distributions for the lepton pseudorapidity in µ+jets (a–c) and e+jets (d–
f) events with 0 (a, d), 1 (b, e) or at least 2 (c, f) b-tagged jets, using pp collisions at
√
s = 5.02 TeV. The distributions from data (Table B.1) are compared to the sum of

the expectations for the signal (tt) and backgrounds (Table 5.1). The QCD multĳet back-
ground is estimated from data (see Section 5.4.1). The ratio between data and simulated
distributions prior to any fit is shown at the bottom of each figure. The hatched areas
indicate the statistical uncertainty due to the finite event count in the simulated sam-
ples [AN1].
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Figure 5.5: Transverse momentum distributions for the two leading in pT jets (a, d) or the
leading in pT b-tagged jet (b, c, e, f) in µ+jets (a–c) and e+jets (d–f) events with 0 (a, d), 1 (b, e)
or at least 2 (c, f) b-tagged jets, using pp collisions at

√
s = 5.02 TeV. The distributions

from data (Table B.1) are compared to the sum of the expectations for the signal (tt)
and backgrounds (Table 5.1). The QCD multĳet background is estimated from data (see
Section 5.4.1). The ratio between data and simulated distributions prior to any fit is shown
at the bottom of each figure. The hatched areas indicate the statistical uncertainty due
to the finite event count in the simulated samples [AN1].
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Figure 5.6: Pseudorapidity distributions for the two leading in pT jets (a, d) or the leading in
pT b-tagged jet (b, c, e, f) in µ+jets (a–c) and e+jets (d–f) events with 0 (a, d), 1 (b, e) or at least
2 (c, f) b-tagged jets, using pp collisions at

√
s = 5.02 TeV. The distributions from data

(Table B.1) are compared to the sum of the expectations for the signal (tt) and backgrounds
(Table 5.1). The QCD multĳet background is estimated from data (see Section 5.4.1). The
ratio between data and simulated distributions prior to any fit is shown at the bottom of
each figure. The hatched areas indicate the statistical uncertainty due to the finite event
count in the simulated samples [AN1].
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Figure 5.7: Distributions for the scalar pT sum of all jets in µ+jets (a–c) and e+jets
(d–f) events with 0 (a, d), 1 (b, e) or at least 2 (c, f) b-tagged jets, using pp collisions at
√
s = 5.02 TeV. The distributions from data (Table B.1) are compared to the sum of the

expectations for the signal (tt) and backgrounds (Table 5.1). The QCD multĳet background
is estimated from data (see Section 5.4.1). The ratio between data and simulated distri-
butions prior to any fit is shown at the bottom of each figure. The hatched areas indicate
the statistical uncertainty due to the finite event count in the simulated samples [AN1]

152



5.4 Background estimation

as from either punch-through hadrons or collimated jets with a high electromagnetic
fraction, can yield `+jets-like topologies.

The estimation of the QCD multĳet background is separately performed for the events
with 0, 1, or ≥ 2 b jets using a control region (CR) where either the muon candidate fails
a looser isolation requirement (Iµrel < 0.2) or the electron candidate fails the identification
criteria. The choice of the QCD multĳet control region has been made in such a way as to
minimize the contamination attributable to the signal and W+jets events while retaining
a large number of events in the sample for the estimation of this type of background.

The initial normalization of the QCD multĳet contribution in the signal region (SR)
is derived from the “reduced-signal region” (RSR) of pmiss

T < 20 GeV. Events in both
the reduced-signal and control regions fulfilling this requirement are counted. After
subtracting the expected contributions from non-QCD processes, the ratio between the
numbers of events observed in the reduced-signal region and in the control region,

NSR(QCD) = (NCR(obs) − NCR(non-QCD))
N
pmiss

T <20
RSR (obs) − Np

miss
T <20

RSR (non-QCD)

N
pmiss

T <20
CR (obs) − Np

miss
T <20

CR (non-QCD)
, 5.2

is used as a transfer factor to normalize the QCD multĳet background estimate. In both
the electron and muon final states, a 30% uncertainty is assigned to the estimate of the
expected contribution from non-QCD processes, estimated after varying the QCD scales
in the W+jets simulation. This uncertainty propagates as both normalization and shape
uncertainty in the predicted distributions for the QCD multĳet process. The variations are
applied independently in the reduced-signal and control regions in order to determine an
uncertainty envelope. A more accurate normalization for the QCD multĳet contribution is
obtained by the fit performed to extract the final cross section, described in Section 5.6.1.

Figures 5.8 shows the pmiss
T distributions in SR for mu+jets and e+jets final states,

respectively. For validation the transverse mass (mT) of the lepton–~pmiss
T system,

mT =

√
2pmiss

T plepton
T (1 − cos∆φ) , 5.3

is displayed in Fig. 5.9 for the same event categories and final states. In both cases, the
distributions in these exclusive events, i.e., requiring two non-b-tagged jets plus 0, 1 or
at least 2 b-tagged jets, a fair agreement is observed in both variables. For higher number
of b-tagged jets, the expected contamination from non-QCD processes tends to be larger.

5.4.2 The dilepton final state

Final states with two genuine leptons can originate from background processes, pri-
marily from Z/γ∗ → τ+τ− (where the τ leptonic decays can yield e±µ∓ or µ±µ∓ plus pmiss

T

due to the neutrinos), tW, and WV events. Other background sources, such as W+jets
events or tt production in the `+jets final state, can contaminate the signal sample if a
jet is misidentified as a lepton, or if an event contains a lepton from the decay of b or c
hadrons. These are included in the “non-W/Z” category since genuine leptons are defined
as originating from decays of W or Z bosons. The yields from tW and WV events are
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Figure 5.8: Distributions of pmiss
T in SR for µ+jets (a–c) and e+jets (d–f) final states. From

left to right, events with 0, 1 or at least 2 b-tagged jets are shown. The ratio between
data (Table B.1) and simulated distributions (Table 5.1) prior to any fit is shown at the
bottom of each figure. The hatched areas indicate the statistical uncertainty due to the
finite event count in the simulated samples [AN1].

estimated from simulation, while the contribution of the Z/γ∗ background is evaluated
using control samples in data. The rate of non-W/Z backgrounds is extracted from con-
trol samples in data for the e±µ∓ final state and is estimated from the simulation in the
µ±µ∓ final state.

A scale factor for the Z/γ∗ background normalization is estimated from the number
of events within the Z boson mass window in data, which is extrapolated to the number
of events outside the window. This ratio, Rout/in, is estimated from MC simulation, and
the contamination from processes other than the Z/γ∗ contribution in the Z boson mass
window is considered to be negligible. The number of extrapolated events can be inferred
from data as

N `
±`∓, obs

out = R`
±`∓

out/in(N `
±`∓

in − 0.5Ne±µ∓
in k`±`′∓) . 5.4

Rout/in is the ratio of the number of events outside (“out”) and inside (“in”) the Z mass
region, estimated from the Z/γ∗ MC simulation event samples (Table 5.1)

Rout/in =
Nout

Z/γ∗,MC

N inZ/γ∗,MC
, 5.5
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Figure 5.9: Distributions of the mT variable in SR for µ+jets (a–c) and e+jets (d–f) final
states. From left to right, events with 0, 1 or at least 2 b-tagged jets are shown. The ratio
between data (Table B.1) and simulated distributions (Table 5.1) prior to any fit is shown
at the bottom of each figure. The hatched areas indicate the statistical uncertainty due
to the finite event count in the simulated samples [AN1].

with k a corrector factor that must be applied to take into account the differences between
electron and muon reconstruction. It is calculated using the events in the Z mass region
that fulfill the standard dilepton selection, and can be written as

k`±`∓ =

√
N `
±`∓

in

N `
′±`′∓

in
, 5.6

with ` = e and `′ = µ or ` = µ and `′ = e.

Tables 5.3 and 5.4 summarize the input obtained from data and simulation at different
selection levels in the e±µ∓ and µ±µ∓ final states, respectively. The data-based estimation
is then compared to the MC simulation estimation to derive scale factors. In the e±µ∓

final state, the scale factor is defined as

SFe±µ∓ =
√

SFe±e∓SFµ±µ∓ . 5.7

A scale factor of 0.96±0.78 (stat) is obtained in the µ±µ∓ final state, and 0.91±0.14 (stat)
in the e±µ∓ final state. The estimation is performed using events with at least two jets,
and the dependence on different jet multiplicities is discussed in Section 5.5.

155



Chapter 5. Measurement of the tt cross section in LHC pp collisions at 5.02 TeV

Table 5.3: Z/γ∗ background estimation in the e±µ∓ final state for events with at least two
reconstructed jets. Uncertainties are of statistical nature. The breakdown of the results
obtained for the different dilepton final states is given [AN3,AN4].

e±e∓ µ±µ∓ e±µ∓

Nin (MC) 226.0 ± 5.5 250.3 ± 5.6
Nout (MC) 18.2 ± 2.4 32.9 ± 3.0
Rout/in(MC) 0.081 ± 0.013 0.132 ± 0.015
k`±`∓ 0.950 ± 0.022 1.052 ± 0.025
Nin (Obs) 212 ± 14.6 226 ± 15.0 5.0 ± 2.2

Nout 16.9 ± 0.8 29.4 ± 1.0

SF (Obs/MC) 0.93 ± 0.17 0.89 ± 0.11 0.91 ± 0.14

Z/γ∗ (MC) 18.6 ± 2.3 33.6 ± 3.1 1.8 ± 0.4
Z/γ∗ (Obs) 17.3 ± 2.1 30.0 ± 2.8 1.6 ± 0.4

Table 5.4: Z/γ∗ background estimation in the µ±µ∓ final state for different levels in the
event selection. Uncertainties are of statistical nature [AN3,AN4].

µ±µ∓ pmiss
T > 35 GeV ≥ 2 jets

Nin (µ±µ∓, MC) 6955.2 ± 21.4 7.3 ± 1.0 4.2 ± 0.8
Nout (µ±µ∓, MC) 799.7 ± 12.0 3.0 ± 0.7 1.2 ± 0.5
Rout/in(MC) 0.115 ± 0.002 0.407 ± 0.151 0.300 ± 0.173
Nin (e±e∓, MC) 6408.3 ± 21.2 7.5 ± 1.0 4.1 ± 0.7
k`±`∓ 1.042 ± 0.003 0.985 ± 0.129 1.010 ± 0.185
Nin (µ±µ∓, Obs) 6609 ± 81.3 10 ± 3.2 6.0 ± 2.4
Nin (e±µ∓, Obs) 12.0 ± 3.5 5.0 ± 2.2 4.0 ± 2.0

Nout 763.9 ± 2.2 3.1 ± 0.7 1.2 ± 0.5

SF (Obs/MC) 0.949 ± 0.017 1.036 ± 0.481 0.957 ± 0.788

The non-W/Z background in the e±µ∓ final state is estimated using an extrapolation
from a control region of same-sign (SS) dilepton events to the signal region of opposite-
sign (OS) lepton pairs. The SS control region is defined using the same criteria as for
the nominal signal region, except requiring dilepton pairs of the same charge. The muon
isolation requirement is relaxed in order to enhance the number of events. The SS dilepton
events predominantly contain at least one misidentified lepton. Other SM processes
produce genuine SS or charge-misidentified dilepton events with significantly smaller
rates; these are estimated using simulation and subtracted from the observed number of
events in data.

The scaling from the SS control to the signal region in data is performed using an
extrapolation factor extracted from MC simulation, given by the ratio of the number
of OS events with misidentified leptons to the number of SS events with misidentified
(“misID”) leptons. Taking these into account, the fake lepton contribution NOS fakes

data to the
measurement is estimated as

NOS fakes
data = SFfakesN

OS fakes
MC , 5.8

156



5.5 Systematic uncertainty

where SFfakes is defined to be

SFfakes =
NSS

data − N
SS
misID − N

SS
rare

NSS fakes
MC

=
N
′ SS
data

NSS fakes
MC

5.9

The contribution from tt, Z/γ∗ and tW processes are subtracted from NSS
data, giving rise

to the numerator (N
′ SS
data) on the right-hand side of Eq. (5.8). The resulting estimate for

the non-W/Z background is thus 1.0 ± 0.9 (stat) events in the e±µ∓ final state, where the
central value comes from the estimation using events with at least two reconstructed jets.
No particular dependence of this scale factor is observed for different jet multiplicities
within the sizeable statistical uncertainty.

Table 5.5: The non-W/Z background estimation in the e±µ∓ final state using events with
at least two reconstructed jets. The uncertainties are of statistical nature [AN3,AN4].

Source Njets ≥ 2

Prompt SS (MC) 1.4 ± 0.2
Fake SS (MC) 5.2 ± 0.7
Fake OS (MC) 0.5 ± 0.3
R = fake OS/fake SS 0.10 ± 0.08

NSS
data 11

NOS
data 1.0 ± 0.9

5.5 Systematic uncertainty

5.5.1 Experimental uncertainty

The following sources of experimental uncertainty are considered in the analysis:
Integrated luminosity - The integrated luminosity has been estimated offline using a

pixel-cluster counting method (see Section 4.5). The estimation takes into account
the normalization uncertainty and the uncertainty related to the different conditions
during typical physics periods relative to the specially tailored beam-separation
scans, adding up to a total uncertainty of ±2.3% [TH3].

Trigger and selection efficiency - The uncertainty in the electron trigger efficiency (1.5%)
and the identification and isolation efficiency (2.5%) are estimated by changing
the values of the data-to-simulation scale factors within the uncertainty, as ob-
tained from a tag-and-probe method (see Appendix B.0.2). The uncertainty in the
muon identification and isolation efficiency, including the trigger efficiency (Fig. 3.6),
is 3% and covers one standard deviation of the scale factor from unity (see Ap-
pendix B.0.3).

Jet energy scale and resolution - The impact of the uncertainty in the jet energy scale
is estimated by changing the pT- and η-dependent JES corrections by a constant
2.8, and the uncertainty in jet energy resolution is estimated through η-dependent
changes in the JER corrections to the simulation (Fig. 3.22). The uncertainty arising
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Chapter 5. Measurement of the tt cross section in LHC pp collisions at 5.02 TeV

from the use of pmiss
T in the µ±µ∓ final state is dominated by the unclustered energy

contribution to pmiss
T (Table 3.6).

Jet misidentification efficiencies - An uncertainty of 30% is assigned to the b jet
misidentification probability in the `+jets analysis, independently of the jet pT and
η. Owing to the fact that no dedicated measurement of this quantity has been per-
formed for the considered data set, the misidentification rate is conservatively taken
as twice the value expected at

√
s = 13 TeV conditions (Table 3.5).

QCD multĳet estimation - The uncertainty assigned to the QCD multĳet background
includes the statistical uncertainty in the data, and the uncertainty from the non-
QCD multĳet contributions subtracted from the control region, as described in
Section 5.4.1, and an additional 30%-100% normalization uncertainty. The latter
depends on the event category and stems from the measured difference with respect
to the alternative estimate of the QCD multĳet normalization based on the transverse
mass of the lepton and pmiss

T .
Limited event count in the W+jets MC simulation - Owing to the finite event count in

the W+jets simulated sample, an additional bin-by-bin uncertainty is assigned by
generating an alternative shape to fit, where the bin prediction is varied by ±1
standard deviation while keeping all the other bins at their nominal expectation.

Figure 5.10 shows the signal predictions and the effect of varying the main sources of
experimental uncertainty, according to the prescriptions described above.

Two variables, which are sensitive to the resonant behavior of the light jets produced
from the W boson hadronic decay in a tt event, were independently considered for the fit.
Given that these light jets, here denoted by j and j′, are correlated during production,
they are also expected to be closer in phase space when compared to pairs of other jets
in the event. The angular distance ∆R can thus be used as a metric to rank all pairs of
non-b-tagged jets in the event, maximizing the probability of selecting those from the W
boson hadronic decay in cases where more than two non-b-tagged jets are found. The
invariant mass M(j, j′) of jets j and j′ also has a distinctive peaking feature for the signal
in contrast with a smooth background continuum. From simulation, we expect that the
minimum angular distance ∆R between all pairs of jets j and j′, ∆Rmin(j, j′), is robust
against signal modeling uncertainty such as the choice of the µR, µF scales and jet energy
scale and resolution, while the M(j, j′) variable tends to be more affected by this kind of
uncertainty. Owing to being less affected by the systematic uncertainty while maintaining
good signal-to-background discrimination power, the ∆Rmin(j, j′) variable is used to extract
the tt cross section.

5.5.2 Theory uncertainty

The following sources of theory uncertainty are considered in the analysis:

QCD scale choices - The uncertainty in the simulation of tt production cause a system-
atic bias related to the missing higher-order diagrams in powheg, which is estimated
through studies of the signal modeling by modifying the µR, µF scales within a factor
of two with respect to their nominal value. In the `+jets analysis, the impact of the

158



5.5 Systematic uncertainty

0 50 100 150 200 250 300 350 400

E
ve

nt
s

5

10

15

20

25

30

35

40
simulation CMS

Nominal

btag

othertag

jes

jer

(a)

0 50 100 150 200 250 300 350 400

E
ve

nt
s

10

20

30

40

50

60

70 simulation CMS

Nominal

btag

othertag

jes

jer

(b)

0 50 100 150 200 250 300 350 400

E
ve

nt
s

2

4

6

8

10

12

14

16

18

20

22 simulation CMS

Nominal

btag

othertag

jes

jer

(c)

0 1 2 3 4 5 6

E
ve

nt
s

5

10

15

20

25

30

35
simulation CMS

Nominal

btag

othertag

jes

jer

(d)

0 1 2 3 4 5 6

E
ve

nt
s

10

20

30

40

50

60 simulation CMS

Nominal

btag

othertag

jes

jer

(e)

0 1 2 3 4 5 6

E
ve

nt
s

2

4

6

8

10

12

14

16

18

20

22

24
simulation CMS

Nominal

btag

othertag

jes

jer

(f)

Figure 5.10: Distributions for signal M(j, j′) (a–c) and ∆Rmin(j, j′) (d–f) shapes with the
main sources of experimental uncertainty superimposed for tt events with 0 (a, d), 1 (b, e)
or at least 2 (c, f) b-tagged jets [AN1]. The b tagging efficiency is treated as a parameter of
interest in the fit.

µR, µF variations are examined independently, while in the dilepton analysis they are
varied simultaneously. In both analyses, these variations are applied independently
at the matrix element (ME) and parton shower (PS) levels.

Hadronizer choice - The uncertainty arising from the hadronization model mainly affects
the JES and the fragmentation of jets. The hadronization uncertainty is determined
by comparing samples of events generated with powheg, where the hadronization is
either modeled with pythia or herwig++ (v2.7.1) [52]. This also accounts for differ-
ences in the PS model and the underlying event.

PDFs - The uncertainty from the choice of PDF is determined by reweighting the sample
of simulated tt events according to the RMS variation of the 100 NNPDF3.0 replica
sets. Two extra variations of αs are added in quadrature to determine the total PDF
uncertainty.

Non-QCD background estimate - In the `+jets analysis, the uncertainty in the choice
of the µR, µF scales in the W+jets simulation is taken into account by considering
alternative shapes and yields after varying independently the µR, µF scales, follow-
ing a similar procedure to that described above for the signal. A 30% normalization
uncertainty in the theoretical tW, Z/γ∗, and WV background cross sections is as-
signed [246], given the previously unexplored

√
s value and that the final states con-
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Chapter 5. Measurement of the tt cross section in LHC pp collisions at 5.02 TeV

tain several jets. In the dilepton final state, an uncertainty of 30% is assumed [246]
for the cross sections of the tW and WV backgrounds to cover the theoretical un-
certainties and the effect of finite simulated samples. The uncertainty in the Z/γ∗

estimation is calculated by combining in quadrature the statistical uncertainty and
an additional 30% from the variation of the scale factor in the different levels of
selection, resulting in uncertainties of about 30 and 80% in the e±µ∓ and µ±µ∓

final states, respectively. The systematic uncertainty in the non-W/Z background
is estimated to be 90% in the e±µ∓ final state and is dominated by the statistical
uncertainty in the method. Owing to the limited sample size in the data, the method
cannot be applied in the µ±µ∓ final state. The estimation is therefore based on MC
simulation, and an uncertainty of 100% is conservatively assigned.

Figure 5.11 summarizes the expected effect on the signal shapes from the choice of
the QCD/PS-scales and hadronizer. For the QCD scale choices at matrix element level,
the effect on the normalization is externalized externalized and assigned separately as an
extrapolation uncertainty.
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Figure 5.11: Distributions for signal M(j, j′) (a–c) and ∆Rmin(j, j′) (d–f) shapes with the
sources of theoretical uncertainty related to µR, µF scales at the matrix element and parton
shower levels and hadronizer choice superimposed for tt events with 0 (a, d), 1 (b,e) or at
least 2 (c, f) b-tagged jets [AN1].
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5.6 Measurement of the tt cross section

Table 5.6: The number of expected background and signal events and the observed event
yields in the different b tag categories for the e+jets and µ+jets analyses, prior to the
fit. With the exception of the QCD multĳet estimate, for which the total uncertainty is re-
ported, the uncertainties reflect the statistical uncertainty in the simulated samples [TH4].

Source
b tag category

0b 1b ≥ 2b

e+jets µ+jets e+jets µ+jets e+jets µ+jets

tW 3.03±0.02 5.6±0.03 2.49±0.02 4.5±0.03 0.39±0.01 0.67±0.01
W+jets 776±17 1704±26 13±2 26±3 0.2±0.3 0.8±0.6
Z/γ∗ 136±4 162±5 1.7±0.5 2.8±0.6 0.1±0.1 0.1±0.1
WV 0.52±0.01 1.01±0.02 <0.01 < 0.02 < 0.01 < 0.01
QCD multĳet 440±130 490±150 3.6±1.1 28±8 2.5±0.8 2.0±0.8

tt signal 22.8±0.3 42.3±0.4 36.9±0.4 71.1±0.5 13.8±0.2 27.0±0.3

Total 1380±130 2410±150 57.7±2.4 131±9 16.8±0.9 31±1

Observed data 1375 2406 61 129 19 33

5.6 Measurement of the tt cross section

5.6.1 The `+jets final state

In the `+jets analysis, the tt cross section is measured in a fiducial phase space through
a fit. In order to maximize the sensitivity of the analysis, the ∆Rmin(j, j′) distributions are
categorized according to the number of jets—in addition to the ones assigned to the W
boson hadronic decay—passing the b quark identification criteria. In total, 6 categories
are used, corresponding to electron or muon events with 0, 1, or ≥ 2 b jets. The expected
number of signal and background events in each category prior to the fit and the observed
yields are given in Table 5.6. Good agreement is observed between data and expectations.

The M(j, j′) and ∆Rmin(j, j′) distributions are shown in Fig. 5.12. The distributions have
been combined for the e+jets and µ+jets final states to maximize the statistical precision
and are shown for events with different b-tagged jet multiplicities. From simulation, we
expect that the signal peaks at low ∆R, while the background is uniformly distributed up
to ∆R ≈ 3. Above that value, fewer events are expected, and background processes are
predicted to dominate. A fair agreement is observed between data and pre-fit expectations.

A profile likelihood ratio (PLR) method, similar to the one employed in Ref. [75], is used
to perform the fit the number of events counted in the different categories. The likelihood
function takes into account the expectations from background processes as well as signal.
These expectations depend on: (i) the simulation- or data-based expectations (Ŝ or B̂ for
signal and background, respectively), and (ii) nuisance parameters (θi ) that parameterize
the uninteresting variables used to control the effect of the systematic variations, as
described in Section 5.5. The effect of each source of uncertainty is separated in a
rate- and shape-changing nuisance parameter. In the fit, the nuisance parameters are
assumed to be distributed according to log-normal probability distribution functions, if
affecting the rate, or Gaussian PDFs if affecting the shapes. The signal expectation is also
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Figure 5.12: The predicted and observed distributions of the (a–c) M(j, j′) and (d–f)
∆Rmin(j, j′) variables for `+jets events in the 0b (a,d), 1b (b,e), and ≥ 2b (c,f) tagged jet
categories. The distributions from data are compared to the sum of the expectations for
the signal and backgrounds prior to any fit. The QCD multĳet background is estimated
from data (see Section 5.4.1). The cross-hatched band represents the statistical and the
integrated luminosity uncertainties in the expected signal and background yields added
in quadrature. The vertical bars on the data points represent the statistical uncertain-
ties [TH4].

modulated by a multiplicative factor, i.e., the ratio of the observed tt cross section to the
expectation from theory, the so-called signal strength µ = σ/σth for mtop = 172.5 GeV. For
each category (k), the total number of expected events can be written as

N̂k(µ, ~Θ) = µ Ŝk
∏
i

(1 + δS
i θi) + B̂k

∏
i

(1 + δB
i θi) , 5.10

where ~Θ is the set of all nuisance parameters, the index k runs over the bins of the
distributions (or the yields for the cross-check event counting analysis), and δS

i and δB
i

are changes in yields induced through one-standard-deviation changes in the ith source
of uncertainty in the signal and background, respectively. The likelihood function is then
defined as

L(µ, ~Θ) =
∏
k

P
[
Nk |N̂k(µ, θi)

] ∏
i

ρ(θi) , 5.11

where P is a Poisson distribution, Nk is the number of events observed in the kth category,
and ρ(θi) corresponds to the PDF associated with a nuisance parameter. The tt cross
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section is measured maximizing the PLR test statistic, which is asymptotically distributed
as a χ2 distribution,

λ(µ,SFb) =
L(µ,SFb,

ˆ̂~Θ)

L(µ̂, ŜFb, ~̂Θ)
, 5.12

where µ and ~Θ are the signal strength and the set of nuisance parameters, respectively,
and SFb is an additional parameter of interest meant for the b tagging efficiency. The
quantities ˆ̂~Θ correspond to the values of the nuisance parameters that maximize the
likelihood for the specified signal strength and b tagging efficiency (conditional likelihood),
and µ̂, ŜFb, ~̂Θ are, respectively, the values of the signal strength, b tagging efficiency,
and nuisance parameters that maximize the likelihood. In the presence of nuisance
parameters, the resulting PLR as a function of µ and SFb tends to be broader relative
to the one obtained when the values are well known and fixed. This reflects the loss of
information because of the systematic uncertainty [260]. The uncertainty interval (±1
standard deviation) corresponds to an increase in the parabolic shape of the PLR from
the minimum obtained with the best-fit signal strength µ̂ by a factor of 1. In the case of
a two-dimensional likelihood contour, the factor to derive the uncertainty is 2.3 instead.

Figure 5.13 (left) shows the two-dimensional contours at the 68% confidence level
(CL) obtained from the scan of −2 ln(λ), as functions of µ and SFb. The expected results,
obtained using the Asimov data set [260], are compared to the observed results and found
to agree well within one standard deviation. The signal strength is obtained after profiling
SFb, and the result is µ = 1.00 +0.10

−0.09 (stat) +0.09
−0.08 (syst).

As a cross-check, the signal strength is also extracted by fitting only the total number
of events observed in each of the six categories. The observed value µ = 1.03 +0.10

−0.10 (stat) +0.21
−0.11 (syst)

is in agreement with the analysis using the ∆Rmin(j, j′) distributions. Figure 5.13 (right)
summarizes the results obtained for the signal strength fit in each final state separately
from the analysis of the distributions and event counting. In both cases, a substantial
contribution to the uncertainty is systematic in nature, although the statistical compo-
nent is still significant. In the `+jets combination, the µ+jets final state is expected and
observed to carry the largest weight.

To estimate the impact of the experimental systematic uncertainty in the measured
signal strength, the fit is repeated after fixing one nuisance parameter at a time at its
post-fit uncertainty (±1 standard deviation) values. The impact on the signal strength
fit is then evaluated from the difference induced in the final result from this procedure.
By repeating the fits, the effect of some nuisance parameters being fixed may be reab-
sorbed by a variation of the ones being profiled, owing to correlations. As such, the
individual sources of experimental uncertainty obtained and summarized in Table 5.7
and Appendix A, respectively, can only be interpreted as the observed post-fit values, and
not as an absolute, orthogonalized breakdown of the uncertainty. Compared to the event
counting (Fig. A.1), the analysis of the distributions is less prone to the uncertainty in
the QCD multĳet background and jet energy resolution. In both cases, the signal mod-
eling uncertainty and the b tagging efficiency are among the most significant sources of
uncertainty. The post-fit constraints are mostly observed in the shape analysis (Fig. A.2),
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Figure 5.13: a: The 68% CL contour obtained from the scan of the likelihood in `+jets
analysis, as a function of µ and SFb in the `+jets analysis. The solid (dashed) contour
refers to the result from data (expectation from simulation). The solid (hollow) diamond
represents the observed fit result (SM expectation) [TH4]. b: Summary of the signal
strengths separately obtained in the e+jets and µ+jets final states, and after their com-
bination in the `+jets final state. The results of the analysis from the distributions are
compared to those from the cross-check analysis with event counting (Count). The inner
(outer) bars correspond to the statistical (total) uncertainty in the signal strengths [TH4].

and mainly in nuisance parameters that could lead to significantly different expectations
(Figs. 5.10 and 5.11) for the ∆Rmin(j, j′) variable.

The fiducial cross section is measured in events with one electron (muon) in the range
pT > 35 (25) GeV and |η| < 2.1 (including the transition region for electrons), and at least
two jets with pT > 25 GeV and |η| < 2.4. After multiplying the signal strength by the
theoretical expectations (Eq. (5.1)), we find

σfid = 20.8 ± 2.0 (stat) ± 1.8 (syst) ± 0.5 (lum) pb .

The combined acceptance in the e+jets and µ+jets final states is estimated using the
NLO powheg simulation to be A = 0.301 ± 0.007, with the uncertainty being dominated
by the variation of the µR, µF scales at ME and PS levels and the hadronization model
used for the tt signal. The uncertainty due to the PDFs is included but verified to be
less critical. Taking into account the acceptance of the analysis and its uncertainty, the
inclusive tt cross section is determined to be

σtt = 68.9 ± 6.5 (stat) ± 6.1 (syst) ± 1.6 (lum) pb ,

in agreement with the SM prediction and attaining a 13% total relative uncertainty.
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Table 5.7: The estimated impact of each source of uncertainty in the value of µ ex-
tracted from the analysis of distributions, and in the cross-check from event counting.
The “Other background” component includes the contributions from Z/γ∗, tW, and WV
events. The total uncertainty is obtained by adding in quadrature the statistical, exper-
imental systematic, and theoretical uncertainties. The individual experimental uncer-
tainties are obtained by repeating the fit after fixing one nuisance parameter at a time
at its post-fit uncertainty (±1 standard deviation) value. The values quoted have been
symmetrized [TH4].

Source
∆µ/µ

Distr. Count

Statistical uncertainty 0.095 0.100
Experimental systematic uncertainty 0.085 0.160

Sources of experimental uncertainty
W+jets background 0.035 0.025
QCD multĳet background 0.024 0.044
Other background 0.013 0.013
Jet energy scale 0.030 0.031
Jet energy resolution 0.006 0.023
b tagging 0.034 0.045
Electron efficiency 0.011 0.028
Muon efficiency 0.017 0.022

Sources of theoretical uncertainty
Hadronization model of tt signal 0.028 0.069
µR, µF scales of tt signal (PS) 0.044 0.115
µR, µF scales of tt signal (ME) <0.010 <0.010

Total uncertainty 0.127 0.189

5.6.2 The dilepton final state

In the dilepton analysis, the tt cross section is extracted from an event counting
measurement. Figure 5.14 shows the distributions of the jet multiplicity and the scalar
pT sum of all jets (HT), for events passing the dilepton criteria in the e±µ∓ final state. In
addition, it displays the lepton-pair invariant mass and pT distributions, after requiring
at least two jets in the event in the e±µ∓ final state. Figure 5.15 shows the pmiss

T and
the lepton-pair invariant mass distributions in the µ±µ∓ final state for events passing the
dilepton criteria, and the Z boson veto with the pmiss

T > 35 GeV requirement, in the second
case. The predicted distributions take into account the efficiency corrections described in
Section 5.3 and the background estimations discussed in Section 5.4.2. Good agreement
is observed between the data and predictions for both signal and background.

The fiducial tt production cross section is measured by counting events in the visible
phase space (defined by the same pT, |η|, and multiplicity requirements for leptons and
jets as in Section 5.3, but including the transition region for electrons) and is denoted by
σfid. It is extrapolated to the full phase space in order to determine the inclusive tt cross
section using the expression

σtt =
N − NB

ε × A × L
=
σfid

A
, 5.13
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Figure 5.14: Predicted and observed distributions of the (upper row) jet multiplicity and
scalar pT sum of all jets (HT) for events passing the dilepton criteria, and of the (lower row)
invariant mass and pT of the lepton pair after requiring at least two jets, in the e±µ∓ final
state. The Z/γ∗ and non-W/Z backgrounds are determined from data (see Section 5.4.2).
The cross-hatched band represents the statistical and integrated luminosity uncertainties
in the expected signal and background yields added in quadrature. The vertical bars on
the data points represent the statistical uncertainty. The last bin of the distributions
contains the overflow events [TH4].

where N is the total number of dilepton events observed in data, NB the number of
estimated background events, ε the selection efficiency, A the acceptance, and L the
integrated luminosity. Table 5.8 gives the total number of events observed in data, to-
gether with the total number of signal and background events expected from simulation
or estimated from data, after the full set of selection criteria. The total detector, trigger,
and reconstruction efficiency is estimated from data to be ε = 0.55 ± 0.02 (0.57 ± 0.04)
in the e±µ∓ (µ±µ∓) final state. Using the definitions above, the yields from Table 5.8,
and the systematic uncertainty from Table 5.9, the measured fiducial cross section for tt
production is

σfid = 41 ± 10 (stat) ± 2 (syst) ± 1 (lum) pb ,

in the e±µ∓ final state, and

σfid = 22 ± 11 (stat) ± 4 (syst) ± 1 (lum) pb ,

in the µ±µ∓ final state.
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Figure 5.15: Predicted and observed distributions of the (left) pmiss
T in events passing the

dilepton criteria and Z boson veto, and of the (right) invariant mass of the lepton pair
after the pmiss

T > 35 GeV requirement in the µ±µ∓ final state. The cross-hatched band
represents the statistical and integrated luminosity uncertainties in the expected signal
and background yields added in quadrature. The vertical bars on the data points rep-
resent the statistical uncertainty. The last bin of the distributions contains the overflow
events [TH4].

Table 5.8: The predicted and observed numbers of dilepton events obtained after applying
the full selection. The values are given for the individual sources of background, tt signal,
and data. The uncertainties are of statistical nature [TH4].

Source e±µ∓ µ±µ∓

tW 0.92 ± 0.02 0.29 ± 0.01
Non-W/Z leptons 1.0 ± 0.9 0.04 ± 0.01
Z/γ∗ 1.6 ± 0.2 1.1 ± 0.8
WV 0.44 ± 0.02 0.15 ± 0.01

tt signal 18.0 ± 0.3 6.4 ± 0.2

Total 22.0 ± 0.9 7.9 ± 0.8

Observed data 24 7

The acceptance, as estimated from MC simulation, is found to be A = 0.53 ± 0.01
(0.37 ± 0.01) in the e±µ∓ (µ±µ∓) final state. The statistical uncertainty (from MC simu-
lation) is included in the uncertainty in A. By extrapolating to the full phase space, the
inclusive tt cross section is measured to be

σtt = 77 ± 19 (stat) ± 4 (syst) ± 2 (lum) pb ,

in the e±µ∓ final state, and

σtt = 59 ± 29 (stat) ± 11 (syst) ± 1 (lum) pb ,

in the µ±µ∓ final state. Table 5.9 summarizes the relative and absolute statistical and
systematic uncertainties from different sources contributing to σtt. The separate total
systematic uncertainty without the uncertainty in the integrated luminosity, the part
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Table 5.9: Summary of the individual contributions to the systematic uncertainty in the
σtt measurements for the dilepton final states. The relative uncertainty ∆σtt/σtt (in %), as
well as the absolute uncertainty in σtt, ∆σtt (in pb), are presented. The statistical and total
uncertainties are also given, where the latter are the quadrature sum of the statistical
and systematic uncertainties [TH4].

e±µ∓ µ±µ∓

Source ∆σtt/σtt (%) ∆σtt (pb) ∆σtt/σtt (%) ∆σtt (pb)

Electron efficiency 1.4 1.0 — —
Muon efficiency 3.0 2.3 6.1 3.6
Jet energy scale 1.3 1.0 1.3 0.7
Jet energy resolution < 0.1 < 0.1 < 0.1 < 0.1
Missing transverse momentum — — 0.7 0.4
µR, µF scales of tt signal (PS) 1.2 0.9 1.7 1.0
µR, µF scales of tt signal (ME) 0.2 0.1 1.1 0.6
Hadronization model of tt signal 1.2 0.9 5.2 3.1
PDF 0.5 0.4 0.4 0.2
MC sample size 1.4 1.1 2.4 1.4
tW background 1.4 1.1 1.6 0.9
WV background 0.7 0.5 0.9 0.5
Z/γ∗ background 2.7 2.1 15 9.1
Non-W/Z background 2.5 1.9 0.7 0.4

Total systematic uncertainty
5.8 4.4 18 11

(w/o integrated luminosity)

Integrated luminosity 2.3 1.8 2.3 1.4

Statistical uncertainty 25 19 48 29

Total uncertainty 25 19 52 31

attributed to the integrated luminosity, and the statistical contribution are added in
quadrature to obtain the total uncertainty. The cross sections, measured with a relative
uncertainty of 25 and 52%, are in agreement with the SM prediction (Eq. (5.1)) within the
large uncertainty in the measurements.

5.6.3 Combination of the `+jets and dilepton final states

The three individual σtt measurements are combined using the BLUE method [261,
262] to determine the overall tt cross section. All sources of systematic uncertainty are
considered as fully correlated across all final states, with the following exceptions: the
uncertainty associated with the finite event size of the simulated samples is taken as
uncorrelated; the electron identification is not relevant for the µ±µ∓ final state; and the
b tagging and QCD multĳet background uncertainties are only considered for the `+jets
final state. In the `+jets final state, the WV and Z/γ∗ backgrounds are not considered
separately but as part of the “Other background” component, which is dominated by
tW events. The uncertainty associated with this category is therefore treated as fully
correlated with the tW uncertainty in the dileptonic final states and uncorrelated with the
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WV and Z/γ∗ uncertainties. The individual results used as input to the combination are
summarized in Table 5.10, including the correlations assumed between the individual
sources of uncertainty.

Table 5.10: Inputs to the combination of the `+jets and dilepton final states, and the
QCD analysis (see Section 5.7). The relative importance of statistical and systematic un-
certainties in the combined result is attained by implementing the BLUE algorithm with
all sources of systematic uncertainty set to zero; the impact of systematic variations is
then calculated by quadratically subtracting the statistical and luminosity from the to-
tal uncertainty. The post-fit correlation matrix of the nuisance parameters in the `+jets
analysis indicated correlations between the µR, µF scales in the W+jets background, and
between JES uncertainty in signal and the µR scale in the W+jets background. Additional
cross-checks to evaluate whether the assumed correlations significantly affected the out-
come of the combination thus involved setting to zero the correlation for the W+jets and
JES uncertainty across the three final states, once at a time, while preserving all other
correlations [AN9].

Final state e±µ∓ µ±µ∓ `+jets

Central value (pb) 76.5 59.2 68.9

Sources of uncertainties (%) Correlation

b tagging efficiency - - 3.4 -
Electron efficiency 1.4 - 1.1 1
Muon efficiency 3.0 6.1 1.7 1
Jet energy scale 1.3 1.3 3.0 1
Jet energy resolution <0.1 <0.1 0.6 1
pmiss

T - 0.7 - -
µR, µF scales of tt signal (PS) 1.2 1.7 4.4 1
µR, µF scales of tt signal (ME) <0.1 1.1 <0.1 1
Hadronization model of tt signal 1.2 5.2 3.7 1
PDF 0.5 0.4 <0.1 1
MC sample event count 1.4 2.4 0.1 0
tW background 1.4 1.6 1.3 1
WV background 0.7 0.9 - 1
Z/γ∗ background 2.7 15.4 - 1
W+jets background 2.5 0.7 3.5 1
QCD multĳet background - - 2.4 -

Data sample event count 24.5 51.7 9.5 0

Integrated luminosity 2.3 2.3 2.3 1

The combined inclusive tt cross section is measured to be

σtt = 69.5 ± 6.1 (stat) ± 5.6 (syst) ± 1.6 (lum) pb = 69.5 ± 8.4 (total) pb ,

where the total uncertainty is the sum in quadrature of the individual sources of uncer-
tainty. The weights of the individual measurements, to be understood in the sense of
Ref. [262], are 81.8% for `+jets, 13.5% for e±µ∓, and 4.7% for µ±µ∓ final states.

The combined result is found to be robust by performing an iterative variant of the
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BLUE method [263]—at each iteration the uncertainty is rescaled and the weights are
recalculated—and varying some assumptions on the correlations of different combina-
tions of systematic uncertainty. Also, the post-fit correlations between the nuisance
parameters in the `+jets final state have been checked, and found to have negligible im-
pact by retrieving the combination result as the input `+jets measurement in the limit of
very large uncertainty in the dilepton final states.

Figure 5.16 presents a summary of CMS measurements [75, 246, 247, 250] of σtt in
pp collisions at different

√
s in the `+jets and dilepton final states, compared to the

NNLO+NNLL prediction using the NNPDF3.0 PDF set with αs(MZ) = 0.118 and mtop =

172.5 GeV. In the inset, the results from this analysis at
√
s = 5.02 TeV are also compared

to the predictions from the MMHT14 [34], CT14 [33], and ABMP16 [32] PDF sets, with the
latter using αs(MZ) = 0.115 and mtop = 170.4 GeV. Theoretical predictions using different
PDF sets have comparable values and uncertainties, once consistent values of αs and
mtop are associated with the respective PDF set.

 (TeV)s
2 4 6 8 10 12 14

 c
ro

ss
 s

ec
tio

n 
(p

b)
t

In
cl

us
iv

e 
t

10

210

310
CMS)-1/l+jets 5.02 TeV (L = 27.4 pbµµ/µe

)-1 7 TeV (L = 5 fbµe
)-1l+jets 7 TeV (L = 2.3 fb

)-1 8 TeV (L = 19.7 fbµe
)-1l+jets 8 TeV (L = 19.6 fb

)-1 13 TeV (L = 2.2 fbµe
)-1l+jets 13 TeV (L = 2.2 fb

NNLO+NNLL
PRL 110 (2013) 252004

NNPDF3.0

) = 0.118
Z

(Msα

 = 172.5 GeVtopm

) = 0.115
Z

(Msα*

 = 170.4 GeVtop  m

 (TeV)s5.02

40

60

80

NNPDF3.0 MMHT14

CT14 ABMP16*

µµ/µe

l+jets

/l+jetsµµ/µe

Figure 5.16: Inclusive σtt in pp collisions as a function of the center-of-mass energy;
previous CMS measurements at

√
s = 7, 8 [246,247], and 13 [75,250] TeV in the sepa-

rate `+jets and dilepton final states are displayed, along with the combined measurement
at 5.02 TeV from this analysis [TH4]. The NNLO+NNLL theoretical prediction [258] us-
ing the NNPDF3.0 [35] PDF set with αs(MZ) = 0.118 and mtop = 172.5 GeV is shown
in the main plot. In the inset, additional predictions at

√
s = 5.02 TeV using the

MMHT14 [34], CT14 [33], and ABMP16 [32] PDF sets, the latter with αs(MZ) = 0.115
and mtop = 170.4 GeV, are compared, along with the NNPDFf3.0 prediction, to the indi-
vidual and combined results from this analysis. The vertical bars and bands represent
the total uncertainty in the data and in the predictions, respectively.
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5.7 QCD analysis

To illustrate the impact of the σtt measurements at
√
s = 5.02 TeVon the knowledge

of the proton PDFs the results are used in a QCD analysis at NNLO, together with the
combined measurements of neutral- and charged-current cross sections for deep inelastic
electron- and positron-proton scattering (DIS) at HERA [36], and the CMS measurement [264]
of the muon charge asymmetry in W boson production at

√
s = 8 TeV. The precise HERA

DIS data are directly sensitive to the valence and sea quark distributions and probe the
gluon distribution through scaling violations. The latter data set is used to check the
feasibility of improving the constraints on the light-quark distributions.

Version 2.0.0 of xFitter [265, 266], an open-source QCD-analysis framework for
PDF determination, is employed, with the partons evolved using the Dokshitzer–Gribov–
Lipatov–Altarelli–Parisi equations [267–272] at NNLO, as implemented in the QCDNUM17 − 01/13
program [273]. The treatment and the choices for the central values and variations of the
c and b quark masses, the strong coupling, and the strange-quark content fraction of the
proton follow that of earlier CMS analyses, e.g., Ref. [264]. The µR, µF scales are set to the
four-momentum transfer in the case of the DIS data (restricted to Q2

min > 3.5 GeV2), the
W boson mass for the muon charge asymmetry results, and the top quark mass in the
case of σtt.

The systematic uncertainty in all three measurements of σtt and their correlations are
treated the same way as in the combination described in Section 5.6.3. The theoretical
predictions for σtt are obtained at NNLO using the Hathor (v2.1) calculation [274], assum-
ing mtop = 172.5 GeV. The bin-to-bin correlations of the experimental uncertainty in the
muon charge asymmetry and DIS measurements are taken into account. The theoretical
predictions for the muon charge asymmetry are obtained as described in Ref. [264].

The procedure for the determination of the PDFs follows the approach of HERAPDF2.0
as used in the QCD analysis of Ref. [264]. The parametrized PDFs are the gluon distribu-
tion, xg, the valence quark distributions, xuv, xdv, and the u-type and d-type antiquark
distributions, xU , xD. The relations xU = xu and xD = xd + xs are assumed at the initial
scale of the QCD evolution Q2

0 = 1.9 GeV2. At this scale, the parametrizations are of the
form:

xg(x) = Agx
Bg × (1 − x)Cg × (1 + Dgx) ,

xuv(x) = Auvx
Buv × (1 − x)Cuv × (1 + Duvx + Euvx

2) ,

xdv(x) = Advx
Bdv × (1 − x)Cdv ,

xU (x) = AUx
BU × (1 − x)CU × (1 + EUx

2) ,

xD(x) = ADx
BD × (1 − x)CD .

5.14

The normalization parameters Auv , Adv , and Ag are determined by the QCD sum rules,
the B parameters are responsible for the small-x behavior of the PDFs, and the C param-
eters describe the shape of the distribution as x → 1. Additional constraints BU = BD
and AU = AD(1 − fs) are imposed, with fs being the strangeness fraction, s/(d + s), which
is set to 0.31 ± 0.08 as in Ref. [275], consistent with the value obtained using the CMS
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Table 5.11: Partial χ2 per number of data points, ndp, and the global χ2 per degrees
of freedom, ndof, as obtained in the QCD analysis of DIS data, the CMS muon charge
asymmetry measurements, and the σtt results at

√
s = 5.02 TeV from this analysis. For

the HERA measurements, the energy of the proton beam (Ep) is listed for each data set,
with the electron/positron energy of 27.5 GeV. The correlated part of the global χ2 value
is also given. The sources of correlated systematic uncertainty in the σtt measurement
are treated as nuisance parameters; for each parameter, a penalty term is added to the
χ2 [TH4].

Data sets Partial χ2/ndp

HERA neutral current, e+p, Ep = 920 GeV 449/377

HERA neutral current, e+p, Ep = 820 GeV 71/70

HERA neutral current, e+p, Ep = 575 GeV 224/254

HERA neutral current, e+p, Ep = 460 GeV 218/204

HERA neutral current, e−p, Ep = 920 GeV 218/159

HERA charged current, e+p, Ep = 920 GeV 43/39

HERA charged current, e−p, Ep = 920 GeV 53/42

CMS W± muon charge asymmetry 2.4/11

CMS σtt, e±µ∓, 5.02 TeV 1.03/1

CMS σtt, µ
±µ∓, 5.02 TeV 0.01/1

CMS σtt, `+jets, 5.02 TeV 0.70/1

Correlated χ2 100

Global χ2/ndof 1387/1145

measurements of W+c production [276].

The predicted and measured cross sections for all the data sets, together with their
corresponding uncertainties, are used to build a global χ2, minimized to determine the
PDF parameters [265,266]. The parameters are selected by first fitting with all D and E
parameters set to zero, and then including them independently one at a time in the fit. The
improvement in the global χ2 of the fit is monitored, and the procedure is terminated when
no further improvement is found. Using the measured values for σtt allows the addition of
a new free parameter, Duv , in Eq. (5.14), as compared to the analysis in Ref. [264], leading
to a 14-parameter fit. The results of the fit are given in Table 5.11.

The quality of the overall fit can be judged based on the global χ2 divided by the number
of degrees of freedom, ndof. For each data set included in the fit, the partial χ2 divided
by the number of the measurements (data points), ndp, is also provided. The correlated
part of χ2, also given in Table 5.11, quantifies the influence of the correlated systematic
uncertainty in the fit. The global and partial χ2 values indicate a general agreement
among all the data sets. The low χ2/ndp value in the µ±µ∓ final state reflects the large
uncertainty in the measurement. The somewhat high χ2/ndp values for the combined DIS
data are very similar to those observed in Ref. [36], where they are investigated in detail.

The experimental uncertainty in the measurements are propagated to the extracted
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5.7 QCD analysis
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Figure 5.17: The relative uncertainty in the gluon distribution function of the proton as
a function of x at µ2

F = 105 GeV2 from a QCD analysis using the HERA DIS and CMS muon
charge asymmetry measurements (hatched area), and also including the CMS σtt results
at
√
s = 5.02 TeV (solid area). The relative uncertainty is found after the two gluon

distributions have been normalized to unity. The solid line shows the ratio of the gluon
distribution function found from the fit with the CMS σtt measurements included to that
found without [TH4].

QCD fit parameters using the MC method [277, 278]. In this method, 400 replicas of
pseudo-data are generated with the measured values for σtt allowed to vary within the
statistical and systematic uncertainties, and taking into account their correlations (Ta-
ble 5.10). For each replica, the PDF fit is performed, and the uncertainty is estimated as
the RMS around the central value. In Fig. 5.17, the ratio and the relative uncertainty in
the gluon distributions, as obtained in the QCD analyses with and without the measured
values for σtt at µ2

F = 105 GeV2, are shown. A moderate reduction of the uncertainty in the
gluon distribution at x & 0.1 is observed, once the measured values for σtt are included in
the fit. The uncertainty in the valence quark distributions remains unaffected (Fig. 5.18).
All changes in the central values of the PDFs are well within the fit uncertainty. The latter
is determined using the tolerance criterion of ∆χ2 = 1.

Possible effects from varying the model input parameters and the initial PDF parametriza-
tion are investigated in the same way as in the similar analysis of Ref. [264]. The modeling
uncertainty arises from the variations in the values assumed for the c quark mass, the
strangeness fraction, and the value of Q2

min imposed on the HERA data. The parametrization
uncertainty is estimated by varying the functional form of the PDFs with the parameters
D and E added or removed one at a time, and the value of Q2

0. The two cases when the
measured values for σtt are included or excluded from the fit are considered, resulting in
the same associated model and parametrization uncertainties.

In conclusion, the σtt measurements at
√
s = 5.02 TeV provide improved uncertainty

in the gluon PDF at high x, though the impact is small, owing to the large experimental
uncertainty.
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Figure 5.18: The valence quark (a, b, d, e) and gluon (c, f) distribution functions of the
proton and their relative uncertainties (bottom panels) as a function of x at µ2

F = 102

and 105 GeV2 from a QCD analysis using the HERA DIS and CMS muon charge asymmetry
measurements (hatched area), and also including the CMS σtt results at

√
s = 5.02 TeV

(solid area) [AN9].
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Chapter 6: Observation of top quark production in
proton-nucleus collisions
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T he first observation of top quark production in proton-nucleus collisions is reported
in this Chapter, using proton-lead data collected by the CMS experiment at the CERN

LHC at a nucleon-nucleon center-of-mass energy of
√
sNN = 8.16 TeV. The measurement

is performed using events with exactly one isolated electron or muon candidate and at
least four jets. The data sample corresponds to an integrated luminosity of 174 nb−1. The
significance of the tt signal against the background-only hypothesis is above five standard
deviations. The measured cross section is σtt = 45±8 nb, consistent with predictions from
perturbative quantum chromodynamics.

The original contribution from the present thesis to the material related to the following
Chapter and listed in Scientific output and Internal notes is:
• The data analysis that resulted in this measurement.
• The entire responsibility of the signal and background event generation. For that

purpose, the default configuration of the used NLO generator had to be further
tuned to include nuclear modifacations on the gluon PDF.

• The partial responsibility of the internal stages that the paper had to pass through
before it left the Collaboration and after the interaction with the journal to ensure
that it communicated physics with clarity.
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Chapter 6. Observation of top quark production in proton-nucleus collisions

6.1 Breaking the barrier of low
√
sNN and event count

Top quark cross sections at LHC are dominated by pair production via gluon-gluon
fusion processes (gg → tt + X), and can be computed with great accuracy in perturbative
quantum chromodynamics [257, 258]. In proton-nucleus collisions, the top quark is a
novel and theoretically precise probe of the nuclear gluon density at high virtualities
Q2 ≈ m2

t (where mt is the top quark mass) in the unexplored high Bjorken-x region
(x & 2mt/

√
sNN ≈ 0.05) [87,279]. In this region,“antishadowing” and “EMC” effects [85] are

expected to modify the gluon density with respect to that in the free-proton case [86,88].
The production of top quarks thus provides information on the nuclear parton distribution
functions (nPDF) that is complementary to that obtained through studies of electroweak
boson production. In comparison to the W and Z cases [204, 280, 281], top-pair cross
sections are more sensitive to gluon (rather than quark) densities, at Bjorken-x values
about twice as large. Novel studies of parton energy loss using top quarks in the quark-
gluon plasma formed in nucleus-nucleus collisions have also been proposed [87,93,282].
A good understanding of top quark production in proton-nucleus collisions is crucial as
a baseline for these studies.

Since the `+jets final state features a large branching fraction (≈34% for the combined
e+jets and µ+jets channels including events from the t→W→ τ → e, µ decay chain) and
moderate background contamination it provides favorable conditions for the detection of
tt production in proton-nucleus collisions. This Chapter describes the first observation of
top quark production in nuclear collisions that is carried out with pPb collisions collected
by the CMS experiment at

√
sNN = 8.16 TeV, using tt candidates. The event topology

comprises exactly one isolated charged lepton, either a muon or an electron, accompanied
by the presence of at least four jets, stemming from the hadronization of the b quarks,
and of the light quarks from the decay of one of the W bosons. The tt cross section is
then extracted from a combined maximum likelihood fit of the invariant mass of the two
light-quark jets, in different categories of events with zero, one, or at least two b-tagged
jets.

6.2 Event sample description

The event sample of proton-nucleus collisions collected by the CMS detector in 2016
corresponds to an integrated luminosity of 174 ± 6 nb−1 [TH2]. The lead nuclei and pro-
tons had beam energies of 2.56 and 6.5 TeV per nucleon, respectively, corresponding
to a nucleon-nucleon centre-of-mass energy of

√
sNN = 8.16 TeV. The direction of the

proton beam was initially clockwise (“Pbp” configuration) and was then reversed (“pPb”
configuration). Owing to the energy difference between the proton-lead colliding beams,
the nucleon-nucleon center-of-mass (CM) frame is not at rest with respect to the labo-
ratory (lab) frame. Massless particles emitted at a pseudorapidity ηCM in the CM frame
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6.3 Event sample selection and physics objects reconstruction

experience a longitudinal boost according to.

|∆ηCM| =
1
2
×

∣∣∣∣∣∣∣ln
Z208

82Pb+ × Ap

Zp × A208
82Pb+


∣∣∣∣∣∣∣ =

1
2
× ln

(208
82

)
= 0.465 6.1

The pseudorapidity ηlab is defined such as to have positive value in the direction of motion
of the proton in both Pbp and pPb data samples. The average number of collisions per
bunch crossing is unity in the combined data set, and assuming a pp inelastic cross
section of 69.2 mb multiplied by A = 208.

The pN → tt + X process (N = p, n) is simulated using the LO pythia (v6.424 [49],
tune Z2∗ [58,177]) and the NLO powheg (v2 [39,40], tune CUETP8M1 [58,59]) generators
with a mixture of pp and pn interactions corresponding to their ratio in pPb collisions.
The nuclear modification of the up- and down-type valence quark and gluon distribution
functions are rendered using the EPPS16 [88] nuclear PDFs for the 208

82Pb+ ions. The
quark densities are scaled according to the isospin symmetry
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where f u
208
82Pb+ and f d

208
82Pb+ represent the up- and down-type valence quark PDF inside the

208
82Pb+ ion, and Rv (Rs) parameterize the nuclear modification factor for valence (sea)

quarks. The value of mt used in all simulated samples is 172.5 GeV.

Simulated samples of W+jets and Drell–Yan production of charged-lepton pairs with
an invariant mass larger than 30 GeV are generated using pythia 6. The MC is used
solely for efficiency measurements and validation of the functional forms used for the
background distributions since the latter is determined in situ from the data. All signal
and background samples are embedded (see Section 3.3.1) into pPb events generated with
epos-lhc [192] (v.3400), tuned to reproduce the global pPb event properties experimentally
measured, and reconstructed with the same analysis code as used for the data. The
kinematics of all MC-generated events are boosted to account for the different energies of
the proton and lead beam. Simulated samples include an emulation of the full detector
response, based on geant4 [194], with simulated alignment and calibration conditions
tuned on data, and a realistic description of the luminous region (see Section 3.2.4)
produced by the collisions.

6.3 Event sample selection and physics objects reconstruction

Event selection

This analysis is restricted to events that fired trigger paths requiring the presence of
at least one muon (electron) candidate with transverse momentum (energy) pT > 12 GeV
(ET > 20 GeV). Looser online identification criteria are applied as compared to the offline
selection, and no requirement on additional analysis objects is imposed at this level.
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6.3 Event sample selection and physics objects reconstruction

Particle candidates are reconstructed offline with the CMS PF algorithm, which identifies
and provides a list of particles using an optimized combination of information from the
various elements of the CMS detector. Events are required to contain exactly one tight muon
(see Section 3.3.2) or medium electron (see Section 3.3.3) candidate, with pT > 30 GeV
and |η| < 2.1, excluding in the electron case the transition region 1.444 < |η| < 1.566
between the ECAL barrel and endcap, where the reconstruction of electron objects is less
efficient. The muon and electron candidates are required to be isolated from nearby
hadronic activity within a cone of ∆R = 0.3 around the direction of the track at the
primary event vertex, where ∆R =

√
(∆η)2 + (∆φ)2, and ∆η and ∆φ are the separations in

pseudorapidity and azimuthal angle. A charged lepton is selected if its relative isolation
discriminant value satisfies Irel < 0.15 (muon), 0.07 (electron in the barrel), or 0.08
(electron in one of the endcaps). These thresholds have been optimized to reduce the
contamination from nonprompt leptons. To remove the Drell–Yan background, events are
rejected from the analysis if they contain extra electrons (muons) that are reconstructed
using a looser set of identification criteria and have pT > 20 (15) GeV within |η| < 2.5
(2.4). The efficiency of the lepton selection is measured using a tag-and-probe method in
events enriched with Z boson candidates and selected by the same trigger requirements
as the signal candidate events. The combined reconstruction, lepton identification, and
trigger efficiency is determined as a function of lepton pT and η.

Events are required to have at least four reconstructed jets with pT > 25 GeV and
|η| < 2.5, that are separated by at least ∆R = 0.3 from the selected muon or electron.
Jets are reconstructed from the PF candidates using the anti-kT clustering algorithm
with a distance parameter of 0.4. Jet energy corrections extracted from the full detector
simulation are applied as functions of jet pT and η [187,198] to both data and simulated
samples. A residual correction to the data is applied to account for a small data-MC
discrepancy in the jet energy response. Jets from b quarks are tagged based on the
presence of a secondary vertex from B-hadron decays, identified using a multivariate
algorithm combining tracking information.

The distinct tt signature of two b jets in the event, which rarely occurs in background
processes such as W+jets and QCD multĳet (collectively labeled as “non-top” background),
is used to extract the signal. The number of jets passing a threshold on the b-jet identi-
fication discriminant, corresponding to a b tagging efficiency of approximately 70% with
a misidentification rate of less than 0.1% for light-flavor jets, as estimated in simulated
pp and cross-checked with pPb events (Table 3.5), is used to classify the selected events
into no (0b), exactly one (1b), or at least two (≥ 2b) tagged-jet categories, described in
the following. All three event categories are exploited in a maximum-likelihood fit in
order to extract the signal cross section, and simultaneously constrain the background
contamination and determine the efficiency of the b jet identification.

Table 6.2 summarizes the selection requirements that are applied in the analysis to
select a high purity tt→ ` + jets, ` = e or µ, sample.
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Chapter 6. Observation of top quark production in proton-nucleus collisions

Table 6.2: Selection criteria applied for the inclusive tt cross section measurement in the
µ+jets and e+jets final states using pPb collisions at

√
sNN = 8.16 TeV.

Filter or physics object Selection

Trigger one µ (e) candidate, pT >12 (ET >20) GeV
Electrons medium ID, pT > 30GeV, |η| < 2.1, Irelρ,corr < 0.08

Muons tight ID, pT > 30GeV, |η| < 2.1, Irelδ�,corr < 0.15
Jets loose ID, pT > 25GeV, |η| < 2.5

Jet multiplicity ≥ 4
b tagging CSVv2 M (Table 3.5)⇒ 1`4j0b, 1`4j1b, and 1`4j2b exclusive categories

Event categorization

As we observed in the measurement of the inclusive tt cross section in the `+jets final
state using pp collisions at

√
s = 5.02 TeV [TH4], it is expected the main contamination

from background processes to originate from QCD multĳet and W+jets events mainly.
Given the characteristics of these processes, categorization of events, according to the
number of b-tagged jets, separates signal from background. The reconstruction of the
kinematics of the W boson and top quark decays should further distinguish between the
resonant nature of the signal and the continuum from the background.

Figure 6.1 summarizes the event categories of the analysis that are attained based on
identification and isolation requirements of the lepton candidates, and the heavy-flavor
content of the jets, i.e., identified as b or light quark jets. The signal dominates the event
categories with at least one lepton and four jets, two of which are b tagged (the “1`4j2b”
category). If only one jet passes the b-tagging requirement the event is classified to the
“1`4j1b” category, while in case none of the jets satisfies the b-tagging requirement the
event falls in the “1`4j0b” category. To model the QCD multĳet background an additional
category is considered where the lepton fails identification or isolation requirements, and
to further reduce the contamination from W+jets and tt events in the QCD multĳet control
region no jet should fulfill the b-tagging requirement. The category is referred to as
“1f4j0b”, with “f” standing for fake.

Reconstruction of the W boson leptonic and hadronic decays

In the case of W boson leptonic decay in a charged lepton and associated neutrino
the reconstructed pmiss

T (see Section 3.3.6) is used to infer the pT of the neutrino. The
longitudinal component of the neutrino momentum, pν,z, is computed by using the energy-
momentum conservation at the W`ν vertex and constraining the W boson mass to mW =

80.4 GeV [16]. This leads to a quadratic equation in pν,z with solutions as

pz,ν =
Λpz,`
p2

T,`
±

1
p2

T,`

√
Λ2p2

z,` − p
2
T,`(E

2
` p

miss,2
T − Λ2) , 6.3

where

Λ =
m2

W

2
+ ~pT,` × ~p

miss
T , 6.4
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Figure 6.1: Representation of the physics objects and event categories (analysis boxes)
for the inclusive tt cross section in the `+jets final state using pPb collisions at

√
sNN =

8.16 TeV [AN2].

and E2
` = p2

T,` + p2
z,` denotes the energy of the charged lepton. In most of the cases

this leads to two real solutions for pz,ν and the solution that minimizes |pν,z − p`,z | is
chosen [TH13]. For some events the discriminant in Eq. (6.3) becomes negative leading
to complex solutions for pz,ν. In that case, the imaginary component is eliminated by the
modification of ~pmiss

T so that mT = mW, while still respecting the mW constraint. This is
achieved by imposing that the determinant, and thus the square-root term in Eq. (6.3),
is null. This condition gives a quadratic relation between px,ν and py,ν with two possible
solutions, and one remaining degree of freedom. The solution is chosen by finding the
neutrino transverse momentum ~pT,ν that has the minimum vectorial distance from the
~pmiss

T in the px−py plane. With the kinematics of the neutrino fully specified, the kinematics
of the leptonically decaying W boson can be then computed as PW = P` + Pν, where Pi is
the four-vector of particle species i.

In case of W boson hadronic decays in two light quarks, q and q′, all selected jets, j and
j′, are used after removing up to two b-tagged candidates using the CSVv2 M working point
(Table 3.5). When more than two jets are left a sorting algorithm based on the proximity
of the jets by ∆R is applied. The ∆Rmin criterion preserves a high efficiency with respect
to the number of events in which both jets from the W → qq′ decay are available while
reducing the bias, i.e., any mimicking effects from the background. A criterion based
on the closeness of mjj′ to the W boson mass maximizes efficiency but at the same time
biases considerably the background. To that end, in the analysis the ∆Rmin(j, j′) sorting
algorithm is used, similar to the what has been found to be optimal in [TH4].

A comparison of the sorting algorithms based on simulation can be found in Fig. 6.2
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Figure 6.2: Dĳet invariant mass (mjj′ ) spectrum in the 1`4j2b event category calcu-
lated using different algorithms in the pairing of the jets in each event: distance-based
(∆Rmin(j, j′)), pT-based (leading pT), and minimizing the distance to the W boson mass mW
(min |mjj′ −mW|) [TH1]. Pairs fully matched to W→ qq′ decays are shown in (a), while pairs
with at least one reconstructed jet not matched at parton level are shown on panel (b).
The results are based on PYTHIA (v6.424 [49] tt simulation, and using the Z2∗ [58,177]
tune.

separately for “correct” and “wrong” assignments. Successful combinations of j and j′

for which the algorithms are able to reconstruct both jets geometrically matched to the
corresponding generator level quarks from the W or t decays are shown in Fig. 6.2a.
Wrong or unmatched combinations of j and j′ for which the algorithms either select jets
that cannot be geometrically matched to generator level information or mix these physics
objects from different decays are displayed in Fig. 6.2b.

Top pair decay reconstruction

Once the W bosons have been reconstructed they should be optimally combined with
the b-jet candidates to retrieve the t→Wb decay chains. In cases where jets do not fulfill
the b-tagging threshold, the two jets with the highest CSVv2 discriminator value are used
as the b-jet candidates. In the rest of the cases, the pairing of each b-jet candidate to
W boson candidates can be tested using different ranking algorithms. On the one hand,
the proximity-based metric ∆Rmin is expected to outperform in high-pT events, and top-
quark-mass-based criteria may induce a bias on the background. On the other hand, a
less biased mass requirement consists of minimizing the difference between the mass of
the hadronic (all jets, thad) and leptonic (b`ν, tlep)

Table 6.3 compares the expected efficiency for the different sorting algorithms, and
further comparisons of the distributions for both correctly and wrongly assigned objects in
the reconstruction of top quarks in simulated W+jets events are given in the following. We
conclude that the strategy based on minimizing the thad and tlep mass difference is expected

182



6.3 Event sample selection and physics objects reconstruction

E
ve

nt
s

100

200

300

400

500

600
Data
tt

W+jets
DY
Multijets

Supplementary CMS

 = 8.16 TeV)NNs, -1pPb (174 nb

4j (=0b)≥ + ±µ / ±e

 [GeV]jj'm
0 20 40 60 80 100 120 140 160 180 200D

at
a/

E
xp

.

0.5
1

1.5

(a)
E

ve
nt

s

20

40

60

80

100

120

140

160

180

200

220 Data
tt

W+jets
DY
Multijets

Supplementary CMS

 = 8.16 TeV)NNs, -1pPb (174 nb

4j (=1b)≥ + ±µ / ±e

 [GeV]jj'm
0 20 40 60 80 100 120 140 160 180 200D

at
a/

E
xp

.

0.5
1

1.5

(b)

E
ve

nt
s

20

40

60

80

100

120

140
Data
tt

W+jets
DY
Multijets

Supplementary CMS

 = 8.16 TeV)NNs, -1pPb (174 nb

2b)≥4j (≥ + ±µ / ±e

 [GeV]jj'm
0 20 40 60 80 100 120 140 160 180 200D

at
a/

E
xp

.

0.5
1

1.5

(c)

Figure 6.3: Dĳet invariant mass (mjj′ ) distributions in the 1`4j0b (a), 1`4j1b (b), and
1`4j2b (c) event categories after the complete event selection. On the upper panels,
the reconstructed data are compared to the stacked expected contributions from the
signal and the main background processes [TH1]. The tt, W+jets, and Drell–Yan (DY)
processes are simulated with pythia (v6.424 [49], tune Z2∗ [58, 177]) and normalized to
the theoretical cross sections (Table 6.1). The QCD multĳet (Multĳets) contribution is
estimated from data using a control region. The bottom panels display the ratio between
the data and the expectations. The shaded band represents the relative uncertainty due
to the limited statistics in the simulated samples and in the estimate of the normalization
of the QCD multĳet background.

Table 6.3: Fraction of events in which two b-tagged jets are successfully matched to
parton level b quarks from top decays (2b) and are subsequently correctly matched to
reconstruct the thad and tlep decay chains. The pairing was tested using three metrics,
i.e., a proximity-based (∆R) and two mass-based metrics that minimize the mass difference
of either thad and tlep quarks (min |mthad −mtlep |) or the mass difference of thad quark to the
world average [16] mt value (min |mthad −mt|) [AN2].

Category 2b thad tlep Algorithm

1`4j0b 0.170 ± 0.004
0.098 ± 0.003 0.307 ± 0.005 min ∆R
0.108 ± 0.003 0.242 ± 0.005 min |mthad −mt|

0.089 ± 0.003 0.289 ± 0.005 min |mthad −mtlep |

1`4j1b 0.544 ± 0.008
0.198 ± 0.006 0.468 ± 0.008 min ∆R
0.200 ± 0.006 0.458 ± 0.008 min |mthad −mt|

0.194 ± 0.006 0.454 ± 0.008 min |mthad −mtlep |

1`4j2b 0.791 ± 0.005
0.265 ± 0.006 0.540 ± 0.006 min ∆R
0.269 ± 0.006 0.535 ± 0.006 min |mthad −mt|

0.266 ± 0.006 0.541 ± 0.006 min |mthad −mtlep |

to have comparable efficiency to the other sorting algorithms. The resolution is expected
to be improved with respect to a ∆Rmin ranking while avoiding to induce significant bias
from the background, i.e., a peak close to the top mass in the reconstructed distribution.
Therefore in the analysis the b-jets are combined with the W boson candidates based on
the min |mthad −mtlep | criterion. The output prior to any fit are given in Figs. 6.4 and 6.5.

183



Chapter 6. Observation of top quark production in proton-nucleus collisions

E
ve

nt
s

50

100

150

200

250

300 Data
tt

W+jets
DY
Multijets

Supplementary CMS

 = 8.16 TeV)NNs, -1pPb (174 nb

4j (=0b)≥ + ±µ / ±e

 [GeV]topm
50 100 150 200 250 300 350D

at
a/

E
xp

.

0.5
1

1.5

(a)
E

ve
nt

s

20

40

60

80

100

120

140 Data
tt

W+jets
DY
Multijets

Supplementary CMS

 = 8.16 TeV)NNs, -1pPb (174 nb

4j (=1b)≥ + ±µ / ±e

 [GeV]topm
50 100 150 200 250 300 350D

at
a/

E
xp

.

0.5
1

1.5

(b)

E
ve

nt
s

20

40

60

80

100

Data
tt

W+jets
DY
Multijets

Supplementary CMS

 = 8.16 TeV)NNs, -1pPb (174 nb

2b)≥4j (≥ + ±µ / ±e

 [GeV]topm
50 100 150 200 250 300 350D

at
a/

E
xp

.

0.5
1

1.5

(c)

Figure 6.4: Hadronic top mass (mtop) distributions in the 0 (a), 1 (b), and 2 (c) b-tagged
jet categories after all selections. On the upper panels, the reconstructed data are com-
pared to the stacked expected contributions from signal and the main background pro-
cesses [TH1]. The tt, W+jets, and Drell–Yan (DY) processes are simulated with pythia
(v6.424 [49], tune Z2∗ [58, 177]) and normalized to the expected cross sections and in-
tegrated luminosity. The QCD multĳet (Multiĳets) contribution is estimated from data
using a control region. The bottom panels display the ratio between the data and the
expectations. The shaded band represents the relative uncertainty due to the limited
statistics in the simulated samples and in the estimate of the normalization of the QCD
multĳet background.
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Figure 6.5: Leptonic top mass (mtop) distributions in the 0 (a), 1 (b), and 2 (c) b-tagged
jet categories after all selections. On the upper panels, the reconstructed data are com-
pared to the stacked expected contributions from signal and the main background pro-
cesses [TH1]. The tt, W+jets, and Drell–Yan (DY) processes are simulated with pythia
(v6.424 [49], tune Z2∗ [58, 177]) and normalized to the expected cross sections and in-
tegrated luminosity. The QCD multĳet (Multiĳets) contribution is estimated from data
using a control region. The bottom panels display the ratio between the data and the
expectations. The shaded band represents the relative uncertainty due to the limited
statistics in the simulated samples and in the estimate of the normalization of the QCD
multĳet background.

W boson and top pair-like reconstruction in W+jets background samples

The expected effect of the reconstruction and sorting algorithms on the W+jets back-
ground is evaluated using MC event simulation. Because of the low event count in the
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6.3 Event sample selection and physics objects reconstruction

default pPb simulation, a larger inclusive W+jets simulation is also investigated, using
pp collisions at 8 TeV and based on the LO MadGraph5 [176] generator. The results are
shown in Figs. 6.6 and 6.7 for the pPb and pp MC event samples, respectively. Although
the statistical precision is low in both samples, and especially in the 1`4j2b category, It
can be seen that for the chosen sorting algorithm min |mthad −mt| no bias is expected either
in the mjj′ or the hadronic and leptonic top quark mass distributions, irrespective of the
event category within statistical uncertainties. An additional algorithm for reconstructing
the thad candidates based on their closeness to the world average mt [16] reveals top mass
distributions that are severely biased for the W+jets background.
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Figure 6.6: Dĳet invariant mass (a–c), and hadronic (d–f) and leptonic (g–i) top mass
distributions in the 0 (a, d, g), 1 (b, e, h), and 2 (c, f, i) b-tagged jet categories after all
selections [AN2], using the simulated W+jets MC event sample of pPb collisions (Table 6.1).
The curves correspond to the different sorting algorithms as described in Table 6.3.
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Figure 6.7: Dĳet invariant mass (a–c), and hadronic (d–f) and leptonic (g–i) top mass
distributions in the 0 (a, d, g), 1 (b, e, h), and 2 (c, f, i) b-tagged jet categories after all
selections, using a higher event count W+jets MC sample of pp collisions at 8 TeV [AN2].
The curves correspond to the different sorting algorithms as described in Table 6.3.

6.4 Signal and background parameterization

In this section, the fit model applied to extract the inclusive σtt is discussed. The
tt MC simulation is used to guide the parameterization of the signal, while the shape
of the background is estimated in-situ from the data. The normalization of both signal
and background is left to float freely. The efficiency of the b-identification algorithm
is measured simultaneously with the signal cross section, and hence it is also data-
based estimated. The background from QCD multĳet and W+jets events are controlled
by counting the number of jets identified as originating from b quarks.

186



6.4 Signal and background parameterization

6.4.1 Signal parameterization
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Figure 6.8: Parametrized signal spectra in e+jets (a–c) and µ+jets (d–f) final states as a
function of mjj′ in the 1`4j0b (a, d), 1`4j1b (b, e), and 1`4j2b (c, f) event categories, using
the pythia MC simulation (Table 6.1). On the bottom panels, the estimated contributions
from correct (wrong) assignments are shown in light (dark) blue. The parameterizations
of correct and wrong assignments are fitted to the MC simulated events (points) and their
difference, divided by the statistical uncertainty in the simulation, is represented on the
top panels [AN2].

For each mass variable, i.e., mjj′ , mthad and mtlep , the tt MC simulation is used to esti-
mate the expected contributions from correctly or wrongly assigned pairs. Independently
of the variable and event category it is seen that a Crystal-Ball function [283] summed
with a Gamma function is able to model the spectrum of correct assigned pairs precisely,
whereas wrongly assigned pairs are described with a bifurcated Gaussian, i.e., a Gaussian
with different widths to the left and right of its mean summed with a Landau function.
The definition of the pdfs and the routines used to adjust the parameters are based on
RooFit [284].

Figures 6.8, 6.9 and 6.10 show the results of the parameterizations obtained for the
different event categories used in the analysis. The separation between correct and wrong
assigned pairs serves only illustrative purposes. Their ratio is determined by a fit to the
signal MC, while its magnitude has no effect on the final result. The figures span a wide
mass range mostly to highlight the expectations from the simulation for the signal. The
fits to the data are performed within a smaller range to ensure their stability.
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Figure 6.9: Parametrized signal spectra in e+jets (a–c) and µ+jets (d–f) final states as a
function of mthad in the 1`4j0b (a, d), 1`4j1b (b, e), and 1`4j2b (c, f) event categories, using
the pythia MC simulation (Table 6.1). On the bottom panels, the estimated contributions
from correct (wrong) assignments are shown in light (dark) blue. The parameterizations
of correct and wrong assignments are fitted to the MC simulated events (points) and their
difference, divided by the statistical uncertainty in the simulation, is represented on the
top panels [AN2].

In Table 6.4 the main parameters for the spectrum of correct assignments are summa-
rized. The effective width is computed from the cumulative distribution function (CDF);
half of the 68% CL derived from the CDF is quoted as the effective width of the distribution.
It can be seen that for the mjj′ and mthad variables the main parameters are quite similar
across all event categories. The largest variations are related to the 0b where the event
count of the MC simulation may induce statistical fluctuations in the parameterizations.
Given this category is signal depleted and is used only for controlling the background no
significant impact in the analysis is expected.

6.4.2 Background parameterization

W+jets background

The MC simulation is used to seed the parameters of the W+jets background modeling.
Once a functional form is derived, its parameters and normalization are determined from
the fit to the data. This approach is justified on the grounds of the nonaccurate simulation
in the phase space of the analysis, i.e, simulations rely on the pythia parton shower to
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Figure 6.10: Parametrized signal spectra in e+jets (a–c) and µ+jets (d–f) final states as a
function of mtlep in the 1`4j0b (a, d), 1`4j1b (b, e), and 1`4j2b (c, f) event categories, using
the pythia MC simulation (Table 6.1). In the bottom panels, the estimated contributions
from correct (wrong) assignments are shown in light (dark) blue. The parameterizations
of correct and wrong assignments are fitted to the MC simulated events (points) and their
difference, divided by the statistical uncertainty in the simulation, is represented on the
top panels [AN2].

predict most of the jets in the tt signal region. Therefore the simulation could bias both
the rate and the shape of W+heavy flavor production.

From the MC simulation, a Landau pdf [284] is found to describe reasonably well
the contribution from W+jets in all mass variables. Figure 6.11 compares the W+jets
simulated events with the Landau pdf fit superimposed. Because of the low event count,
the fit is performed using events with no b-tagged jets; a fair agreement is observed
between the pdf and the simulation. It can also be noticed that the Landau parameters
differ only slightly with respect to those obtained for the wrong assignment component of
the signal, as described in the previous Section and shown in the same Figure. This is
not surprising given the combinatorial nature of the W+jets background.

The higher event count W+jets LO sample using pp collisions at 8 TeV validates the
Landau parameterization. Figure 6.12 shows the relative difference in the shape of the
three mass distributions in the 1`4j1b and 1`4j2b with respect to the 1`4j0b event cat-
egory. The largest deviations are seen for mjj′ and mtlep variables. The former indicates
that the kinematics of the jets in a heavy-flavor enriched region are harder with respect
to the light-flavor region, while the latter is expected as b-jets tend to contribute to real
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Chapter 6. Observation of top quark production in proton-nucleus collisions

Table 6.4: Main parameters of the correct assignments for the signal spectra as extracted
from the pythia MC simulation (Table 6.1). Values are given in GeV [AN2].

Category Final state (`+jets) Mean Median Mode Eff width

mjj′

1`4j0b
` = e 75.2 73.7 75.0 28.9
` = µ 76.1 75.0 75.0 35.5

1`4j1b
` = e 76.0 76.5 75.0 30.0
` = µ 75.9 76.6 75.0 30.4

1`4j2b
` = e 76.2 77.3 75.0 26.0
` = µ 75.8 76.5 75.0 24.3

mthad

1`4j0b
` = e 156.8 164.9 159.7 44.0
` = µ 156.8 164.9 159.7 44.0

1`4j1b
` = e 160.2 171.0 158.8 56.0
` = µ 162.3 172.0 161.0 53.9

1`4j2b
` = e 161.0 169.3 159.9 40.8
` = µ 161.5 169.1 159.9 38.9

mtlep

1`4j0b
` = e 167.6 168.1 160.0 32.7
` = µ 172.8 172.5 160.0 35.0

1`4j1b
` = e 168.9 170.8 162.6 30.0
` = µ 169.0 170.8 161.1 30.1

1`4j2b
` = e 172.3 172.2 160.1 29.0
` = µ 187.7 170.2 179.4 27.3
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Figure 6.11: Simulated and parametrized W+jets spectra (Table 6.1) in the µ+jets final
state as a function of mjj′ (a), mthad (b) and mtlep (c) in the 1`4j0b event category; their
difference, divided by the statistical uncertainty in the simulation, is represented on the
top panels. The superimposed gray curve corresponds to the parametrized contribution
from wrong assignments in the tt signal process [AN2].

pmiss
T through semileptonic b quark decays.

The relative differences in Fig. 6.12, as extracted using pp collisions, are used to
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Figure 6.12: Relative difference of the W+jets spectra in the 1`4j1b and 1`4j2b with respect
to the 1`4j0b event category from the W+jets LO sample, using pp collisions at 8 TeV. The
ratios are shown for the mjj′ (a), mthad (b) and mtlep (c) variables. The gray band illustrates
the statistical uncertainty in the MC sample using events in the 1`4j0b event category,
while the red lines represent first order polynomial fits to the ratios [AN2].

extrapolate the W+jets distributions from the 1`4j0b to the 1`4j1b and 1`4j2b event cate-
gories; each simulated pythia event falling in the 1`4j0b category is reweighted according
to the value of the relative difference. The extrapolated distributions are fitted to Lan-
dau functions and are further compared to events from the pythia MC simulation. The
obtained results are shown in Fig. 6.13. Within the limited statistical accuracy of this
procedure, the Landau parameterization is indeed expected to be a good approximation
of the W+jets contribution in the different event categories. However, as summarized in
Table 6.5, the parameters seem to differ in each category, and hence motivating separate
width (σ) and most probable value (MPV) Landau parameters per category. It is though
interesting to note that the σ/MPV ratio is approximately the same possibly indicating
that the intrinsic resolution is approximately the same. In the fit to the data Gaussian
penalty terms are assigned to allow for a 5 (20)% variation in the σ (MPV) with respect to
the predictions in Table 6.5.

QCD multĳet background

Typically, MC event simulation cannot properly reproduce the shape and normaliza-
tion of the QCD multĳet background, in particular, in the phase space of the analysis with
an isolated and high-pT lepton on top of four jets. Significantly high event count samples
would also be required, and without any guarantee that the result could be safely used
as a description of this type of background, a data-based technique is applied.

A control region is selected in the µ+jets final state by inverting the isolation require-
ment for muons, i.e., Iµrel > 0.2, leaving all other identification requirements unchanged.
The inverted cut value of 0.2 reflects a tradeoff between the event count and the contam-
ination expected in the control region from non-QCD processes, i.e., signal and W+jets
events. In the e+jets final state the electron candidate is required to fail a looser set of
identification criteria, the so-called “veto” identification (Table 3.2). A better estimate of
the QCD multĳet background is found in the ECAL endcaps [TH4] where the fraction of
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Figure 6.13: Reweighted W+jets spectra in the different event categories based on the ratio
(Fig. 6.12) calculated from the W+jets LO sample, using pp collisions at 8 TeVseparately
for themjj′ (a),mthad (b) andmtlep (c) variables. Landau functions are fitted to the reweighted
spectra, while the latter are further compared to events from the pythia MC simulation
(Table 6.1), using pPb collisions [AN2].

Table 6.5: Parameters of the Landau functions as extracted from the reweighted W+jets
pythia MC simulation (Table 6.1). Values are given in GeV [AN2].

Category MPV σ σ/MPV

mjj′

1`4j0b 48.2 17.0 0.35
1`4j1b 54.0 19.6 0.36
1`4j2b 62.0 22.3 0.36

mthad

1`4j0b 143.7 34.2 0.24
1`4j1b 143.9 34.3 0.24
1`4j2b 144.7 34.6 0.24

mtlep

1`4j0b 159.8 29.0 0.18
1`4j1b 154.7 26.5 0.17
1`4j2b 150.6 24.5 0.16

nongenuine electrons is higher than the barrel. In both µ+jets and e+jets final states, the
control regions contain no b-tagged jets to reduce the contamination from other non-QCD
processes, and hence are expected to be enriched mostly in QCD multĳet events.

Figure 6.14 shows the distributions of the three mass variables, reconstructed in the
QCD multĳet control regions. It is seen that the event count in the e+jets is significantly
higher than in µ+jets final state, owing to the dominant contribution from nongenuine
electrons. Following the approach of [TH4] the shape of the QCD multĳet background is
assumed to be the same in the control and signal regions. The shape is modeled with a
nonparametric kernel approach [285]. A fair agreement is observed for all mass variables
and categories.
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Figure 6.14: Parametrized QCD multĳet distributions as a function ofmjj′ (a), mthad (b) and
mtlep (c) using events with no b-tagged jets in (a–c) µ+jets—failing Iµrel > 0.2 requirement—
and (d–f) e+jets—failing the veto identification—final states, respectively [AN2].

The initial normalization of the QCD multĳet background is estimated from events
with low pmiss

T < 20 GeV. A fit is performed using the distributions of QCD multĳet, and tt
and W+jets processes derived from the control regions and MC simulation, respectively.
The contributions from tt and W+jets are left to float within 30% of their initial estimates
based on their theory cross sections. A 50-100% systematic uncertainty is assigned to
the result of the fit that is displayed in Fig. 6.15 separately for the µ+jets and e+jets final
states. Although slight mismodeling is observed, the outcome of the fit serves the purpose
of the data-based technique, i.e., to find an initial estimate for the number of QCD multĳet
events fulfilling the analysis selection. Table 6.6 summarizes the number of QCD multĳet
events estimated in each event category and the associated uncertainty which is used as
a constraint when extracting the tt cross section, as described in the following.

6.5 Systematic uncertainty

The measurement of the inclusive cross section is affected by systematic uncertainties
that are assessed individually and originate from detector effects or theory assumptions.
We describe in more detail the assessment of the systematic uncertainties below.
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Figure 6.15: Fits to the pmiss
T distribution in the µ+jets (a–c) and e+jets (d–f) final states in

the 1`4j0b (a, d), 1`4j1b (b, e), and 1`4j2b (c, f) event categories. The QCD normalization
estimated from the fit is shown in the captions, along with its statistical uncertainty [AN2].

Table 6.6: Initial estimate and associated uncertainty in the QCD multĳet normalization
in the 1`4j0b, 1`4j1b and 1`4j2b event categories [AN2].

Category Final state (`+jets) QCD normalization±uncertainty

1`4j0b
` = e 854±427
` = µ 343±171

1`4j1b
` = e 74±54
` = µ 77±57

1`4j2b
` = e 5±5
` = µ 3±3

6.5.1 Experimental uncertainty

The uncertainties in the lepton trigger, reconstruction, and identification efficiencies
are estimated with a tag-and-probe method (see Appendices B.0.2 and B.0.3). The total
uncertainty is dominated by the dependency of charged lepton isolation on the underlying
event.

The uncertainty due to the calibration of the jet energy scale has been estimated by
a change of 5% in the jet energies, independent of the pT and η of the jet. This takes
into account a 3%-level difference between the reconstructed and generated jet energy
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in MC events (Fig. 3.15a), and a 3% residual calibration uncertainty from data [198].
The uncertainty due to the limited accuracy of the jet energy resolution is determined
by changing the JER correction from the nominal value within ±1 standard deviation,
depending on the pT and η of the jet. We assume the 13 TeV values given that the JER
degradation is mostly induced by detector effects. The parameterizations and associated
uncertainties are described in Section 3.3.4 and Ref. [198], respectively. The effect on our
analysis is estimated to be < 1%.

Uncertainties in the background are included in the fit uncertainty, as the background
normalization and distribution are determined in-situ. The b tagging efficiency is also
considered as a separate source of experimental uncertainty in the measurement; is
measured in-situ and bears the largest effect on the tt cross section;

The uncertainty in the integrated luminosity has been initially estimated to be 5% at
the time of the submission to the journal, while the central value remained essentially
unchanged [TH2]. The 0.1% uncertainty in the LHC beam energy [259] has a numerically
insignificant effect on this measurement.

6.5.2 Theory uncertainty

The modeling of the tt signal events is an essential ingredient in the measurement
as we rely on the expected acceptance and fraction of correct to wrong assignments.
The impact of theoretical assumptions in the modeling is determined by repeating the
analysis selection using the NLO powheg simulation. The differences found are small,
and are accounted for as a systematic uncertainty.

The effect of the jet energy scale in the signal is included by varying the mjj′ distribu-
tions by a multiplicative factor as

m̃jj′ = (1 + δJSF × θJSF ) ×mjj′ , 6.5

where δJSF is the estimated effect of the jet energy scale on the invariant mass of the two
jets in the event, after propagating the jet energy scale uncertainty, and θJSF is a nuisance
parameter, Gaussian-distributed with mean and width of zero and unity, respectively.

The effect of the jet energy scale on the acceptance is estimated separately from its
effect on the mjj′ distributions, by counting the events that pass the preselection when
the jet energy scale is varied according to its uncertainties. This results in an additional
3% uncertainty in the acceptance that is not correlated in the fit with the JES impact on
the mjj′ distribution since it pertains an extrapolation from the fiducial to the full phase
space.

The uncertainty from the choice of free- and bound-proton PDF is determined by
reweighting the sample of simulated tt events according to the RMS of the CT14 and
EPPS16 replicas. Two extra variations of αs(MZ) are added in quadrature, to determine
the total PDF uncertainty. Variation of the µR/µF scales in the tt simulation is also taken
into account.
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Chapter 6. Observation of top quark production in proton-nucleus collisions

6.6 Measurement of the inclusive tt cross section

6.6.1 Fit model

The parameterizations of the signal and main background processes, as described in
Sections 6.4.1 and 6.4.2 , respectively, are used to build a fit model that is applied to the
data to extract the inclusive tt cross section. The fit model predicts the total number of
events in 1`4j0b, 1`4j1b, and 1`4j2b event categories by summing up the contributions
for tt, and W+jets and QCD multĳet background, i.e., in each category (“k”) we write

Nk(mjj′) = Nk(tt) × pdfttk(mjj′) + Nk(bkg) ×
(
pdfW+jets

k (mjj′) + fk × pdfQCD
k (mjj′)

)
, 6.6

where Nk(i) (pdfk(i)) is the total number of events (distribution) for the process i in category
c, and fk ∈ [0,1] is a parameter that regulates the relative contribution in background
events from the QCD multĳet background; Nk(QCD) = fkNk(bkg) is constrained by a
Gaussian penalty term with mean and width as shown in Table 6.6. Given that the
resolution and discrimination between the signal and background distributions of mjj′

are superior with respect to the other mass variables, the fit used to extract the final
cross section is performed with the mjj′ variable. A variant of the nominal configuration
included a two-dimensional fit tomjj′ andmthad variables; the σtt was found to be consistent
with the one obtained from the mjj′ fit, with the latter being described in the following.

The number of tt events in each category can be inferred based on multinomial prob-
abilities to describe the expected number of signal events. Denoting by εb the b-finding
efficiency, i.e., the probability to select and tag a b quark from a top quark decay, one can
write the following set of equations for the number of signal events expected in each event
category

N1`4j0b(tt) = ε2
bN(tt) N1`4j1b(tt) = 2εb(1 − εb)N(tt) N1`4j0b(tt) = (1 − εb)2N(tt) . 6.7

The parameter εb is assigned 10% pre-fit uncertainty by means of a Gaussian constraint.
From simulation it is expected that εb ≈ 0.6, a value which is consistent between the
two final states, and pythia and powheg MC samples. Imposing the relation in Eq. (6.7)
establishes the signal more accurately with respect to a fit where the signal yields would
be left to float without any constraint in each category. Owing to the similarity of the
distributions for wrongly assigned tt events and the W+jets background, in particular, in
events with no b-tagged jets, the fit could be biased without the more refined signal model
of Eq. (6.7).

6.6.2 Extraction of the inclusive tt cross section

The final ingredient is the cross section which is used to parameterize N(tt)

N(tt) = σttAεL , 6.8
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6.6 Measurement of the inclusive tt cross section

where A is the signal acceptance, ε is the total lepton trigger and selection efficiency,
and L is the total integrated luminosity. In the fit, these parameters float constrained
by Gaussian penalty terms with mean and width corresponding to their estimated values
and uncertainties, respectively.

In total 25 nuisance parameters are used: 12 background normalization-related pa-
rameters, six related to the distribution of the W+jets background (MPV and σ of the
Landau pdf), the b-finding efficiency, the JSF scaling factor, the integrated luminosity,
and acceptance and efficiency values per final state. Out of the total nuisance parame-
ters, 19 are associated with Gaussian constraints in the fit, i.e., only the total background
yields are unconstrained. As these parameters are not directly relevant to our measure-
ment and reflect unknown degrees in the modeling of signal and background, a profiling
of the likelihood is performed in order to evaluate the uncertainty in the signal yield.

The likelihood is written as

L(σtt, ~Θ) =
∏
k

P
(
Nk |N̂k(σtt, θi)

) ∏
i

ρ(θ0
i , θi , σθi ) , 6.9

where ~Θ is the vector of nuisance parameters, θ0
i and σθi are the mean and width of the

Gaussian penalty term associated to the ith nuisance parameter (when applicable), and
the rest of the notations follow Eq. (5.11). The constraint terms help to stabilize the fit,
penalizing extreme values of the nuisance parameters that may be induced by the low
event count in the data and the similarity for part of the signal with the background. The
central value is thus obtained by maximizing Eq. (6.9), and the associated uncertainty is
determined after profiling the likelihood, i.e., by maximizing the test statistic

λ =
L(σtt,

ˆ̂~Θ)

L(σ̂tt, ~̂Θ)
, 6.10

where the notations follow Eq. (5.12).

Figure 6.16 shows the mjj′ distribution for events with zero, one, or at least two b-
tagged jets, compared with the combined fit results. An excellent agreement is observed
in all event categories between the data and the fitted signal and background parame-
terizations. The total number of signal events obtained through the combined fit to the
µ+jets and e+jets final states is 710±130. The total uncertainty in the fitted signal events
is obtained from the covariance matrix of the fit, and using Eq. (6.8)

σtt = 45 ± 8 (total) nb . 6.11

The signal acceptance is determined from the powheg NLO simulation (Table 6.1) and is
found to be A = 0.060 ± 0.002 and 0.056 ± 0.002 in the µ+jets and e+jets final states
relative to all generated tt events, including the branching fraction to leptons; the 4%
uncertainty in the acceptance correction includes its dependence on the proton and Pb
PDFs, and on the values of theoretical scales and the QCD coupling (αs = 0.118 ± 0.001
at the Z boson pole mass). The lepton trigger and selection efficiencies are ε = 0.91±0.04
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Chapter 6. Observation of top quark production in proton-nucleus collisions

and 0.63 ± 0.03 in the µ+jets and e +jets as estimated from data.

Fitting exclusively the µ+jets or e+jets final state, the number of signal events is
measured to be 420 ± 80 or 348 ± 50, and using Eq. (6.8)

σµ+jets
tt

= 44 ± 3 (stat) ± 8 (syst) nb , 6.12

σe+jets
tt

= 56 ± 4 (stat) ± 13 (syst) nb , 6.13

where the uncertainty is further split into a statistical part, by leaving σtt to float in the
fit and fixing all other parameters to their post-fit values, and a systematic part, by sub-
tracting the square of the statistical uncertainty from the square of the total uncertainty.
Figure 6.16 shows the mjj′ distribution for events with zero, one, or at least two b-tagged
jets, compared with the exclusive fit results. The cross section is thus measured with a
relative uncertainty of about 18 (23)% in the µ+jets (e+jets) final state, and 17% in their
combination.

The measured cross section is found to be consistent with the theoretical predic-
tion [279], σ(pPb→ tt+X) = 59.0±5.3 (PDF) +1.6

−2.1 (scale) nb, computed with mcfm (v.8) [256]
using the CT14 proton PDF [33] and the EPPS16 nPDF for the lead ions [88], scaled to
NNLO+NNLL accuracy with a K factor computed with Top++ (v.2.0) [257], and multiplied by
A = 208. The PDF uncertainties are obtained from the corresponding 56+40 eigenvalues
of the CT14+EPPS16 sets (corresponding to a 90% confidence level) added in quadra-
ture, while the theoretical scale uncertainty is estimated by modifying the factorization
and renormalization scales within a factor of two with respect to their default value set at
µF = µR = mt. The same calculation with the CT10 proton PDF [286] and EPS09 [86] nPDF
yields σ(pPb → tt + X) = 57.5 ± +4.3

−3.3(PDF) +1.5
−2.0 (scale) nb. The difference in the theoretical

tt cross section computed with the PDF for free protons and for bound nucleons is small.
A net overall antishadowing effect increases the total top-quark pair cross section by only
4% for both the EPPS16 and EPS09 sets in pPb relative to pp collisions [279]. Such a
difference is too small to be observed in the data with the current experimental uncer-
tainties. Figure 6.17 shows the measured and theoretical cross sections for tt production
in pPb collisions at

√
sNN = 8.16 TeV, compared with the results from pp collisions at

√
s = 8 TeV [246,247] scaled by A and by the ratio of 8.16 over 8 TeV NNLO+NNLL cross

sections.

6.6.3 Impact of the statistical and systematic uncertainties

The values obtained for the free parameters of the fit, i.e., the normalization of the
signal, QCD multĳet, and W+jets yields (as well as the parameters of their functional forms
described above), the b-finding efficiency, and the jet energy scale factor, are reported in
Table 6.7. It can be seen that the post-fit values for the b-finding and jet energy scale factor
are close to their initial estimates, and are not significantly altered in the fit. Because of
the low event count, the sensitivity of the fit to the QCD multĳet and W+jets background
distributions is reduced, hence the fraction f of QCD multĳet background is prone to
statistical fluctuations. In the signal enriched categories, there is even lower sensitivity
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Figure 6.16: Invariant mass distributions of the W candidate, mjj′ , in the 0 (a, d, g), 1
(b, e, h), and 2 (c, f, i) b-tagged jet categories after all selections in the `+jets (a–c), µ+jets
(d–f) and e+jets (g–i) final states. The red and orange areas correspond to the signal
simulation (correct and wrong assignments, respectively) while the blue one corresponds
to the estimated non-top background contributions. The error bars indicate the statistical
uncertainty [TH1].

to the background parameters that is further reflected on the normalization, functional
form, and relative contribution parameters. There is a fair agreement between the values
obtained in the exclusive fits to the in the µ+jets (a–c) and e+jets (d–f) final states, and
obtained in the combined fit to all six event categories.

Table 6.8 summarizes the statistical and systematic uncertainties in the measured tt
production cross section from different sources (see Section 6.5). The methodology follows
closely the one used in [TH4]. For each source of uncertainty, the corresponding nuisance
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Figure 6.17: Inclusive tt cross section measurements in the µ+jets, e+jets, and com-
bined `+jets final states using pPb collisions at

√
sNN = 8.16 TeV, compared to theoretical

NNLO+NNLL predictions, and to scaled
√
s = 8 TeVpp results [246,247]. The total exper-

imental error bars (theoretical error bands) include statistical and systematic (PDF and
scale) uncertainties added in quadrature [TH1].

parameter in the fit is fixed to its post-fit value and varied within ±1 standard deviation.
The fit is repeated, and the difference found in the measured σtt with respect to initial
estimate is the reported impact. The individual sources of experimental uncertainty can
only be interpreted as the observed post-fit values, and not as an absolute, orthogonalized
breakdown of the uncertainty. The dominant source of systematic uncertainty originates
from the b-finding efficiency, followed by the background normalization and modeling,
and then the jet energy scale. The statistical uncertainty is at the level of 5%. It is
expected that most of the systematic uncertainty in the analysis to improve with higher
event count data samples. The uncertainties in the integrated luminosity, though refined
as described in Section 4.5, and signal acceptance are currently the limiting factors.

6.6.4 Statistical significance of the signal

Several studies have been performed to quantify the statistical significance of the ob-
served signal compared to a background-only hypothesis. An asymptotic approach is
used with a test statistic based on the profile likelihood ratio, and systematic uncertain-
ties are included in the form of nuisance parameters given Gaussian priors [287]. Several
tests have been performed, varying the estimation method and the background model-
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6.6 Measurement of the inclusive tt cross section

Table 6.7: Post-fit results for the free parameters of the exclusive and combined fits used
to extract the inclusive σtt in the µ+jets and e+jets, and combined `+jets final states,
respectively, using pPb collisions at

√
sNN = 8.16 TeV [AN2].

Parameter
Fit

µ+jets e+jets Combined

εb 0.62 ± 0.05 0.59 ± 0.05 0.62 ± 0.04
JSF 0.98 ± 0.02 1.03 ± 0.02 0.99 ± 0.02

Category Background yields

Nk(bkg)

1e4j0b [1.04 ± 0.04] × 103 [1.03 ± 0.04] × 103

1e4j1b [0.17 ± 0.04] × 103 200 ± 30
1e4j2b 43 ± 15 35 ± 12
1µ4j0b 596 ± 34 594 ± 34
1µ4j1b [0.13 ± 0.04] × 103 [0.12 ± 0.04] × 103

1µ4j2b 2.7 ± 2.9 2.9 ± 3.1

fk

1e4j0b 1.00 ± 0.03 1.00 ± 0.030
1e4j1b 0.72 ± 0.20 0.66 ± 0.17
1e4j2b 0.12 ± 0.11 0.10 ± 0.08
1µ4j0b 1.00 ± 0.10 1.00 ± 0.10
1µ4j1b 0.60 ± 0.27 0.53 ± 0.29
1µ4j2b 1.00 ± 0.60 1.00 ± 0.60

W+jets Landau pdf

MPV
1`4j0b 48 ± 10 48 ± 9 48 ± 10
1`4j1b 57 ± 7 53 ± 6 54 ± 5
1`4j2b 62 ± 12 62 ± 12 60 ± 6

σ
1`4j0b 17.0 ± 0.8 17.0 ± 0.8 17.0 ± 0.9
1`4j1b 19.5 ± 1.0 19.3 ± 1.0 19.1 ± 1.0
1`4j2b 22.3 ± 1.1 22.2 ± 1.1 22.0 ± 1.1

ing assumptions. Even with the most conservative assumptions, the background-only
hypothesis is excluded with a significance above five standard deviations.

Significance with the nominal shape analysis and variations

The fitted σtt and the statistical significance are reported in Table 6.9. Results are
given using the nominal mjj′ analysis and for different assumptions related to the W+jets
background parameters and event categories. For all considered cases, a significance
larger than five standard deviations is obtained.

The PLR variation as a function of the parameter of interest, and corresponding to the
different hypotheses about the W+jets model parameters, are given in Figs. 6.18- 6.20 for
all three event categories. The breakdown into statistical and systematic uncertainties
is slightly different from the procedure followed to quote the result in Eq. (6.13); the
background normalization is included in the statistical uncertainty, while they are treated
as a source of systematic uncertainty in Eq. (6.13)x.
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Table 6.8: Summary of the individual contributions to the statistic and systematic un-
certainties in the inclusive σtt measurement using pPb collisions at

√
sNN = 8.16 TeV. The

contributions are estimated by the change induced in the cross section after varying once
at a time the corresponding nuisance at ±1 standard deviation away from its post-fit val-
ues. The impact of the individual sources of uncertainty is given as a relative uncertainty
and quoted with one significant figure. The total uncertainty has been symmetrized [TH1].

Source
∆σtt/σtt (%)

e+jets µ+jets Combined

Statistical ±7 ±6 ±5

Systematic
Electron efficiency 4 - 4
Muon efficiency - 4 4
b-finding efficiency 8 15 13
Jet energy scale 4 3 4
Jet energy resolution <1 <1 <1
Background 21 8 7
Signal acceptance 4 4 4
Integrated luminosity 5 5 5

Total uncertainty 23 18 17

Table 6.9: Statistical significance obtained from the mjj′ nominal analysis using events
from all three categories, and exclusively in the 1`4j2b category. Different hypotheses
about the W+jets background distribution are considered: nonrestricted background
model parameters, or parameters fixed to the central values as summarized in Table 6.5.
The quoted uncertainty in the cross section is the total uncertainty [AN2].

Hypothesis All event categories 1`4j2b
σtt [nb] Significance σtt [nb] Significance

Nominal 45 ± 8 6.64 49 ± 13 5.95

Nonrestricted W+jets distribution 48 ± 6 5.88 44 ± 12 4.74
Fixed W+jets distribution 49 ± 7 8.06 50 ± 13 9.94

Significance using pseudo-experiments

The significance is also estimated by generating pseudo-experiments from the background-
only hypothesis, and monitoring the distribution of the test statistic. For this test, the
nominal hypothesis is used, i.e., the W+jets background pdf parameters to be constrained.
The resulted distribution is shown in Fig. 6.21. It can be seen that the statistical signifi-
cance in data is above five standard deviations.

Significance using the 1`4j2b event category with a counting experiment

The significance has also been estimated using a simple counting experiment in the
1`4j2b event category, i.e., combining the µ+jets and e+jets final states. This means that
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Figure 6.18: Profile likelihood ratio variation as a function of the parameter of interest for
the nominal mjj′ analysis corresponding to the (a) total [TH1] and (b) split into statistical
and systematic uncertainties [AN2]. The two horizontal lines on (a) represent the values in
the profile likelihood that are used to determine the 68 and 95% confidence level intervals
for the σtt.
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Figure 6.19: Profile likelihood ratio variation as a function of the parameter of interest
considering nonrestricted W+jets distribution, and corresponding to the (a) total and (b)
split into statistical and systematic uncertainties [AN2]. The two horizontal lines on (a)
represent the values in the profile likelihood that are used to determine the 68 and 95%
confidence level intervals for the σtt.

no information related to the distributions is considered. Different hypotheses on the
systematic uncertainty are considered, as summarized in Table 6.10: the nominal hy-
pothesis, including only the systematic uncertainty considered for the σtt measurement,
and extra assumptions with an additional arbitrary systematic uncertainty in the back-
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Figure 6.20: Profile likelihood ratio variation as a function of the parameter of interest
considering nonrestricted W+jets distribution, and corresponding to the (a) total and (b)
split into statistical and systematic uncertainties [AN2]. The two horizontal lines on (a)
represent the values in the profile likelihood that are used to determine the 68 and 95%
confidence level intervals for the σtt.
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Figure 6.21: Profile likelihood ratio distribution from pseudo-data generated from the
nominal background-only hypothesis. The value of the test statistic in data is also indi-
cated by the black arrow. Dashed lines show the approximate location of the expected
test statistic value, based on asymptotic formulae, for z values equal to three, five, and
six standard deviations [TH1].

ground normalization. This is to account for the fact that the background normalization
is left free in the actual fit to the mjj′ distribution, but it is constrained by the shape of the
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6.6 Measurement of the inclusive tt cross section

distribution in this fit. Even with the most conservative assumption, the background-only
hypothesis is excluded with a significance above five standard deviations. The nominal
hypothesis gives a best-fit cross section of 51.2 ± 9.0 nb.

Table 6.10: Significance obtained with a simple counting experiment using only events
from the 1`4j2b category. Different assumptions about the systematic uncertainty are
considered: the nominal hypothesis, including only the systematic uncertainty consid-
ered for the cross section measurement, and hypotheses with an additional arbitrary
systematic uncertainty in the background normalization [AN2].

Hypothesis Statistical significance

Nominal 16.8
Additional background 10% 14.8
Additional background 20% 12.2
Additional background 50% 8.5
Additional background 100% 5.7

Additional post-fit control distributions

To further support the hypothesis that the selected data are consistent with the pro-
duction of top quarks the hadronic top quark mass is formed, following the description of
Section 6.3. In the 1`4j0b and 1`4j1b event categories, the jet(s) with the highest value(s)
of the b quark identification discriminator are considered for this purpose. Figure 6.22
shows the distribution of the hadronic top mass reconstructed using events in the three
b-tagged jet categories, with all signal and background parameters kept fixed to those
from the outcome of the mjj′ fit.
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Figure 6.22: Invariant mass distributions of the t→ jj′b candidates, mtop, in the 0 (a, d, g),
1 (b, e, h), and 2 (c, f, i) b-tagged jet categories after all selections in the `+jets (a–c), µ+jets
(d–f) and e+jets (g–i) final states. All signal and background parameters are kept fixed
to the outcome of the mjj′ fit. The red and orange areas correspond to the signal sim-
ulation (correct and wrong assignments, respectively) while the blue one corresponds to
the estimated non-top background contributions. The error bars indicate the statistical
uncertainty [TH1].
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T he reference proton-proton run in 2017 consisted of collisions at
√
s = 5.02 TeV, the

same nucleon-nucleon center-of-mass energy to the heavy ion collisions in 2018,
i.e., the last run before the second long shutdown. The precision of the inclusive tt cross
section will profit from the larger amount of data (about 0.3fb−1) and the phase-I silicon
pixel tracker. Owing to refined transverse beam shape models, the systematic uncertainty
associated with the knowledge of the absolute luminosity scale is expected to be further
decreased. This has been already demonstrated by a specially conducted run at the end
of 2017, in which the beams were adjusted for low pileup configuration. In this Chapter,
a projection of the σtt measurement is presented based on the result previously attained
in 2015, and the expected improvements are used to estimate the tighter constraints on
parton distribution functions.

The material in the following Chapter, as documented in Scientific output and Internal
notes, relies almost exclusively on a original contribution. The latter further includes the
preliminary effort of luminosity calibration for the pp run at

√
s = 5.02 TeV in 2017.
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Chapter 7. Projected improvements in the precision of the inclusive σtt measurement

7.1 The largest reference proton-proton data set at 5.02 TeV

The second proton-proton reference data set in Run 2 offers the unprecedented op-
portunity to establish a precise baseline evaluation relative to heavy ion data, and to par-
asitically improve and extend top quark cross section measurements at

√
s = 5.02 TeV.

The higher amount of data relative to 2015 (Figs. 7.1a and 7.1b) and the inclusion of
the phase-I pixel silicon tracker allow even for fine-binned measurements in phase space
regions—especially at the edge of the tracker acceptance—that are affected in the current
σtt measurement, e.g., the |η| > 2.1 region (Figs. 7.1c and 7.1d) because of the QCD
multĳet background. The most significant reduction of uncertainty is thus expected be-
cause of the higher event count in data and MC simulation, and reduced uncertainty in
the absolute luminosity scale determination. Improved jet energy calibration and b jet
identification can also be foreseen. Since the measurable portion of the phase space will
be increased, in turn, the theory-based uncertainty in the extrapolation to the full phase
space will be reduced. It can be then demonstrated that the projected inclusive tt cross
sections a consistently have a sizeable impact on the proton PDFs, with the strongest
effect on the gluon distribution.

7.2 Incremental improvements in luminosity determination

7.2.1 Refined impact of nonfactorizable beam shape

The vdM scan method assumes that the bunch proton density function is factorizable
into independent x- and y-dependent terms. However, this assumption is not strictly
valid, and leads to a biased estimate of the beam overlap area. The two-dimensional
vertex distributions accumulated during the beam imaging scans in November 2015 are
used to measure the bunch proton densities, extending the methodology described in
Section 4.3.3.

The simplest model for the bunch proton density that has a correlated spatial de-
pendence is a Gaussian distribution (Eq. 4.36) with x–y correlations parametrized by a
correlation parameter r. For the refined analysis, various parametrizations are consid-
ered to determine the optimal fit function to the vertex distributions. In the end, the fit
is performed using a model that describes the proton density function ρ(x, y) with a main
Gaussian component gM (following the form of Eq. 4.36) with a large weight wM, a wide
component gW with a small weight to model wide tails, and a narrow component gN with
a small but negative coefficient −wN to model a flattened central part, i.e,

ρ(x, y) = −wNgN(x, y) +wMgM(x, y) + (1 +wN −wM)gW(x, y). 7.1

The reconstruction of bunch proton densities using a fit model with the weighted sum of
three Gaussian distributions is also considered.

To derive a correction for the measured cross section from the vdM scan the fitted
bunch proton densities are used to simulate vdM scans. The product ΣxΣy from the MC
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Figure 7.1: (a, b) Cumulative luminosity as a function of time delivered by LHC and recorded
by CMS during the 5.02 TeVpp reference run in 2017 [288]. The plot makes use of the offline
preliminary calibration that amounts to 316.31 ± 11.07 pb−1 [AN10] under the condition
of “stable beams” and with no requirement on the data quality in CMS. (c, d) Predicted and
observed distributions of the electron η and pT for events passing the dilepton criteria
(Table 6.2), and after requiring at least two jets, in the e±µ∓ final state (image courtesy of
J. González, Oviedo).

simulation of the vdM scan method is then compared to the value from direct integra-
tion of the nonfactorized bunch proton densities, yielding an estimate of the inaccuracy
introduced by using the beam overlap area ∝ ΣxΣy, which does not account for the x–y
correlations of the bunch proton densities. Multiple pseudo-experiments are performed
to derive the central value of the correction and its statistical uncertainty.

Figure 7.2 shows the calculated corrections and the goodness-of-fit χ2 divided by the
number of degrees of freedom as a function of the bunch crossing identification number
from different fits to the reconstructed vertex distributions. In general, the fit results are
good, although there is some remaining mismodeling for BCID 644. A correction factor
on the visible cross section of 1.5% is obtained taking the bunch-averaged correction and
using the weighted sum of three Gaussian distributions. The uncertainty due to residual
beam-shape effects in the bunch proton densities is estimated to be 0.2%, covering the
range of correction factors obtained by the alternative model of Eq. 7.1 per BCID.
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Figure 7.2: (a) Difference between the beam overlap area from the simulated vdM scans
and the integrals incorporating genuine nonfactorizabilities as a function of the bunch
crossing identification number in November 2015 scan program. (b) The goodness-of-fit
χ2 divided by the number of degrees of freedom in the modeling of the vertex distributions
accumulated during beam imaging scans in November 2015. (c, d) Projections to radial
and angular coordinates from the two-dimensional pull distributions of proton density
models built based on (c) Eq. 7.1 and (d) a combination of three Gaussian pdf [AN11].

7.2.2 Concept and formalism of variable separation scan

To displace the beams at the IP the orbit is modified with a four-magnet closed orbit
bump (Fig. 4.10) that allows establishing an orbit deformation with well-defined position
and slope at any given point m, with m being located between the second and the third
magnet. Considering the kick ki , (i = 1 − 4) instantaneous values in the field generated
by a corrector i, the requirement for the bump to be “closed,” i.e., an unchanged orbit at
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the first and last corrector can be expressed as a system of linear equations
xm

�mx ′m + αmxm

x1

x ′1

 =


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�mA′ + αmA

0
0

 = T × C


√
�1k1
√
�2k2
√
�3k3
√
�4k4

 , 7.2

where the transformation matrix T is given in and the constant C depends on the �m
function and the overall machine tune (ref); A and A′ are the bump amplitude and slope,
respectively. For the specific case of the variable separation scans each beam is displaced
at the IP with both α—the slope of the �m function—and x ′m equal to zero allowing only for
a parallel separation.

A bump nonclosure would result in a scale factor error in the beam displacement
which would directly modify the measured beam size. The origin of the nonclosure could
be the combined effect of the “hysteresis,” i.e., distance (from the IP) dependent distortions
in xm and x ′m , and lattice imperfections. To minimize the hysteresis effect during the scan
the translation is always performed in the same direction. In addition, for each scan
an acquisition at zero separation is performed at the beginning, middle and the end of
the scan; given the middle point lies on a different hysteresis branch as compared to the
two other points, an indication of the hysteresis effect translates to a reduction of rate
assuming the beam parameters do not significantly vary, e.g., beam emittance, intensity,
etc.
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Figure 7.3: Length scale calibration scan, using the variable separation procedure, for the
x (a) and y (b) direction of beam 1 (red) and 2 (blue), respectively. Shown is the measured
displacement of the luminous centroid as a function of the expected displacement based
on the corrector bump amplitude. The line is a linear fit to the data. Errors are of
statistical nature [TH8].

The variable separation scan for the length scale calibration was introduced in the July
2017 scan program using pp collisions at

√
s = 13 TeV. Similar to the constant separation

scan we make use of the CMS tracker to reconstruct the displacement of the luminous
region. However, the variable separation scan is designed to measure the calibration
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Chapter 7. Projected improvements in the precision of the inclusive σtt measurement

constant for each of the two beams in each of the two directions independently. The
calibration data for both horizontal and vertical bumps of beam 1 and 2 are shown in
Fig. 7.3. The scale factor which relates the nominal beam displacement to the measured
displacement of the luminous centroid is given by the slope of the fitted straight line; the
intercept is irrelevant. Because regular vdM scans are performed by displacing the two
beams symmetrically in opposite directions, the relevant scale factor in the determination
of the beam overlap is the average of the scale factors for beam 1 and 2 in each plane, i.e.,
(0.9937 + 0.9947)/2 ≈ 0.994 and (0.9978 + 0.9965)/2 ≈ 0.997 in x and y, respectively.
This represented an excellent agreement with the scale factors obtained based on the
constant separation scan, though with much better precision [TH8].

7.3 Cross section measurements

7.3.1 Statistical and systematic uncertainty treatment

Based on the measurements of the inclusive tt cross sections at
√
s = 5.02 TeV [TH4],

their performance can be conjectured using the data set collected in 2017 at the same
center-of-mass energy. Although the higher instantaneous luminosity resulted in about
three pp interactions per bunch crossing on average, pileup mitigation techniques are
not crucial for a good performance of the tt reconstruction. Because of the inclusion of
the phase-I silicon tracker, the requirement of |η| < 2.1 for electrons can be relaxed. At
least two of the jets have to be identified as b jets, i.e., fulfilling a requirement of the
CSVv2 algorithm, whereas alternative b tagging techniques can be used with a higher
b-jet selection efficiency and rejection power for other jets in tt events (Table 3.5).

Theoretical and modeling uncertainties make a significant contribution to the overall
uncertainty. Since it is speculative to estimate a possible reduction of these uncertainties
we consider the current ones as a conservative estimate. Improvements of the theoretical
predictions can be expected, while further measurements at

√
s = 13 TeV could reduce

the modeling uncertainty.
The individual sources of uncertainty, as well as the assumed correlations, that are

used as input to illustrate the impact of the conjectured σtt measurements at
√
s =

5.02 TeV on the knowledge of the proton PDFs are summarized in Table 7.1. The setup
of the QCD analysis at NNLO is identical to the one used in Ref. [TH4], i.e., the total
uncertainty in the measurements are propagated to the extracted QCD fit parameters
using the MC method.

7.3.2 PDF constraints including the inclusive σtt

For each replica, the PDF fit is performed, and the uncertainty is estimated as the
RMS around the central value. The relative uncertainties in the gluon distributions, as
obtained in the QCD analyses with and without the measured and conjectured values for
σtt at µ2

F = 105 GeV2, are shown in Figs. 7.4a and 7.4a, respectively. A further reduction
of the uncertainty in the gluon distribution at x & 0.1 is observed, once the conjectured
values for σtt are included in the fit. Although they remained unaffected in Ref. [TH4],
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7.3 Cross section measurements

Table 7.1: Conjectured inputs to the updated QCD analysis at NNLO using the data set
collected in 2017 at s = 5.02 TeV. Entries marked with one (two) “*” delineate foreseen
but difficult to quantify improvements over experimental (theoretical) point of view.

Final state e±µ∓ µ±µ∓ `+jets

Central value (pb) 68.9 68.9 68.9

Uncertainty (%) Correlation Note

Data sample event count 25/
√

10 ∼ 8 48/
√

10 ∼ 16 9.5/
√

10 ∼ 3.0 0 ×10 expected yield
MC sample event count 1.4/

√
2 ∼ 1.0 2.4/

√
2 ∼ 1.7 0.1/

√
2 < 0.1 0 ×2 MC simulated yield

b tagging efficiency - - 3.4 (*) - New algorithms; performance to be validated
Electron efficiency 1.4 (*) - 1.1 (*) 1 Some improvement upon endcap electrons
Muon efficiency 3.0→ 2.5 6.1→ 5.0 1.7 1 Less conservative approach
pmiss

T - 0.7 - -
Jet energy scale 1.3 1.3 3.0 1
Jet energy resolution <0.1 <0.1 0.6 1
QCD multĳet background - - 2.4 (*) - Some improvement upon endcap electrons
W+jets background 2.5/

√
10 ∼ 0.8 0.7/

√
5 ∼ 0.3 3.5/

√
5 ∼ 1.6 1 ×10 (5) due to data- (MC-) based estimation

tW background 1.4 1.6 1.3 1
WV background 0.7 0.9 - 1
Z/γ∗ background 2.7→∼ 2.0 15.4/

√
10 ∼ 5.0 - 1 ×10 due to data-based estimation; in e±µ∓ partly

µR, µF scales of tt signal (PS) 1.2 1.7 4.4 1
µR, µF scales of tt signal (ME) <0.1 1.1 <0.1 1
Hadronization model of tt signal 1.2 (**) 5.2 (**) 2.8 (**) 1
PDF 0.5 0.4 <0.1 1
Integrated luminosity 2.3→ 1.7 2.3→ 1.7 2.3→ 1.7 1 see Section 7.2

a small improvement to the uncertainties in the valence quark distributions (Figs. 7.4c
and 7.4d) is also observed, consistent with the outcome of Refs. [289] and [290].

It is thus demonstrated that the projected inclusive tt cross sections have a stronger
impact on the gluon distribution in the proton. Overall, this measurement is expected
to profit from the higher amount of data collected in 2017, the improved phase-I silicon
tracker detector, and the better knowledge of the absolute luminosity scale.
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(a) (b)

(c) (d)

Figure 7.4: (a) The relative uncertainties in the gluon distribution functions of the proton
as a function of x at µ2

F = 105 GeV2 from a QCD analysis using the HERA DIS and CMS muon
charge asymmetry measurements, and also including the CMS σtt results at

√
s = 5.02 TeV.

(b) Same as (a) but corresponding to the conjectured σtt results. (c, d) Same as (b) but
corresponding to the relative uncertainties in the valence quark distribution functions.
The latter needs to be compared with Figs. 5.18d and 5.18d, respectively.
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Summary and outlook

In November 2015, LHC delivered proton-proton (pp) collisions at a center-of-mass en-
ergy (

√
s) of 5.02 TeV, corresponding to an integrated luminosity of 27.4 ± 0.6 pb−1 in

the CMS experiment. Measurements of the top quark pair production cross section (σtt)
at various

√
s probe different values of the fraction x of the proton longitudinal momen-

tum, and thus provide complementary information on the gluon content of the proton.
Using tt candidate events with `+jets, where leptons are either electrons (` = e) or muons
(` = µ), and dilepton (e±µ∓ or µ±µ∓) final states, the result is σtt = 69.5 ± 6.1 (stat) ±
5.6 (syst) ± 1.6 (lumi) pb with a total relative uncertainty of 12%, that represents a re-
markable achievement and a significant improvement relative to the first observation
based on the e±µ∓ final state alone.

The correlation in phase space of the jets from the W boson hadronic decay (“light jets”)
carries a distinctive hallmark with respect to the main backgrounds that are controlled
by counting the number of jets coming from the hadronization of the b quark (“b jets”) in
the selected `+jets events. The signal extraction is then performed maximizing a profile
likelihood fit to the distribution of a kinematic variable, sensitive to the resonant behavior
of the light jets, for different categories of lepton flavor and jet multiplicity. Similarly to
the most recent LHC studies of the inclusive σtt the measurement is first performed in a
fiducial phase space—a restricted region that closely resembles the detector acceptance
in pT and η of leptons and jets—and it is then extrapolated to the full phase space based
on MC simulation. The individual and combined results are compared to the predictions
from the ABMP16, CT14, MMHT14, and NNPDF3.0 parton distribution functions (PDFs).
Theoretical predictions from different PDFs have comparable values and uncertainties,
once consistent values of αs and mtop are associated with the respective PDF set. The
limited-precision measurement can be complemented with the significantly larger pp data
set recorded in 2017, equivalent to almost 0.3 fb−1.

Asymmetric collisions of lead (208
82Pb82+) nuclei with protons had not been included in

the initial LHC design. However, unexpected discoveries in small collision systems, remi-
niscent of flow-like collective phenomena, engaged further investigations. After the short,
yet remarkable, pilot physics run in 2012, and the first full one-month run in early 2013,
the second full proton-nucleus run took place in late 2016 delivering collisions primarily
at a nucleon-nucleon center-of-mass energy (

√
sNN ) of 8.16 TeV, for each direction of the

beams. Apart from complex bunch filling schemes due to the generation of the beams
from two separate injection paths, the distinct feature of operation with asymmetric col-
lisions at LHC is the difference in revolution frequencies. Given that the colliding bunches
have significantly different size and charge, both beams are displaced transversely, onto
opposite-sign off-momentum orbits, and longitudinally, to restore collisions at the proper
interaction points. The achieved performance surpassed though almost eight times the
designed instantaneous luminosity. The long-term integrated luminosity goal of 100 nb−1

has been surpassed, rendering the 2016 pPb run the baseline for several years.

Until recently, top quark measurements therefore remained out of reach in nuclear
collisions due to the reduced amount of integrated luminosity produced during the first
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period at the LHC, and the relatively low
√
sNN values available at the BNL RHIC. Novel stud-

ies of top quark cross sections have finally become feasible with the 2016 pPb run at
√
sNN = 8.16 TeV. The top pair production cross section has been measured for the very

first time in nuclear collisions, using a data set of 174 ± 6 nb−1 in the CMS experiment.
The measurement is performed analyzing events with exactly one isolated lepton and at
least four jets, and minimally relies on assumptions derived by simulating signal and
background processes. The resonant nature of the invariant mass of the two light jets,
mjj′ , provides a distinctive feature of the signal with respect to the main backgrounds,
i.e., from QCD multĳet and W+jets processes. The significance of the tt signal against
the background-only hypothesis is above five standard deviations. The measured cross
section is 45 ± 8 (total) nb, consistent with perturbative quantum chromodynamics cal-
culations (using the CT14 proton PDF and the EPPS16 nuclear PDF for the lead ions) as
well as the expectations from scaled pp data. To further support the hypothesis that the
selected data are consistent with the production of top quarks, a “proxy” of the top quark
mass is constructed as the invariant mass of candidates formed by pairing the W candi-
date with a b jet. This first study clearly paves the way for further detailed investigations of
the top quark production in nuclear interactions [291], providing in particular a new tool
for studies of the hot and dense matter created in nucleus-nucleus collisions [292–295].

Measurements of production cross sections provide fundamental tests of theoretical
predictions. Increasingly higher precision both in the experimental measurements and
the theoretical predictions is required to determine fundamental parameters of the stan-
dard model. At LHC, cross section measurements are often limited by the uncertainty in
the integrated luminosity that is currently known with a precision of O(2–4%), depend-
ing on the collision system. The luminosity calibration is based on the van der Meer
scan technique, a purely experimental method. In dedicated sessions, the beam axes are
moved in the transverse plane across each other such that the “beam overlap integral”
can be determined. From the extracted integral, and the measured beam currents, the
scale of the instantaneous luminosity is determined. To this end, several observables are
used, each one corresponding to a cross section (σvis) in the visible phase space region.
The integrated luminosity for an arbitrary period of data taking is obtained from the ac-
cumulated counts of calibrated σvis. Relative nonlinearity and long-term stability in the
response of the detector-based algorithms account for residual dependencies of the σvis

ratios on conditions typical for normal physics operations.
Significant improvements in the luminosity measurement are being planned, and a

target uncertainty of 1% has been set for the High-Luminosity LHC [292,293,296]. Such
improvement is expected to be achieved by combination of improved luminosity detector
instrumentation—currently in the design phase—and refined analysis techniques, rapidly
developing during the analysis of Run 2 data.
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eters in the `+jets final state at 5.02 TeV

Appendix A: Summary of the impacts and pulls of the most significant
nuisance parameters in the `+jets final state at 5.02 TeV
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Figure A.1: Summary of the impacts and pulls of the most significant nuisance parame-
ters used in the count analysis, when the fit is performed to the Asimov data set. In each
plot the left panel shows the post-fit pull (value and uncertainty) of each nuisance, while
the right panel displays the estimated impact on the fit for the signal strength. Only the
first 30 nuisances are displayed, being their name shown at each row of the plots [TH4].
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Figure A.2: Summary of the impacts and pulls of the most significant nuisance param-
eters used in the analysis of distributions, when the fit is performed to the Asimov data
set. In each plot the left panel shows the post-fit pull (value and uncertainty) of each
nuisance, while the right panel displays the estimated impact on the fit for the signal
strength. Only the first 30 nuisances are displayed, being their name shown at each row
of the plots [TH4].
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Appendix B: Measurement and optimization of the lepton efficiency

The purpose of this Appendix is to describe the techniques and results of the electron
and muon efficiency measurements, which have been included in a series of analyses
using pp and pPb collisions at

√
s = 5.02 and

√
sNN = 8.16 TeV, respectively. Simulated

samples are used to derive the efficiency of the lepton trigger, isolation, reconstruction,
and selection criteria, as a function of kinematic variables. These lepton-muon efficien-
cies are also directly estimated from data in Z boson enriched samples (Table B.1) using
the “tag-and-probe” technique. To account for differences between data and simulation
correction factors are computed from the ratio of the efficiencies measured in data to
those calculated from the simulation, in bins of lepton pT and η. For all considered cases,
Drell–Yan events are simulated either at leading or at next-to-leading-order with the use
of pythia (v6.424) [49] or powheg (v2) [39,40,297] and MadGraph5_aMC@NLO (v2.2.2) [38]
generators interfaced to pythia (v8.205) [51] for parton showering and hadronization (Ta-
bles 5.1 and 6.1), respectively.

Run Period Data set indicative description Integrated luminosity

pp,
√
s = 5.02 TeV SingleMuon_Run2015E 27.4 pb−1 [TH3]

pp,
√
s = 5.02 TeV SingleElectron_Run2015E 27.4 pb−1 [TH3]

pp,
√
s = 5.02 TeV DoubleElectron_Run2015E 27.4 pb−1 [TH3]

pPb,
√
sNN = 8.16 TeV SingleMuon_PARun2016C 174 nb−1 [TH2]

pPb,
√
sNN = 8.16 TeV SingleElectron_PARun2016C 174 nb−1 [TH2]

Table B.1: Data samples used for lepton efficiency measurements collected with the
CMS detector at the end of 2015 and 2016 period at

√
s = 5.02 and

√
sNN = 8.16 TeV,

respectively. The quoted values for the integrated luminosity correspond to the offline
calibration, as described in Section 4.

B.0.1 The tag-and-probe technique

The tag-and-probe (“TnP”) technique takes advantage of a known mass resonance
to select (“tag”) particles of the desired type, and to study (“probe”) the efficiency of a
particular selection criterion on those particles. More specifically, the TnP method utilizes
Z → ee (Z → µµ) decays as a high-purity source of unbiased electrons (muons) for
computing electron (muon) efficiencies, following the method of Ref. [298]. On the one
hand, the tag lepton is the control lepton to which stringent selection criteria are applied;
thus the fake rate for passing-tag selection criteria should be small. The probe lepton, on
the other hand, is the test lepton, whose selection criteria are varied and depend on the
specifics of the selection being examined. By pairing these type of objects and imposing
an invariant mass requirement on the TnP pair—in our case close to the Z boson pole
mass [16]—one ensures to collect a high purity sample. Combinatoric backgrounds can
be eliminated through any typical background subtraction methods such as fitting or
sideband subtraction.
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By definition, to fulfill the tag (“T”) selection implies that the lepton also satisfies the
criteria to be a passing probe. Passing-probe leptons (“P”) are not typically of tag quality,
but still satisfy the selection criteria for which the efficiency is being measured. Failing-
probe leptons (“F”) account for the remainder of the electrons, which fail the selection
criteria. Therefore the above classification entails 32 − 3 = 6 pair categories: “TT,” “TP,”
“TF,” “PP,” “PF,” and “FF.” Defining ρT, ρP and ρF as the probability of a lepton to be the
tag, the passing probe or the failing probe, respectively, one trivially receives that

ρT + ρP + ρF = 1 , B.1

with the efficiency to be simply given by

εtot = ρT + ρP ≤ 1 . B.2

With a sample of N(Z→ ee, µµ) events, and with NT the number of tag electrons out of N ,
NP the number of probe electrons out of N etc., the true sample efficiency εtrue would be
equal to

εtrue =
NT + NP

NT + NP + NF
=
NT + NP

2N
. B.3

However, with the TnP method only a subset of the total N events are being considered,
namely the studied events are the ones correctly identified in data by virtue of having a
very clean tag electron. For such a subset one instead is left with

ε =
2NTT + NTP

2NTT + NTP + NTF
, B.4

where NTT is the number of tag–tag electrons out of N etc. The factor of 2 in front of
the TT events is due to the fact that electrons are not distinguishable in that case. In
the large sample limit of N → ∞, the equation above reduces to Eq. (B.2), i.e., the true
sample efficiency. For the sake of brevity, we denote the nominator in Eq. (B.4) as NP

and the denominator as Ntot = NP + NF. In the present analysis, the estimation of Z→ ee
(Z→ µµ) signal events in the passing and failing samples is carried out via a simultaneous
maximum likelihood fit to the dielectron (dimuon) invariant mass mee (mµµ) distributions
in these two samples.

Arbitration in case of multiple candidates

After applying the selection on mee (mµµ), some events remain with more than one
Z→ ee (Z→ µµ) candidate. In case there are more than one Z→ ee (Z→ µµ) candidates
to select from, the following arbitration is made:
• If there are two probe candidates in the event and if only one of them also passes

the tag criteria then choose the one which passes the tag criteria.
• If there are two probe candidates in the event and if both pass the tag criteria then

choose the probe candidate with higher pT.
• If there are two probe candidates in the event and if both fail the tag criteria then

224



)2Tag-Probe Mass (GeV/c
60 70 80 90 100 110 120

 )2
E

ve
n

ts
 / 

( 
1 

G
eV

/c

0

5

10

15

20

25

30

35

Passing Probes

)2Tag-Probe Mass (GeV/c
60 70 80 90 100 110 120

 )2
E

ve
n

ts
 / 

( 
1 

G
eV

/c

0

1

2

3

4

5

6

Failing Probes

)2Tag-Probe Mass (GeV/c
60 70 80 90 100 110 120

 )2
E

ve
n

ts
 / 

( 
1 

G
eV

/c

0

5

10

15

20

25

30

35

All Probes  29±alphaF =  18 
 14±alphaFail =  70 

 19±alphaP =  14 
 5±alphaPass =  70 

 0.09±betaFail =  0.10 
 0.02±betaPass =  0.10 
 0.01±efficiency =  0.98 
 0.04±gammaFail =  0.04 
 0.4±gammaPass =  0.3 

 0.02±meanF =  0.51 
 0.2±meanP = -2.90 

 5±nF =  18 
 11±nP =  0 

 2±numBackgroundFail =  4 
 0.7±numBackgroundPass =  0.0 

 16±numSignalAll =  252 
 0.007±sigmaF =  0.004 

 9±sigmaF_2 =  1 
 0.2±sigmaP =  1.9 

 0.3±sigmaP_2 =  2.9 

Figure B.1: Example of TnP fit using Z→ ee events at
√
s = 5.02 TeV; the distributions—

from top left to bottom left—are given as a function of tag–probe pair mass and correspond
to passing, failing and all probes. These examples correspond to the SC to RECO efficiency
step (Table B.4) for a probe of 40 < ET < 50 GeV within the −2.00 < η < −1.56 region.
Results of the simultaneous fit over the tp and tf mass shapes are shown in the bottom
right plot, using different parameterizations for signal and background.

choose one of them randomly.
• If there are more than two probe candidates in the event then the event is rejected

from further consideration.

It is thus evident that events, in which both electrons fulfill the tag criteria, contribute
twice in the numerator and the denominator of Eq. (B.4), for the tag criteria should be
stricter relative to the passing probe criteria.

B.0.2 Electron efficiency

The efficiency calculation for electrons is decomposed into three steps:

• Super Cluster (SC) to Gaussian Sum Filter track-matched electron (“RECO”): the
offline electron reconstruction efficiency, i.e., the probability that, given a SC is
found, an electron is reconstructed and passes the offline selection.

• RECO to the respective identification working point (“ID”): the efficiency to pass the
selection criteria specific to the measurement, including identification, isolation,
and conversion rejection, given that the electron candidate has already passed the
previous stage of the offline selection.

• ID to the online trigger requirement (“HLT”): the efficiency of the reconstructed and
selected offline electron to be matched to the HLT object(s) under study.

In that case then, the total efficiency measurement can be factorized into three se-
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quential measurements, hence given by the product

ε = εSC × εID × εHLT B.5

Signal acceptance and candidate selection

It is required both electrons from Z → ee decays to be within the ECAL fiducial area,
i.e., within |η| < 2.5, but excluding the EB–EE transition region 1.4442 < |η| < 1.560.
Both electrons should have ET > 10 GeV, where ET =

∑
i Ei sin θi ; Ei is the uncorrected

energy seen by the calorimeters for the ith particle, θi is the polar angle of particle i, and
the sum contains all particles emitted into a fixed solid angle in the event. Additionally,
mee should be “close” to the nominal Z boson mass within a range of 60 < mee< 120 GeV.
Typically, the choice of this mass window is driven by two considerations:

1. it should be consistent with the Z boson pole mass [16], while
2. it should be sufficiently broad that failing probes do not frequently fall outside the

mass window.

Ideally, unprescaled single-electron triggers are used with the lowest-ET threshold
available. However, such threshold had been set at ET > 40 GeV under the operating
conditions at

√
s = 5.02 TeV, thus double-electron triggers were applied at HLT event

selection level. The Z → ee sample for electron efficiency extraction therefore makes use
of events that satisfy a diphoton trigger with symmetric transverse energy ET thresholds
of ET = 15 GeV covering the full tracker acceptance. Pairs of photon candidates above
the ET threshold are accepted only if their invariant mass is above 50 GeV. The trigger
selection requires a loose identification using cluster shower shapes and a selection based
on the ratio of the hadronic to the electromagnetic energy of the photon candidates. In
Table B.2 the complete list of HLT filters, along with their associated L1 seeds, is shown,
while in Table B.3 a detailed description of double-electron triggers is given.

Run period HLT filter L1 filter seed

pp,
√
s = 5.02 TeV DoublePhoton15_Eta2p5_Mass50_1000_R9SigmaHE SingleEG20BptxAND

pp,
√
s = 5.02 TeV SinglePhoton40_Eta3p1 SingleEG20BptxAND

pPb,
√
s = 8.16 TeV DoublePhoton15_Eta3p1_Mass50_1000 SingleEG14BptxAND

pPb,
√
s = 8.16 TeV SinglePhoton20_Eta3p1 SingleEG10BptxAND

Table B.2: List of unprescaled single- and double-electron HLT filters, along with their
L1 seeds, used for measuring the electron efficiencies. Electromagnetic (“EG”) energy
deposits are reconstructed through the sum of the ET deposited in two neighboring groups
of 5×5 ECAL crystals. Events with at least one such reconstructed deposit above a certain
ET threshold (10, 14, 20 GeV) are selected by the hardware level trigger. In the HLT level,
stricter quality criteria are imposed to reduce the online filtering to acceptable rates.
Coincidence with the bunch crossing signal sent by the BPTX (see Section 3.1.5) detector
is required for all cases.

Following are the definitions of tag, probe, and passing probe in each efficiency step.
They are also summarized in Table B.4.
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Category R9 (5×5) σηη (5×5) H/E

Barrel > 0.4 < 0.020 < 0.3

Endcap > 0.5 < 0.045 < 0.2

Other trigger requirements

HLT seeded candidate “1” ET > 15 GeV HLT seeded candidate “2” ET > 15 GeV m1,2 > 50 GeV

Table B.3: Trigger selection logic for the double-electron HLT filters as listed in Table B.2.
The HLT object is seeded by at least two L1 candidates having ET > 15 GeV and com-
binatorially paired together. Assuming each candidate mass to be that of the electron,
any pair fulfilling a minimum invariant mass threshold of m1,2 > 50 GeV is retained for
further trigger selection. An upper bound of 1000 GeV was arbitrarily imposed. The rate
increase, in case one or both of the seeded legs lay outside the ECAL barrel region, was
modulated in pp collisions by sequentially imposing the two candidates to have R9>0.4
(0.5), σηη <0.02 (0.045) and H/E < 0.3 (0.2) in the barrel (endcap).

SC to RECO efficiency

• Tag: PF electron with ET > 25 GeV fulfilling the tight identification criteria
• Probe: SC
• Passing probe: SC matched to a reconstructed GsfElectron

RECO to ID efficiency

• Tag: PF electron with ET > 25 GeV fulfilling the tight identification criteria
• Probe: PF electron
• Passing probe: PF electron fulfilling the identification, isolation and conversion re-

jection criteria
An overview of the electron kinematics and electron identification variables, the lat-

ter listed in Table 3.2), is shown in Figs. 3.18 and 3.19 comparing data with simulation
within a mass range of 60 < mee< 120 GeV using pp and pPb collisions, respectively.
Good agreement is observed in the region defined by the kinematic and identification re-
quirements except for the isolation deposit variables because of the increased underlying
event in the simulated pPb collisions (see Section 3.3.1).

ID to the HLT efficiency

• Tag: PF electron with ET > 25 GeV fulfilling the tight identification criteria
• Probe: PF electron fulfilling the the identification, isolation and conversion rejection

criteria
• Passing probe: PF electron having passed identification, isolation and conversion

rejection criteria, and geometrically matched inside a cone of ∆R < 0.3 to the online
trigger object.

To extract the signal yield of the tp and tf samples an unbinned maximum likelihood
fit is performed to the mee variable with different modeling for the signal and background.
The efficiency ε enters as an explicit fit parameter, such that correlations are taken into
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Figure B.2: Factorized (Eq. (B.5)) electron efficiencies measured in data as a function
of probe ET in 0.00 ≤ |η| < 1.00 (a), 1.00 ≤ |η| < 1.44 (b), 1.56 ≤ |η| < 2.00 (c) and
2.00 ≤ |η| < 2.50 (d) regions using the TnP technique (Table B.4 at

√
s = 5.02 TeV.

account in the efficiency uncertainty extracted from the fit. The floating parameters of
the fit are

1. Nsig: the number of signal tag and probe pairs,
2. NP

bkg: the number of background tp pairs,
3. NF

bkg: the number of background tf pairs,
4. ε: the signal efficiency,
5. 2 × 5 parameters in the signal parameterization,
6. 2 × 3 parameters in the background parameterization (Eq. (B.8)),

The signal and background are extracted in the tp and tf samples through the following
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RECO ID HLT
Type Requirements Type Requirements Type Requirements

Object ID ET HLT Object ID ET HLT Object ID ET HLT

PF electron t 25 Table B.3 SE t 25 Table B.3 PF electron t 25 Table B.3

SC 7 10 7 PF electron 7 10 7 PF electron l/m 10 7

GSF electron 7 10 7 PF electron l/m 10 7 PF electron l/m (∆R < 0.3) 10 Table B.2

Table B.4: Requirements for the selection of tag and probe particles, along with them for
tp, for each step in the electron efficiency measurement. The abbreviations l, m, and t
stand for the loose, medium, and tight—the most stringent—conventions, respectively, in
the electron identification (Table 3.2).

relations

NP(mee) = Nsig × ε × P
P
sig(mee) + NP

bkg × ε × P
P
bkg(mee) , B.6

NF(mee) = Nsig × (1 − ε) × PF
sig(mee) + NF

bkg × ε × P
F
bkg(mee) , B.7

where PP
sig(mee) and PF

sig(mee) are the signal probability density functions (pdfs) as a func-
tion of the mee variable in the tp and tf samples respectively. PP

bkg(mee) and PF
bkg(mee) are

the background pdfs as a function of themee variable, in the tp and tf samples respectively,
and are given by

PPbkg(mee) = erfc [� × (α −mee)] × exp
[
(mZ −mee) × γ

]
, B.8

similarly for PF
bkg(mee).

In this approach, the tp and tf mass shapes for the signal is built based on a Crystal
Ball (CB) pdf, whose parameters are allowed to float in the fit freely. More specifically,
defining t = (mee−mean)/σ1 and t0 = (mee−mean)/σ2, for our case the CB function equals
to

f ∝


exp

(
−1

2 t
2
0

)
t > 0 ,

exp
(
−1

2 t
2
)

t > −|α| ,

(b − t)−n , b = n/|α| − |α| otherwise .

Such a CB pdf modified to include a Gaussian is empirically said to properly describe the
detector simulation and the data quite well, for instance Fig. B.1 exhibits. An empirical
approach is considered as to what parameters of the line shape model are allowed to
float. It is found that if we allow as many parameters as previously listed (also shown in
Fig. B.1) to float, the fit converges and uncertainties in each of the floating parameters
are properly calculated 1.

The electron efficiencies are estimated in bins of probe electron ET and |η|. The follow-
ing bin edges have been coherently used over all efficiency steps:
• probe electron ET (GeV): 10, 20, 30, 40, 50, and 200
• probe electron |η|: 0, 1.0, 1.4442, 1.56, 2.0, and 2.5

1Exceptions were found for some low-ET < 20 GeV bins.
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(a) (b)

(c) (d)

Figure B.3: Data to simulation ratios in the 5 and 13 TeVrunning conditions are deter-
mined using the TnP technique as a function of the probe pT in |η| < 0.80, 0.80 ≤ |η| <
1.44, 1.56 ≤ |η| < 2.00 and 2.00 ≤ |η| < 2.50 regions for the RECO (a, b) and ID (c, d)
steps. The comparison is separately performed using the signed η values at 13 TeV, i.e.,
η > 0 (a, c) and η < 0 (b, d).

The calculated one-dimensional event efficiencies and scale factors are shown in Figs. B.2–
B.3 and Figs. B.4–B.3 using pp and pPb collisions, respectively. Overall, no dependency
on the sign of the probe electron η for all efficiency steps is found, meaning the results
are given in unsigned probe electron |η| bins. Concerning the plateau of the used double-
electron HLT, it is found already at ET = 25 GeV, assuming that there is no asymmetry
dependence between the two trigger legs in the efficiency factorization formula. The
decreased double-electron HLT efficiency is because of the |η| requirement on the L1
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Figure B.4: Electron efficiency, as measured in data, and data to simulation ratios using
the TnP technique, as a function of the probe η (a) or pT (b), for the RECO step at
√
sNN = 8.16 TeV.

trigger seed. Pertaining to the identification efficiencies at ET > 40 and > 20 GeV the
loose and medium identification requirements retain about 90 and 70% of the electrons,
respectively. For the ET < 20 GeV bin, the low event count induces some instability
to the fit, and hence bin-by-bin variations are observed for that region. In addition,
such variations are prominent for the barrel–endcap transition regions, albeit electrons
falling inside such a window are excluded from any further consideration. Finally, the
combination of all efficiency steps using pp and pPb collisions are presented in Fig. B.2
and Table B.7, respectively.

In conclusion, data-based efficiencies suggest that excluding the barrel-endcap tran-
sition window and restricting the electron selection in a phase space of ET > 40 (> 20) GeV
and within the |η| < 2.1 region, about 85 (63)% of electrons are reconstructed, identified,
and fulfilling the trigger requirements in pp (pPb) collisions.

B.0.3 Muon efficiency

Run period HLT filter L1 filter seed

pp,
√
s = 5.02 SingleMuon15_HIL3 L1_SingleMu7_BptxAND

pPb,
√
s = 8.16 TeV SingleMuon12_PAL3 L1_SingleMu7_BptxAND

Table B.5: List of unprescaled single-muon HLT filters, along with their L1 seeds, used
for measuring the muon efficiencies

For the muon case, the efficiency is calculated requiring the tag muon to pass the
HLT filters, as given in Table B.5. For the muon component of the L1 trigger, CSC and
DT chambers provide the trigger primitives constructed from hit patterns consistent with
muons that originate from the collision region, and RPC chambers provide hit information.
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Figure B.5: Electron efficiency, as measured in data, and data to simulation ratios using
the TnP technique, as a function of the probe η (a) or pT (b), for the ID step at

√
sNN =

8.16 TeV.

At L1, muons are requested to be either standalone (CSC, DT, or RPC) or matched (DT to RPC

or CSC to RPC) candidates. The L1 trigger was updated during 2016 and is further divided
into three subsystems, i.e., the barrel, endcap, and overlap muon track algorithms. The
coincidence with a bunch crossing identified with the BPTX detector is required to ensure
the presence of real collisions. Once an event is selected by the L1 filter, it proceeds to
sequential HLT steps, that take as input the information from the preceding step and
make use of more elaborate algorithms.

The probe must be then a reconstructed muon forming a dimuon system with the
tag, the latter of tight identification and isolation quality, and a pair mass in the range
of 60–120 GeV. The total single muon efficiency is factorized in four steps, for which the
probe and the passing probes are described in Table B.6. The fitting models observed
to appropriately describe the data are summarized also in the same Table; events are
separately counted in all categories according to the pass or fail status of the probe
muon.

Efficiency step STA RECO Inner tracking ID HLT

|η| bins 0–1.2–1.8–2.1–2.4 0–2.4 0–1.2–1.8–2.1–2.4 0–1.2–1.8–2.1–2.4

pp nominal fitting

Signal pdf Double Gaussian Double Gaussian CB+Gaussian CB+Gaussian
Background pdf 1st order Chebyshev 2nd order Chebyshev 1st order Chebyshev 1st order Chebyshev
Fit mass range (GeV) (60, 120) (60, 120) (60, 120) (60, 120)

Table B.6: Summary of the fit configuration used to obtain the muon efficiencies for each
step using the TnP technique.

Efficiency of standalone muon reconstruction

• Probe: tracks within the fiducial volume fulfilling the same selection as the inner
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tracks associated to muons with at least five layers of the tracker including at least
one pixel hit.

• Passing probe: probe matched with a standalone (STA) muon with at least one
valid muon hit.

Efficiency of inner track reconstruction

In principle, this constitutes a twofold process combining the inner tracking (geomet-
rical matching between STA and inner track) with the global muon fit efficiencies. The
latter is highly efficient; hence the results reflect mostly the inner track efficiency, i.e.,

• Probe: STA muons with at least one valid muon hit.
• Passing probe: probe that is a global muon.

Efficiency of muon identification and isolation selection

• Probe: global muon.
• Passing probe: probe that satisfies all muon identification and isolation (“ID+ISO”)

selection

Efficiency of the event filter

• Probe: global muon passing the ID+ISO muon selection
• Passing probe: probe geometrically matched to the single muon HLT filter

Table B.7 summarizes the inclusive trigger and selection efficiencies measured for
electrons and muons using pPb collisions at

√
sNN = 8.16 TeV. These values are computed

by convoluting the differentially measured efficiencies with the expected lepton pT and η
distributions in the pythia tt MC sample (Table 6.1). The values are also compatible
between the Pbp and pPb running periods, and the residual difference is assigned as an
additional systematic uncertainty.

Parameter
Final state

µ+jets e+jets
εRECO 0.998 0.95 ± 0.01
εID+ISO 0.96 ± 0.04 0.69 ± 0.03
εHLT 0.95 ± 0.01 0.95 ± 0.01

Table B.7: Average lepton efficiencies as calculated from data separately in the µ+jets
and e+jets final states at

√
sNN = 8.16 TeV. For the combined identification and isolation

efficiency an additional 4% systematic uncertainty due to the presence of the underlying
event is taken into account (see Section 3.3.1).

Figure B.6 summarizes the results of the data- and MC-based efficiencies, as well as
their ratio, for the different muon requirements using pp collisions at

√
s = 5.02 TeV. The

scale factors are overall consistent with unity in the pT > 18 GeV and |η| < 2.1 range.
The observed point-to-point deviations are well within an overall 3% variation that is
considered as the uncertainty due to the muon trigger and selection efficiency.

Figures B.7 and B.8 summarize the results of the data- and MC-based efficiencies,
as well as their ratio, as a function of η and pT when the probe is required to pass the
tracking and ID+ISO requirements, respectively, using pPb collisions at

√
sNN = 8.16 TeV.

It can be noticed that the STA efficiency is found to be almost 100% with negligible
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Figure B.6: Efficiency measurements for ID+ISO (a, b) and the combined ID+ISO with
HLT (c, d) requirements. The results are separately summarized as a function of the
probe muon |η| (a, c) or pT (b, d). For each plot, the absolute efficiencies measured in data
and expected in simulation, as well as the ratio of the two, are given. The red dashed
band corresponds to the envelope derived using the points for which the scale factor is
determined with an uncertainty < 15%, while the gray dashed band corresponds to the
final envelope considered in the pp analysis at the level of 3%, taking into account also
the HLT efficiency measurements (Fig. 3.6).

uncertainty. Any uncertainty stemming from this assumption is expected to be negligible
for the analysis. As for the electrons, the ID+ISO requirement introduces a dependency
on the simulated underlying event, i.e., a strong pT dependency of the scale factor.
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Figure B.7: Data- and MC-based efficiencies, as well their ratio, for the muon reconstruc-
tion as a function of the probe |η| integrated at pT > 15 GeV. The dips in efficiency close
to |0.3| are due to the regions with less instrumentation between the central muon wheel
and the two adjacent wheels.
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Figure B.8: Comparison between the measured and expected identification (a, b) and the
combined identification with isolation (c, d) muon efficiencies as a function of the probe
η (a, c) or pT (b, d). The simulation is systematically higher than the data as a result of
small imperfections in the model, which are revealed by the stringent requirements for a
muon to satisfy tight identification criteria.
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QCD multijet model from data and isolation of charged leptons
Appendix C: QCD multijet model from data and isolation of charged

leptons

QCD multĳet production is an important background to measurements of single top
quark cross sections, e.g., in the t channel. These events become signal-like when an
additional lepton is presented in the final state, where a lepton could simply be the decay
product of a hadron formed within jets. Typically, such “nonprompt” leptons, as opposed
to leptons having been produced from the hard scattering, are surrounded by many
activities within the jet. On the other hand, leptons arisen out of the W boson leptonic
decay are expected to be isolated, meaning that they should be found in a restricted
spatial region where they contribute with a significant fraction in the deposited energy.
Therefore a QCD enriched data sample, yet orthogonal with the signal region, is achieved
using leptons that fail the isolation requirement (Eq. (3.2)) since the region with reduced
isolation starts to become overwhelming in QCD [TH5]. The question left to be answered
concerned with the isolation region(s) that allow the optimal reduction of QCD, however, at
the same time retaining as much QCD as required to have a proper data-based modeling
of this background process, plus of its verification.

Given the associated theoretical uncertainty in the modeling of the QCD multĳet pro-
cess, for instance stemming from a not precise enough knowledge of the cross section or
the approximate description of the underlying hadronic activity, it is necessary to predict
the size and properties of this process by data. A reliable model for determining QCD con-
tamination is then derived by fitting templates of all physics processes to the x (≡ mW

T )
discriminant (Fig. C.1), i.e.,

F (x) = NQCD × Q(x) + Nnon-QCD ×W (x) . C.1

The W (x) templates, representing the signal and other non-QCD background pro-
cesses, are taken from MC simulation (Table C.1). After having subtracted non-QCD
contamination, the Q(x) template is constructed from a dedicated control sample that
will be described in the following.

Figure C.1: A fictitious example that establishes the basic principle behind data-based
QCD multĳet estimation. The QCD shape distribution is extracted by data over a phase
space in the proximity of the signal region. The total amount of QCD events is then
determined by a template fit having utilized a variable that discriminates QCD against
non-QCD processes.
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Table C.1: Event yields for the main processes in the 2j1t category, satisfying the selection
as described in Ref. [TH13] and using 2.3 fb−1 of pp collisions at

√
s = 13 TeV. The quoted

uncertainties are of statistical nature. All yields are taken from simulation, except for
QCD multĳet events where the yield and the associated uncertainty are determined from
data.

Process µ+ µ−

Top quark (tt and tW) 6837 ± 13 6844 ± 13
V (V=W, Z)+jets 2752 ± 82 2487 ± 76
QCD multĳet 308 ± 154 266 ± 133

Single top quark t-channel 1493 ± 13 948 ± 10

Total expected 11390 ± 175 10545 ± 154

Observed 11877 11017

As important as rejecting QCD away is, constraining the amount of its residual con-
tribution to the analyses sensitive window is equally crucial. Indeed, Figs. C.2a - C.2d are
representative examples of the reconstructed mT in the 2j0t and 2j1t regions within a m`νb

window around the top quark mass (SR) containing leptons with Iµrel < 0.06. More specif-
ically, reasonable agreement between data and simulation was found, after both QCD
and non-QCD components have been scaled to the estimated contribution, the latter de-
termined by the fit process in Eq. (C.1). Thus a separation of Iµrel > 0.12−0.15 effectively
results in a high statistics model for the QCD background, while non-QCD contamination
becomes less dominant. The region in between 0.06 < Iµrel < 0.12−0.15 can be then used
for the verification of such in-situ model for the QCD multĳet, in a way similar to what
was performed in Ref. [TH12].

By reperforming the template QCD against non-QCD fit over the mT variable in a
range of 0.01 < Iµrel < 0.15, it was found that the separation in the three distinct Iµrel

regions seems to be optimal. Just to note that the choice of Iµrel < 0.15 was simply made
in view of the centrally provided working point for the muon isolation. In Fig. C.3, S/B
is plotted as a function of Iµrel, with S and B the number of best-fit non-QCD and QCD
multĳet events, i.e., as determined from Eq. (C.1). An additional cross-check has been
done, by means of using the template QCD against non-QCD fit over the pmiss

T variable
(Fig. C.3c) in a range of 0.03 < Iµrel < 0.1 and with a finer step size of 0.05.

C.0.1 Pileup mitigation techniques for the isolation of charged leptons

Implementation of the PUPPI algorithm in CMS

In CMS, various techniques for pileup mitigation have been developed, with the most
prominent example the CHS algorithm (see Section 3.3.1). Several new techniques
have recently been proposed including the pileup per particle identification (PUPPI) tech-
nique [190]. In contrast to CHS that only removes charged particles from pileup, PUPPI
also calculates probabilities for each neutral particle of pileup or not origin and weights
them based on that probability. Therefore, physics objects clustered from hadrons, such
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Figure C.2: It is customary events to be divided in categories according to the number of
jets and b-tagged jets using the naming convention of “n-jet-m-tag,” referring to events
with n jets, m of which are b tagged. The reconstructed mT distributions are shown for
the 2j0t (a, b) and 2j1t (c, d) categories for events satisfying the selection as described
in Ref. [TH13], separately for positively (a, c) and negatively (b, d) charged muons, using
2.3 fb−1 of pp collisions at

√
s = 13 TeV. The fit template for the QCD multĳet component

is derived from a sideband region in data. Only the statistical uncertainty is taken into
account in the fit.

as jets, or reconstructed from particles assessed with PUPPI, such as ~pmiss
T and the iso-

lation of charged leptons, are expected to be less affected by harsher pileup conditions.
Below, basic information on such techniques, applied to the lepton isolation, is given
along with performance comparisons against the nominal isolation method (Eq. (3.2)).
The impact of pileup mitigation techniques on object reconstruction performance, includ-
ing the commissioning of PUPPI in the complete data sample in 2016, will be detailed in
Ref. [299].
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(a) (b)

(c)

Figure C.3: S/B as a function of Iµrel over the entire mT > 0 GeV variable region (a), in the
extrapolated signal region of mT > 50 GeV (b), and over the entire pmiss

T > 0 GeVregion
overplayed (c) [AN12].

For each particle, a local shape variable, α, is defined that is sensitive to differences
between the hadronization of quarks and gluons and the soft diffuse radiation coming
from pileup in the neighborhood of the particle, namely, particles from a parton shower
are expected closer to each other, whereas pileup particles are distributed more homo-
geneously. The α variable can be then used as a weight to rescale the four-momenta of
each particle at the particle level, i.e., before any clustering process is deployed. These
weights thus serve as a metric of the probability that the particle originates from pileup
interactions; a weight of unity (zero) is assigned to particles considered to originate from
the leading (pileup) vertex. Furthermore, the algorithm flexibly allows combination with
experimental information associated with vertex and timing performance, as described in
the following.

In particular, the PUPPI algorithm is implemented using PF candidates in CMS. The
variable α is separately defined in the central (within tracker acceptance) and forward
(outside tracker acceptance) regions, and for any given PF candidate i is defined as

αi = log
∑

j,i,∆Rij<0.4

(
pTj

∆Rij

)2
for |ηi | < 2.5, j are charged particles from leading vertex

for |ηi | > 2.5, j are all kindss of reconstructed particles
C.2

where pTj is the transverse momentum of any neighboring particle j, ∆Rij is the distance
between particle i and j on the (η–φ) plane, and the summation extends over all particles j
within a cone of radius 0.4 around the PF candidate i. In the central region of the detector,
i.e., up to |η| < 2.5 where the tracking information is available, particles j are charged
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particles from LV, while no such distinction can be made for particles in the forward
region, i.e, in the |η| > 2.5 region. In addition, charged PF candidates not associated with
any PV are used in the calculation, if they satisfy a loose requirement—a multiple of the
vertex reconstruction resolution—on dz, where dz is the distance between the track and
LV in the z direction.

A χ2 approximation

χ2
i =

(αi − αPU)2

RMS2
PU

, C.3

where αPU is the median value of the αi distribution for all charged PF candidates asso-
ciated with the pileup vertices in the event, and RMSPU is the corresponding root-mean-
square (RMS) of the αi distribution, is used to determine the likelihood that a PF candidate
originates from pileup. The numerator is defined to be sensitive to the direction of the
deviation of αi from αPU, given that α receives different values for particles from the lead-
ing vertex relative to particles of pileup origin. Within the tracker acceptance, αPU and
RMSPU are calculated using all charged pileup PF candidates, while in the forward region
they are calculated either using all the particles in the event.

The χ2 variable in Eq. (C.3) is finally transformed to a weight using the relation

wi = Fχ2,dof=1(χ2
i ) , C.4

where Fχ2,dof=1 is the cumulative distribution function that approximates the χ2 distribu-
tion with one degree of freedom of all PF candidates in the event. The weights range from
zero to one, with zero indicating PF candidates originating from a pileup vertex, whereas
PF candidates originating from a PV have values close to unity. Only charged PF candi-
dates associated with the LV receive the value of unity. The wi distribution is of interest
above a minimum threshold, i.e., it is trimmed by rejecting particles with a probability of
more than 99% to originate from pileup, and the minimum scaled pT of neutral PF candi-
dates is further required to be wi × pT,i > (A+B×NPV), where NPV is the reconstructed PV
multiplicity. In this equation, A and B are adjustable parameters that depend on η and
whose purpose is to ensure uniform jet energy response. An optimization of the tunable
parameters is performed separately in the regions |η| < 2.5, 2.5 < |η| < 3, and |η| > 3, to
achieve optimal performance related to jet kinematics and pmiss

T resolution.

Figure C.4 displays the metric, the weighting function, and the particle weights of
PUPPI algorithm form implemented in CMS. Events are selected online based on jet trig-
gers [163] and are required offline to be associated with a scalar jet pT sum of at least
1 TeV. The separation power (Fig. C.4a) of the variable α between particles from the lead-
ing and pileup vertices reveals the majority of the charged particles from the latter having
a value below about eight, with only a small fraction of (mostly high momentum) particles
ending up to higher values. In addition, comparing the neutral to charged particle distri-
butions, it becomes clear that the α distribution is qualitatively similar for these two types
of PF candidates, confirming that αPU and RMSPU computed exclusively based on charged
particles can be used to compute weights for neutral particles. The χ2 (Eq. (C.3)) is well
modeled (Fig. C.4b) and is less affected by the mismodeling in simulation. The shape of
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(a) (b) (c)

Figure C.4: The performance of the PUPPI algorithm has been tested using a pp data
sample recorded in late 2016 (period “Run2016H”) at

√
s = 13 TeV, corresponding to

about 0.27 fb−1, and it is compared to QCD multĳet MC simulation [299].

the resulting PUPPI weight distribution (Fig. C.4c) is also reasonably well reproduced by
simulation for particles with relatively high weights, i.e., those likely to be originated from
LV, yet relevant for the subsequent clustering. The impact of the mismodeling at low wi

values, dominated by low pT particles from pileup interactions, on final observables is
small, since their weighted contribution on object reconstruction is negligible.

Definition and performance of PUPPI muon isolation

The lepton isolation, i.e., the scalar pT sum of particles surrounding a charged lepton,
is affected by pileup collisions. One of the standard techniques used in CMS to mitigate
pileup contamination is the δ� corrected isolation (Eq. (3.2)) In this technique the δ�

correction subtracts the contamination on average, whereas PUPPI is able to correct on
a particle-by-particle basis. A straightforward application of the PUPPI algorithm to the
muon isolation can be defined as

Iµ
i

PUPPI =
∑

∆R(i,j)<0.3,0.4

wjpjT , C.5

where pjT and wi are the transverse momentum and PUPPI weight of the particle j, and
the sum is considered for all particles in the cone with radius of 0.3 or 0.4 around muon
in question. Although this treatment is favourable for muons from, e.g., semileptonic
hadron decays, in the case of prompt muons the metric α calculates higher weights to
all neutral particles surrounding muons, and hence introducing some pileup dependence
on the isolation efficiency. An alternative type of isolation can be defined by excluding
charged leptons from being of type j in Eq. (C.2). In following, the isolation defined with
the former (default) PUPPI weight is referred to as “with lepton” (WL) and the latter as
“without lepton” (WOL).

The performance of muon isolation is tested using MC simulation of single top t-
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channel and QCD multĳet events using a pileup distribution with a mean of about 20.
The samples used for the study are described in Ref. [TH12]. The efficiency is calculated
with respect to reconstructed muons with pT greater than 20 GeV in |η| < 2.4. Muons
are selected, if the relative isolation is smaller than a certain threshold, and the fraction
of them passing the criteria is referred to as isolation efficiency for prompt muons and as
fake rate for nonprompt muons.

Figure C.5 shows receiver operating characteristic (ROC) curves, i.e., the efficiency
as a function of the fake rate, scanning the threshold on the isolation. Compared to δ�
correction, the PUPPI-WL isolation provides a higher rejection power, while the PUPPI-
WOL isolation provides higher signal efficiency, as originally intended. In addition, and
according to these findings, for the δ� corrected isolation a cone size of ∆R = 0.3 seemed
to be more promising, instead of the usual 0.4. However, a rough calculation based on
the expected significance as a figure of merit, but modified [300] to include a systematic
uncertainty of 50% in the QCD multĳet background, revealed little-to-no gain in the
measurement of the t-channel production cross section.

(a) (b)

Figure C.5: Comparison of the pileup mitigation techniques in the case of muon inclusion
(a) or exclusion (b) from the calculation of the charged isolation deposits in Eq. (C.5). The
δ� corrected isolation (Eq. (3.2)) is presented for two different cone sizes, i.e., ∆R = 0.3
and 0.4. The combined isolation, defined as the mean of with- and without-lepton (WL
and WOL) definitions of the PUPPI isolation, has been found to provide a slightly better
performance along the usual operation region. A second algorithm has been developed,
the so-called “PF reweighting,” that also rescales the four-momentum of neutral hadrons
and photons with weights calculated based on their kinematics with respect to the PU-
or non-PU-charged tracks in the event [AN12].
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