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Abstract

The discovery of the Higgs boson (H) constitutes a tremendous success for the
standard model (SM) of particle physics. A crucial property of the Higgs boson
is its ability to interact with itself, at a strength precisely predicted by the SM.
Measuring this interaction strength is essential to consolidate our understanding
of the cornerstone of the mechanism of spontaneous symmetry breaking. The
most direct way to access this interaction is to observe the simultaneous
production of two Higgs boson (HH) in the collisions of protons provided by the
CERN Large Hadron Collider (LHC). Furthermore, there are reasons to believe
that the SM is not a complete description of the fundamental particles and
interactions. While in the SM, HH production is so rare that it is not expected to be
discovered soon, in many scenarios extending the SM its rate can be enhanced
to observable levels. This can be due to deviations of the Higgs boson's couplings
from SM predictions, or to the production of a ne...
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Introduction

The standard model (SM) of particle physics is humanity’s best-achieving theory for the

description of elementary particles and their interactions. Based on a moderate amount

of hypotheses and inputs, it can be used to formulate countless and precise predictions,

which have so far shown an impressive agreementwith experimental data. The discovery

of the Higgs boson by the ATLAS and CMS experiments at the Large Hadron Collider

(LHC), almost 6 years ago, has spawned a scientific programme involving a detailed

study of the Higgs boson’s properties, such as its interactions with other particles of the

SM. One of these properties, the interaction of the Higgs boson with itself, constitutes

a crucial prediction of the SM that has as yet eluded experimental confirmation. The

most direct method to characterise this interaction and thus to test the cornerstone of

the SM, the mechanism of spontaneous symmetry breaking, is to observe and measure

the simultaneous production of two Higgs bosons (HH) in the high-energy collisions of

protons provided by the LHC. Unfortunately, HH production is a process so rare that

its discovery is not expected before at least two decades.

Despite its tremendous successes, the SM suffers from a number of shortcomings that

have led to the development of candidate models postulating the existence of new

particles and interactions. This “New Physics” could lead to noticeable deviations

from SM predictions, which can be actively searched for using two complementary

approaches. If new states are light enough that they can be frequently produced in LHC

collisions and if they then decay to SM particles, they could be discovered through the

study of these decay products. Numerous models of New Physics involve resonances

that may decay to pairs of Higgs bosons, enhancing the rate of HH production to

observable levels. On the other hand, these new states may well be too massive and

out of direct reach of the LHC. Their existence could still be visible through indirect,

nonresonant effects they imprint on SM processes at lower energies. These effects can

be parameterised in a rather generic manner, without having to rely on too numerous

assumptions. The HH process is highly sensitive to these effects, so that also in this

situation an early discovery of Higgs boson pairs at the LHC is conceivable.

Higgs bosonpairproduction is burieddeep inside thedata collectedbyLHCexperiments.

In order to increase our chances of observing it, our best bet is to consider several

experimental channels corresponding to different decay modes of the pair-produced

bosons. In this thesis, we have targeted the case where one Higgs boson decays to a

pair of bottom quarks, and the other Higgs boson decays to two vector bosons (W or Z

bosons) which themselves yield two charged leptons (such as electrons or muons) and

two neutrinos. We have analysed a sample of events collected by the CMS detector using

proton-proton collisions at a centre-of-mass energy of 13 TeV, with the aim of observing

the production of Higgs boson pairs in that final state. The events contain a pair of

reconstructed charged leptons (electrons ormuons) and a pair of b-tagged jets. To reduce
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the contamination due to abundant SM background processes, such as the production

and decay of top quark pairs or Z bosons in association with jets, we have constructed

and applied for the first time parameterised neural networks trained to recognise signal

from background events. The invariant mass of the selected jets as well as the score

of these multivariate classifiers provide a powerful signature with which to probe the

resonant and nonresonant production of Higgs boson pairs. Based on these observables,

we have reported the agreement between the data and SM predictions as a function

of the hypothesised resonance mass or as a function of parameters encoding possible

deviations from SM predictions of the Higgs boson’s couplings, namely the strength of

the Higgs boson self-coupling and the strength of the Higgs boson’s interaction with

the top quark.

The results presented in this thesis have been published in the following paper:

“Search for resonant and nonresonant Higgs boson pair production in the bb`ν`ν final state in
proton-proton collisions at

√
s � 13 TeV,” JHEP 1801 (2018) 054,

and have been documented by these internal notes:

• “Search for resonant production of two Higgs bosons in the bb`ν`ν final state in 2016 data,”
CMS AN-2016/444

• “Search for production of two Higgs bosons in the bb`ν`ν final state in 2016 data,”
CMS AN-2016/430

Moreover, intermediate results obtained in the same final state but not described in the

present thesis have been described in these public and internal notes:

• “Search for Higgs boson pair production in the bb`ν`ν final state at
√

s � 13 TeV,” CMS-

PAS-HIG-16-024

• “Search for production of two Higgs bosons in the bb`ν`ν final state,”CMSAN-2016/177

We have organised this text as follows. First, the theoretical framework of the SM as

well as the methods used to generate quantitative predictions are introduced, and we

portray the process of Higgs pair production in the SM. We then outline the effective

field theory approach for describing indirect effects on HH production due to New

Physics at energies not directly attainable at the LHC, and show how these effects can

be efficiently modelled. Different models predicting the resonant production of Higgs

boson pairs are also listed. We conclude the chapter by giving a brief overview of the

current experimental results on HH production. In the second chapter, we describe the

CMS detector and the algorithms used to reconstruct and identify the different particles

produced in proton collisions, relevant for the process in which we are interested.

The simulation of the detector and its calibration, as well as the machine-learning and

statistical tools instrumental in ourwork are then detailed. The third chapter is dedicated

to our analysis of CMS data. We start by describing the event selection procedure and

the methods used for background estimation, in particular the dedicated technique

developed to model the production of Z bosons in association with b jets. We then

report on the multivariate techniques employed to increase our sensitivity to the signal,

the systematic uncertainties that affect the interpretation of the data, and the extraction

of the results. Finally, in the fourth and last chapter we point to a few ideas that might be

pursued in case this work is repeated with the larger amounts of data that are becoming

available, and give our conclusions.



1.
Chapter

Higgs boson pair production in
the Standard Model and Beyond

In this chapter, we describe the standard model (SM) of particle physics, which is based

on the general framework of quantum field theory (QFT). Since a theory is not of much

use if it cannot generate predictions that can be confronted with experiments, we will

review some of the methods and tools used to formulate predictions such as scattering

and decay rates of particles. Next, the process of double Higgs production (HH) in

proton-proton collisions is introduced. We then show different situations in which HH

might deviate from SM predictions, and conclude with a short review of the current

experimental results on double Higgs production.

Throughout this chapter, we follow the notations and conventions adopted by Peskin

and Schroeder [1]. In particular, we denote space-time coordinates and momentum

by x � xµ � (t ,xxx) and p � pµ � (E,ppp), respectively, and define ∂µ ≡ ∂/∂xµ. The metric

signature used is (+,−,−,−), so that a free particle of mass m with momentum p satisfies

p2

� m2

. We denote generically by φ a scalar field and by ψ a Dirac spinor, with its

conjugate written as ψ≡ψ†γ0

. The γµ are the Dirac matrices, for which we use theWeyl

representation; as usual we have γ5 ≡ iγ0γ1γ2γ3

. Symbols for specific particles (such

as ν, e, H, . . . ) are either used to denote the particle or the associated (scalar, spinor or

vector) field; the meaning can be inferred from context.

We introduce here some geometrical conventions that will be used in this and the next

chapters. As our experimental methodology relies on head-on collisions of protons,

we choose a right-handed orthonormal coordinate system centered on the collision

point, with its z-axis pointing in the direction of one of the incoming protons, i.e. along

the beam axis. The momentum ppp � (px ,py ,pz) of a particle can be written in polar

coordinates as ppp �
��p�� · (sinθcosφ,sinθsinφ,cosθ), where θ is a polar angle measured

from the z-axis and φ is the azimuth of the projection of ppp on the x-y-plane, measured

from the x-axis. The transverse momentum p
T
is defined as the magnitude of the

projection of ppp on the x-y-plane, p
T
�

��p��sinθ. The rapidity of a particle is defined as:

y �
1

2

ln

(
E + pz
E − pz

)
. (1.1.)

Differences in y are invariant under Lorentz boosts along the z direction. The quantities

p
T
and φ are also invariant under such transformations, and so is the angular distance

∆R between two particles:

∆R �

√
(y

1
− y

2
)2+ (∆φ)2, where (1.2.)
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∆φ�min

(
|φ

1
−φ

2
|,2π− |φ

1
−φ

2
|
)
. (1.3.)

Two different unit systems are used in this work. The first is the International System of

units (SI), and is only used for quantities where SI units, i.e. m, kg, s, A, K and derived

units, are quoted explicitly. The second is a natural system based on the rationalized

Lorentz-Heaviside system, obtained by defining c � ε
0
� µ

0
� kB � ~� 1. In that system,

quantities can be expressed in terms of some powers of the unit of energy, chosen to be

the eV:

- [mass] = [momentum] = [energy] = [temperature] = eV

- [length] = [time] = eV
−1

Equations written in this chapter are understood to use this latter system, and so are all

quantities given in explicit units of eV.

1.1. The Standard Model of particle physics
The content of this section is mostly inspired by Refs. [1–4]. We start by briefly reviewing

the general principles of QFTs, defining observable quantities such as cross sections,

before describing the particles and interactions in the SM itself.

1.1.1. Quantum Field Theory and observables
Quantum Field Theory is the result of the union between quantum mechanics and

special relativity, more specifically the theory of relativistic fields. Given a free field φ(x),
where x � (t ,xxx) denotes space-time coordinates, we consider the Lagrangian density
L(φ(x),∂µφ(x)). From the principle of least action δS � 0, with S �

∫
d

4xL, we obtain

the Euler-Lagrange equations of motions for the field:

∂µ
∂L

∂(∂µφ)
− ∂L
∂φ

� 0 (1.4.)

For instance, the Lagrangian density and equation of motion for a free fermionic Dirac

field ψ of mass m read:

L
Dirac

�ψ(iγµ∂µ−m)ψ, (1.5.)

(iγµ∂µ−m)ψ�ψ(iγµ∂µ+m)� 0. (1.6.)

The free field can be quantised by defining creation and annihilation operators a†ppp and

appp , function of momentum ppp, in the spirit of the treatment of the quantum harmonic

oscillator. Eigenstates of the free particle Hamiltonian, corresponding to a collection of

n particles of momentum ppp, are then specified from the number of times nppp a creation

operator has acted on the vacuum |0〉: |nppp
1

nppp
2

. . .〉. The field, thus now promoted to

an operator, can be decomposed into Fourier modes, each of which is treated as an

independent oscillator:

φ(x) �
∫

d
3p

(2π)3
1√

2E(ppp)

(
appp e−ip·x

+ a†ppp e ip·x
)

(1.7.)
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Allowing the fields to interact, we work in the interaction picture where the Hamiltonian

obtained from the above Lagrangian is divided into the free and interacting parts,

H �H
0
+HI , and the time-dependence of the state vector is only due to the latter:

d |Ψ(t)〉
dt

� iHI (t) |Ψ(t)〉 , HI (t) � e iH
0
(t−t

0
)HI e−iH

0
(t−t

0
). (1.8.)

Since we are interested in computing cross sections or decay rates, we need to ex-

press the transition probability between an initial state |i〉 and a final state

�� f
〉
, cor-

responding to collections of non-interacting particles with well-defined momenta

pppini and pppouti in the far past and future, respectively. These probabilities can be ex-

pressed in terms of the S-matrix, which encodes the time-evolution of the initial state:

|Ψ(t→+∞)〉�S |Ψ(t→−∞)〉�S |i〉. Hence, the transition amplitude to the considered

final state

�� f
〉
is obtained by the projection

〈
f
��S��i〉. Using (1.8) and provided the inter-

action HI is “small”, the S-matrix can be written as a perturbative series, the Dyson

expansion:

S �

∞∑
n�0

(−i)n

n!

∫
· · ·

∫
d

4x
1
. . . d4xn T

{
HI (x1

) . . .HI (xn)
}
, (1.9.)

where HI is the interacting Hamiltonian’s density and T denotes the time-ordered

product. By virtue of Wick’s theorem, every term in the series (1.9) can be expressed as

a finite sum of normal products, from which amplitudes may now be computed. These

amplitudes can be represented by Feynman diagrams, which provide an easy way to

identify the terms that contribute to a given process at a given order in the perturbative

expansion.

As we will concern ourselves with scattering experiments, we will need to compute

scattering cross sections. Given two beams of particles meeting head-on, or a beam of

particles meeting a target at rest, the cross section is defined as the rate of scattering

events of a given type, divided by the incident particle flux. It has dimensions of area

and is directly related to the interaction probability between these particles, without

reference to the details of the beams. More generally, we will be interested in differential

cross sections, dσ(X)/dX , where the counting is carried out as a function of some

quantity X that can be expressed in terms of the outcoming momenta, {poutf }. Writing

S � 1 + (2π)4δ4

(
pin

1
+ pin

2
−∑

poutf

)
· iM

(
pin

1,2 →
{
poutf

})
(1.10.)

to isolate the part of the S-matrix describing the actual interactions between particles

intoM, the matrix element (ME), we can compute the fully differential cross section as

function of all final state momenta as:

dσ
dΦ

�

���M (
pin

1,2 →
{
poutf

})���2
F

, (1.11.)

where the phase-space differential and the flux factor are given by:
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dΦ� (2π)4δ4

(
pin

1
+pin

2
−∑

poutf

)∏
f

d
3pppoutf

(2π)3
1

2Eout

f

, (1.12.)

F � 4

√
(pin

1
· pin

2
)2−(pin

1
)2(pin

2
)2 � 4Ein

1
Ein

2
∆v. (1.13.)

In (1.13), ∆v is the relative velocity between the incident particles. This expression for F
shows that the cross section is invariant under Lorentz boosts along the direction of the

beam(s). Total or differential cross sections can be obtained from (1.11) by integrating

over all or part of the phase space. Differential or total decay rates, defined as the rate at

which unstable particles at rest decay to a given final state, can be computed in a similar

fashion by considering a single initial particle of mass M, and changing the flux factor

(1.13) to F � 2M.

The S-matrix can be obtained as a perturbative expansion, hence so do cross sections.

Assuming the strength of the interaction is governed by some coupling constant g,
defining α� g2/(4π) the expansion can be written as:

σ � σ
LO
·
(
1 +

α
2π
σ

1
+

( α
2π

)
2

σ
2
+ . . .

)
. (1.14.)

Wesee that the interaction hadbetterbeweak (α�1) if σ is to be computedperturbatively.

The lowest-order computation is referred to as leading order (LO); includinghigher-order

terms in (1.14) will result in more accurate predictions but is generally a challenging

task. Using one or two additional terms is referred to as next-to-leading order (NLO) or

next-to-next-to-leading order (NNLO), and so on.

The calculation of terms beyond LO involves diagrams containing loops through which

arbitrarily high momenta can flow. This leads to so-called ultraviolet divergences

in the amplitudes, which can fortunately be absorbed as redefinitions of the fields

and constants present in the Lagrangian, in a procedure dubbed renormalisation. The
requirement of renormalisability, which guarantees that the theory is insensitive to

unknown phenomena at very high energies and that well-defined predictions can be

extracted at experimentally accessible scales, imposes strong constraints on the possible

interactions we might consider. In particular, the coupling constants need to have

dimensions of energy to a power greater or equal than zero.

Through renormalisation, the “bare” coupling constants used in the expansion (1.14)

are replaced by “constants” which have acquired a dependence on an unphysical energy,

the renormalisation scale µR : α→ α(µR). The “running” of the coupling constant with

the scale is given by dα/d(logµ2)� β(α), where the Beta function β can be computed

perturbatively. The exact (nonperturbative) cross section σ is independent of µR , but

the truncation of the series (1.14) leads to a dependence of predictions on that scale,

creating an intrinsic uncertainty in every perturbative calculation. This uncertainty is

generally estimated by varying µR by a factor of two around some central value taken

to be a typical energy scale of the process at hand, however let us stress here that this

procedure is ad-hoc and often optimistic in estimating the size of missing higher-order

contributions. Including additional terms in the expansion will result in a reduced

dependence on µR , i.e. more precise predictions.
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1.1.2. Particles and symmetries in the Standard Model
In the current state of affairs, we have no way to predetermine the content of the

Lagrangian in terms of elementary particles, but have to rely on experimental data. A

particle is considered elementary (point-like) as long as is has not exhibited any internal

structure. Particles possess a number of properties such as mass, spin, charges, which

can be used to classify them. Matter particles have spin
1/2 and can be divided into

leptons and quarks. Leptons comprise neutrinos, which are electrically neutral and have

extremely small but non-zero mass, and “charged leptons” such as the electron and its

heavier copies, which have a charge of −1 in units of e. Quarks differ from leptons in

that they partake in the strong interaction, and that they have fractional electric charges

2/3 or −1/3.
As it turns out, leptons and quarks come in three generations of particles, differing only by

their mass. No additional generation has been found so far, and it is unknownwhy there

should be exactly three of them. Only the lightest quarks, “up” and “down”, together

with the electron make out all ordinary visible matter. The species of the six different

leptons and six different quarks is referred to as flavour.
All (charged) matter particles can be described as Dirac fermions, and hence come

in both particles and anti-particles which have opposite charges but appear otherwise

identical. Neutrinos being neutral and massive, they could either be Dirac or Majorana

fermions, a possibility that is still being investigated.

The known elementary matter particles are listed in Tab. 1.1.

The concept of symmetry plays a central role in the construction of the SM. To begin

with, the requirement that the theory obeys special relativity implies that the action

should be invariant under translations, rotations and boosts, which together make out

the Poincaré symmetry group. Each particle, or field, is thus embedded in a particular

irreducible representation of the Poincaré group, characterised by Casimir invariants

corresponding to mass and spin.

While the Poincaré group consists of global transformations, acting identically at every

point of space-time, the description of interactions between elementary particles can be

achieved by imposing invariance under local transformations acting on internal degrees

of freedom of the fields. Indeed, the theory can be made invariant under such local gauge
transformations if we introduce additional fields which themselves transform under the

adjoint representation of said gauge symmetry group. Each generator of the group then

corresponds to a gauge boson, a particle of spin one, which can be seen as a mediator of

the corresponding interaction between matter particles. If the group is non-abelian, the

gauge bosons will also interact with themselves via three- and four-point vertices, whose

strengths are all related the same coupling constant thanks to gauge invariance.

The gauge bosons of the SM are listed in Tab. 1.2. The mass of these bosons is directly

related with the range of the interaction. For instance, the photon being massless,

electromagnetism has infinite range.

Once the symmetries of the theory and the matter content have been specified, every

possible combination of fields allowed by these symmetries and leading to a renormalis-

able theory must be included into the Lagrangian. Moreover, finding out which are the

underlying symmetries of the theory can only be achieved through experimentation.
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Table 1.1. Summary of leptons and quarks in the SM. Masses are taken from Ref. [5]. Charged

lepton masses are quoted with four significant digits, but are known to much better precision (10

significant digits for e and µ ; 5 for τ). Electric charges are given as multiples of the absolute charge

of the electron. Note that for neutrinos and quarks, mass eigenstates do not correspond to flavour

eigenstates. Only upper limits on neutrino masses can be given, reported here using the upper

limit on the sum of stable neutrinos obtained from cosmological measurements [6]. At least two

neutrino states must have non-zero mass. Quark masses are given as running masses in the MS

scheme, except for the top quark, for which the direct measurement is used.

Generation 1 2 3

L
e
p
t
o
n
s

Name, symbol electron neutrino, ν
e

muon neutrino, νµ tau neutrino, ντ
Mass ←−−−−−−−−−− ∑

ν i < 0.0926 eV @ 90% C.L.−−−−−−−−−−→
Electric charge 0 0 0

Name, symbol electron, e muon, µ tau, τ

Mass 511.0 keV 105.7 MeV 1.777 GeV

Electric charge -1 -1 -1

Q
u
a
r
k
s

Name, symbol up, u charm, c top, t

Mass 2.2+0.6
−0.4 MeV 1.28(3)GeV 173.5(6)GeV

Electric charge
2/3 2/3 2/3

Name, symbol down, d strange, s bottom, b

Mass 4.7+0.5
−0.4 MeV 96

+8

−4
MeV 4.18

+0.04

−0.03
GeV

Electric charge
−1/3 −1/3 −1/3

Table 1.2. The gauge bosons in the SM and the interaction they carry. Their masses are taken

from Ref. [5]; for the gluon only the theoretical mass is given.

Name Mass Interaction

Photon, γ 0 (< 1×10
−18

eV) Electromagnetism

Z boson 91.1876(21)GeV

Weak interaction

W
±
bosons 80.385(15)GeV

Gluons, g 0 Strong interaction
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In the context of symmetries, it is important to mention Noether’s theorem, which states

that for every continuous symmetry there is a corresponding conservation law. The

conserved quantities in the case of the Poincaré group are energy, momentum and

angular momentum, whereas for the gauge symmetries these are various charges such

as the electric charge.

Quantising a gauge theory leads to subtleties into which we will not enter, such as

gauge fixing or the introduction of ghost fields. Suffice to mention that the formulation

of interactions in terms of gauge symmetry has desirable consequences, such as the

guarantee that the theory is renormalisable. However, it also implies that gauge bosons

should bemassless, since amass termwould violate gauge invariance. This inconsistency

with experimental data, which clearly show that the bosons of the weak interaction are

massive, has been resolved thanks to the concept of spontaneous symmetry breaking

detailed in the next section.

1.1.3. Electroweak interactions and Higgs mechanism
Electroweak theory has developed from the union of quantum electrodynamics (QED),

the quantum field-theoretic description of electromagnetism, and Fermi theory [7], in

which weak interactions are modelled using operators of the type

L
Fermi

⊃
GF√

2

(
νγµ(1 − γ5

)`
) (
`γµ(1 − γ

5
)ν

)
+ h.c., (1.15.)

where GF ≈ 1.166×10
−5

GeV
−2

is the Fermi constant. Similar terms can be written for

the quarks but shall not be explicited here. The vector and axial coupling structure

“V-A”� γµ(1−γ5
) accounts for the observation that weak interactions violate parity, as

shown by the Wu experiment [8] or by the τ − θ puzzle. Fermi theory successfully

describes phenomena such as Beta decay of the muon and neutron, low-energy neutrino-

electron scattering, and various meson decays. However, such a model is bound to fail

since the four-fermion interaction (1.15) is of dimension six (the coupling GF being

of dimension -2). It is hence not renormalisable, and to make things worse it violates

unitarity bounds for processes such as νe→ νe scattering at energies of ≈ 100 GeV.

From these and other considerations such as the discovery of neutral-current weak

interactions by the Gargamelle experiment [9], the theory can be rephrased by first

defining the left- and right-handed projections of the fermion fields:

PL,R �
1

2

(
1∓γ

5

)
, ψL,R ≡PL,Rψ. (1.16.)

In the ultra-relativistic limit, these chiral states identify with helicity eigenstates, left-

or right-handed fermions having left- or right-handed helicity (and conversely for

anti-particles). As can be seen from (1.15), the weak interaction only couples to the

left-handed quarks and leptons:

LLL �

©«
ν

eL

eL

ª®¬ , ©«
νµL

µL

ª®¬ , ©«
ντL

τL

ª®¬
 , QQQ �

©«
uL

dL

ª®¬ , ©«
cL

sL

ª®¬ , ©«
tL

bL

ª®¬
 , (1.17.)

which have been placed in doublets of the SU(2) group,while the right-handed fermions
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are kept in singlets:

eee �
[
eR , µR , τR

]
, uuu �

[
uR , cR , tR

]
, ddd �

[
dR , sR , bR

]
. (1.18.)

Note that we do not introduce right-handed neutrinos; this possibility will be briefly

discussed later in the context of neutrino masses.

The theory can then be gauged through the introduction ofmediatorfieldsWWWµ transform-

ing under the adjoint representation of SU(2). As already mentioned, this construction

however contradicts the observation that the weak interaction is short-ranged. Further-

more, fermions are now bound to remain massless, since Dirac mass terms such as eReL
are not invariant under SU(2) rotations of the doublets defined in (1.17).

These issues were resolved in the Glashow–Weinberg–Salam model [10–13], building

on the notion of spontaneous breaking of gauge symmetry introduced independently

by Brout and Englert [14], Higgs [15,16], and Hagen, Guralnik and Kibble [17]. In this

model, the above symmetry group is extended as SU(2)L×U(1)Y , where Y is the weak
hypercharge and U(1)Y is gauged using the mediator Bµ. The fermions are coupled to

the bosons as:

L
fermion

�

∑
i ,ψ

ψi(iγµDµ)ψi , i � 1,2,3; ψ�LLL,QQQ (1.19.)

+

∑
i ,ψ

ψi(iγµD′µ)ψi , i � 1,2,3;ψ� eee ,uuu ,ddd (1.20.)

The covariant derivatives are given by:

Dµ
� ∂µ− i g

σσσ
2

·WWWµ− i g′
Y
2

Bµ (1.21.)

D′µ � ∂µ− i g′
Y
2

Bµ , (1.22.)

where two coupling constants g and g′ are introduced. The generators of SU(2)L are

represented as the Pauli matrices σσσ� (σ1 ,σ2 ,σ3), satisfying [σi ,σ j] � iεi jkσk
, with εi jk

the structure constants of SU(2) (summations over repeating indices are understood).

The normalisations of the generators Y are tuned for each field so as to recover the

observed electric charges when defining the charge operator as Q � (σ
3
+Y)/2.

The Lagrangian also contains kinetic and interaction terms for the gauge bosons:

L
gauge

�−1

4

WWWµνWWW
µν− 1

4

BµνBµν , (1.23.)

whereWWWµν andBµν are the field strength tensors obtained fromWWWµ andBµ, respectively:

W
i
µν � ∂µW

i
ν−∂νW

i
µ− gεi jk

W
j
µW

k
ν , (1.24.)

Bµν � ∂µBν−∂νBµ (1.25.)

In addition, a complex scalar doublet of SU(2)L , with weak hypercharge Y � +1, is

introduced:
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φ�

(
φ+ φ0

)T
(1.26.)

L
scalar

�Dµφ
†Dµφ−V(φ†φ), V(φ†φ)� µ2φ†φ+λ(φ†φ)2 , (1.27.)

where V is the most general potential under the requirements of gauge invariance and

renormalisability. The scalar is allowed to interact with the fermions via Yukawa terms:

L
Yukawa

�−
∑

i

Y i j
e

(
L

i ·φ
)

e j
+h.c. (leptons) (1.28.)

−
∑
i , j

Y i j
u

(
Q

i ·φC
)

u j −
∑
i , j

Y i j
d

(
Q

i ·φ
)

d j
+h.c., (quarks) (1.29.)

with φC
� iσ

2
φ∗. The YYYe , YYYu and YYYd are the Yukawa couplings for the leptons, up- and

down-type quarks, respectively, and are matrices in flavour space.

As long as µ2 ,λ > 0, the scalar potential has a minimum at 0 and the SU(2)L ×U(1)Y
symmetry is manifest. However, if µ2 < 0, the potential acquires a non-trivial minimum

with a vacuum expectation value (VEV) at 〈0|φ†φ |0〉 � v2

�−µ2/λ, and the vacuum

state is then no longer invariant under SU(2)L ×U(1)Y . The symmetry is said to be

spontaneously broken, but it is rather hidden in a delicate interplay between various terms

in the Lagrangian. The physical consequences can be made explicit by expanding the

field around the new VEV and choosing a polar parameterisation:

φ(x) � 1√
2

exp (iσσσ · ξξξ(x)/v) ©«
0

v+H(x)
ª®¬ . (1.30.)

In (1.30), theξξξ fields arewould-beGoldstone bosons. These can be removedbyperforming

an SU(2)L rotation, so that in unitary gaugewe have:

φ(x) � 1√
2

©«
0

v+H(x)
ª®¬ . (1.31.)

Inserting (1.31) back into the Lagrangian, we obtain i.a. mixing terms between the WWWµ
and Bµ fields. From the chosen vacuum state and the definition of Q, it is clear that

there remains an unbroken symmetry group which can be identified with the U(1)
EM

group of QED. This is made manifest by mass-diagonalising the gauge bosons as

©«
Zµ

Aµ

ª®¬ �
©«
cosθw −sinθw

sinθw cosθw

ª®¬ ©«
W

3

µ

Bµ

ª®¬ , tan θw �
g′

g
, W

±
µ �

1√
2

(
W

1

µ ∓ iW2

µ

)
, (1.32.)

where θw is the so-called weak mixing angle. Using (1.31) and (1.32), the various

interaction and mass terms can be read from the Lagrangian, featuring:

• charged W bosons with mass m
W

� gv/2,
• a neutral Z boson with mass m

Z
� m

W
/cosθw ,

• a neutral andmassless photon A associatedwith the unbroken group U(1)
EM

, whose
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coupling constant e � gsinθw � g′cosθw is precisely the electromagnetic coupling

constant.

Hence, out of the four degrees of freedom of φ, three are the pseudo-Goldstone bosons

and have been “absorbed” by the W and Z bosons, providing them with the longitu-

dinal polarisation needed to make them massive. The remaining degree of freedom

corresponds to a scalar particle, the Higgs boson H. The Higgs boson interacts with the

massive gauge bosons, with couplings proportional to the squared boson masses, and

restores unitarity in VV→VV scattering reactions (V�W ,Z). In addition, the Higgs is

endowed with a dynamics of its own, given by the Lagrangian:

L
Higgs

�
1

2

∂µH∂µH − µ2

H
2 − λvH

3 − λ
4

H
4 (1.33.)

In particular, (1.33) yields:

• a Higgs boson mass, m
H
�

√
−2µ2

�

√
2v2λ measured as 125.09(24)GeV [18],

• a cubic or trilinear self-coupling λv, to which we shall return later,

• and a quartic self-coupling λ.

The Fermi interactions introduced in (1.15) can now be retrieved as a low-energy limit

of the above model. Indeed, the four-fermion interaction is promoted to a W boson

exchange, but if the momentum transfer k in the reaction is small compared to the W

mass, the amplitude satisfies:

g

2

√
2

J†µ
gµν − kµkν/m2

W

k2 − m2

W

g

2

√
2

Jν −−−−−−→
k2�m2

W

g2

8m2

W

J†µ J
µ , (1.34.)

with Jµ � `γµ(1−γ5
)ν. Thus, we have:

GF√
2

�
g2

8m2

W

�
1

2v2

, (1.35.)

andwe deduce v≈246GeV. The Fermi interaction (1.15) is called an effective operator, and
its coupling is inversely proportional to the scale at which the new degrees of freedom

(weak and Higgs bosons) appear. Knowing the values of GF , α(mZ
)� e2/(4π) ≈ 128

−1

,

m
Z
and m

H
, we get:

θw ≈ 0.5, µ2 ≈ −(88 GeV)2 , λ ≈ 0.13 (1.36.)

Crucially, while the symmetry breaking VEV can be retrieved from the Fermi constant,

it is the knowledge of the Higgs boson mass that completely fixes the shape of the scalar

potential, through the relations between µ2

, λ and v.

To conclude this section, let us return to the fermion Yukawa coupling matrices intro-

duced above. There is only one such matrix for leptons, and we are free to rotate them

in flavour space so as to diagonalise it. After symmetry breaking, by using (1.31) we

obtain for each charged lepton ` a term:
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L
Yukawa

⊃ −
Y`v
√

2

(
`L`R + `R`L

) (
1 +

H

v

)
(1.37.)

Thus, spontaneous symmetry breaking also provides a mass m` �Y`v/
√

2 to the leptons,

as well as residual Yukawa interactions between the leptons and the Higgs boson, with

strength proportional to their mass. The story is similar for quarks, with the additional

subtlety that there are two quark Yukawa matrices, YYYu and YYYd . Since gauge symmetry

forces us to rotate QQQ as a whole, it is impossible to simultaneously diagonalise both

matrices, and the mass eigenstates will be different from the flavour states. We can

still choose to rotate the up-type quarks to their mass eigenstates, and this fixes the

relation between mass and flavour states for the down-type quarks. This relation is

given by a unitary matrix, the Cabibbo–Kobayashi–Maskawa (CKM) matrix. By writing

the Lagrangian in terms of mass eigenstates for both up- and down-type quarks, we

obtain flavour-diagonal terms for the Yukawa interactions with the Higgs boson and the

interaction with the Z boson and the photon. However, the charged-current interactions

with the W bosons are modified, and now allow transitions between up-type quarks

of one generation and down-type quarks of other generations. The strengths of these

transitions are determined by the CKMmatrix elements. The CKMmatrix can be written

in terms of only four parameters, one of which is a CP-violating phase. Together with

the above discussion, this means the electroweak model contains a total of 17 free

parameters that need to be measured. Let us remark that this model features accidental
(global) symmetries, that are respected by the Lagrangian but were not imposed from

the beginning: the conservation of three lepton numbers (one per generation) and of one

baryon number.
The SM as introduced above features massless neutrinos, but the observation of neutrino

oscillations implies that at least twooutof the three neutrino types aremassive.Minimally

extending the SM to account for massive neutrinos is certainly feasible, by adding

right-handed neutrinos and Yukawa terms for the leptons so as to symmetrise (1.28)

and (1.29). Just as with quarks, simultaneously diagonalising the two lepton Yukawa

matrices is not possible, and one is left with a mixing matrix between neutrino mass

eigenstates, the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix, responsible for

neutrino oscillations. Note that as a consequence,only the total lepton number is perfectly

conserved. Surprisingly, the mixing between neutrinos turns out to be almost maximal,

whereas the CKMmatrix is almost diagonal. With this minimal extension, we need to

consider seven additional parameters to the SM, one of which is the CP-violating phase

of the PMNS matrix.

1.1.4. Strong interaction
The quarks introduced in the last section are never observed in isolation, but are always

bound inside composite particles, hadrons (except for the top quarks, which decays

before a bound state can form). Most hadrons can be classified into mesons and baryons,

consisting of two or three “valence” quarks, respectively. To account for the apparent

violation of the Pauli principle by the∆
++

and∆
−
baryons, composedof three up ordown

quarks with spin +1/2, a new quantum number called “colour” taking (at least) three

possible values (commonly called red, green and blue) had to be introduced. Quantum
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chromodynamics (QCD) is the theory describing the strong interaction between particles

carrying colour charge, such as quarks, and is briefly described in this section.

All the quark fields ψ in (1.17) and (1.18) now come in three copies of different colour,

ψi (i � r, g ,b). By choosing SU(3)c as the gauge group of QCD, it is possible to embed

these copies in the three-dimensional fundamental representation of this group. The full

gauge group ofwhatwe can now call the SM is thus extended as SU(3)c ×SU(2)L×U(1)Y ,
without affecting the discussion of the previous section. SU(3)c possesses eight genera-

tors, which can be represented as the Gell-Mann matrices λa (a � 1. . .8). Each of these

generators is associated with a gauge boson Ga
µ, transforming in the adjoint representa-

tion of SU(3)c . They are the mediators of the strong interaction and are called gluons.
Introducing the new coupling constant gs , the Lagrangian of QCD is given by:

LQCD � −1

4

Ga ,µνGµν
a + ψi iγ

µD i j
µ ψ j , D i j

µ � ∂µ − i gs Ga ,µ
λ

i j
a

2

. (1.38.)

The labels i , j and a are colour indices for quarks and gluons, respectively. Sums over all

repeated indices are understood. The interaction term of the covariant derivative in (1.38)

is added on top of those introduced in (1.21) and (1.22) for left- and right-handed quarks,

respectively. Since SU(3)c is non-abelian, the Lagrangian also features self-interaction

terms for the gluons, which can be obtained by inserting into (1.38) the definition of the

gluon field strength,

Gµν
a � ∂µGν

a − ∂
νGµ

a − gs fabc Gµ
b Gν

c , (1.39.)

where fabc are the structure constants of SU(3)c : [λa ,λb] � i fabcλc .

The strong interaction being strong, it is not clear whether perturbative expansions of

the type (1.14) are possible. Somewhat luckily, the renormalisation of QCD leads to a

running of the strong coupling constant, αs � g2

s/(4π), that can be written (to first order)

as:

αs (µ
2) �

αs (µ
2

0
)

1 − αs (µ
2

0
)b

0
log

(
µ2

µ2

0

) , b
0
�

1

12π
(2n f − 33) (1.40.)

With the number of quark flavours1 n f � 6 we have b
0
< 0, and the strong coupling

decreases when the renormalisation scale increases (in contrast with the behaviour of

α). At high energies, the strong coupling becomes small enough that perturbative

calculations are tractable, indicating that quarks and gluons are asymptotically free [19,20].
Indeed, at µ

0
� m

Z
the coupling is measured to be αs (mZ

)� 0.1181(11) [5]. Conversely,
there exists a scale Λ

QCD
≈ 200 MeV at which the coupling becomes infinite, and the

perturbative description breaks down.

When high-energy quarks or gluons (partons) are produced in a collision, they emit

copious amounts of final-state radiation (FSR) in the form of additional gluons andquarks.

These new partons are mostly created in the vicinity of the original ones, resulting in

collimated clusters of radiation called jets. This emission process is called parton shower. It

1 Strictly speaking, here n f represents the number of massless quarks. However, the conclusions

do not change if we take n f � 5 and properly account for the top quark mass.
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is unitary and universal, i.e. it does not depend on how the initial partons were produced.

During the shower, the virtuality of the emitting partons decreases, and conversely

αs increases. When reaching a cutoff scale of order Λ
QCD

, the resulting quarks and

gluons become confined into objects of zero (“white”) net colour charge, hadrons, which

propagate freely and which we are able to detect in experiments (either directly or

through their decay products). Since the hadronisation of partons is a local process and

mostly preserves the jet structure, using the observed hadrons (or some proxy thereof,

such as calorimeter towers) and inverting the shower process allows us to infer the

kinematics of the original partons created in the “hard” interaction. This inversion is

handled by jet clustering algorithms.

The definition of jets depends on the clustering algorithm used, the typical size or

resolution of the resulting jets, and the recombination scheme. A clustering algorithm

should be both infrared- and collinear-safe, i.e. the resulting collection of jets should

not change when splitting a particle into two collinear ones, or when adding a soft

additional particle to the input collection. The algorithm used in this work is the anti-k
T

algorithm [21], which satisfies both these properties, ensuring that perturbative QCD

predictions in terms of the resulting jets are well-defined. In the anti-k
T
algorithm,

particles are sequentially clustered according to the distances:

di j � min

(
p−2

Ti , p
−2

T j

) (∆Ri j)
2

R2

, diB � p−2

Ti , (1.41.)

where ∆Ri j is the pseudo-angular distance between particles i and j and R is the typical

angular size of the resulting jets. Iteratively, the minimal distance among all particles

is searched; if it is a di j , particles i and j are replaced by new a object according to

the recombination scheme chosen. The recombination scheme governs how two 4-

momenta should be combined, as this can be done e.g. either by enforcing 4-momentum

conservation, as done in this work, or by giving up conservation of energy but requiring

that the resulting objects remain massless. If the minimal distance is a diB , object i
is called a “jet” and removed from the input collection. The anti-k

T
algorithm is fast,

thanks to the FastJet implementation [22]. In addition, it yields regular, cone-shaped

jets, which simplifies the application of experimental corrections. The R parameter

should be chosen large enough to ensure most of the radiation from the original partons

is clustered inside the jets, but not be so large as to be sensitive to contributions from

backgrounds such as additional soft particles present in the event. Its choice thus

depends on the typical kinematics of the partons in the problem; in this work, we have

used R � 0.4.

The inelastic scattering of hadrons (e.g. protons) can be modelled using the hypothesis

of factorisation between the “hard” scattering of partons inside the hadrons, and the

low-energy dynamics within the hadrons. The cross section for the scattering of hadrons

h
1,2 to the final state X is then given as the convolution:

dσh
1
h

2
→X �

∑
a ,b

∫
dxa dxb fa(xa , µ

2

F) fb(xb , µ
2

F) dσa ,b→X

(
xa , xb ,X, µ

2

R

)
, (1.42.)

where the dσa ,b→X is the scattering cross section of partons of flavour a and b to the final
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state X, and fa(xa ,µ
2

F) are the parton distribution functions (PDFs), which correspond

(at leading order in QCD) to the probability density to encounter a parton of type

a, treated as approximately free, with momentum fraction xa inside the hadron (i.e.,

pa � xa ph
1

). The possible flavours of a and b are not only those of the hadrons’ valence

quarks, but can also be gluons or virtual (“sea”) quarks and antiquarks.

Going beyond LO, one encounters infrared divergences due to the emission of collinear

initial-state radiation (ISR) by the partons, prior to the hard scattering. These lead to

a renormalisation of the PDFs, and to a dependence thereof on a new unphysical

scale, the factorisation scale µF . Similarly to the coupling constants, the PDFs cannot

be computed from first principles, however, being universal, they can be measured by

different means. Measurements at a given scale µF can be related to a different scale µ′F
through the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equations [23–25],

obtained using perturbative QCD. As with the renormalisation scale (see Sec. 1.1.1), the

dependence of predictions on µF can be seen as an artifact of the perturbative calculation

method used. Experimental and theoretical uncertainties in PDF estimations, as well as

the dependence on the factorisation scale, translate into additional uncertainties in the

resulting hadronic cross sections. The PDF sets used in this work are provided by the

NNPDF collaboration [26], and are accessed using the LHAPDF6 library [27].

1.2. Event modelling and generation
In order to compare the predictions obtained using the theory outlined above with ex-

perimental measurements, one wishes not only to compute total cross sections and decay

rates (inclusive observables), but to compute more fine-grained (exclusive) properties

of collision final states, which at high-energy hadron colliders include typically O(100)
particles. This task is handled by Monte-Carlo generators, which simulate complete

event histories, as shown on Fig. 1.1, distributed according to the theory’s probability

density. Then, any differential cross section can be estimated by counting the fraction of

generated events that satisfy some criterion. One might wonder whether the use of such

exclusive quantities would spoil the cancellation of infrared divergences between soft

and collinear emissions of real radiation and loops in virtual contributions guaranteed

by the Kinoshita–Lee–Nauenberg (KLN) theorem [28, 29]. However, that cancellation

extends to quantities expressed in terms of jets defined using infrared- and collinear-

safe clustering algorithms, such as the anti-k
T
algorithm introduced in the last section.

Reviews on the subject of Monte-Carlo event generation can be found in Refs. [30, 31].

Event generation starts with the hard-scattering cross section (1.42) for a given process at

a given order in perturbation theory, and the integration over the phase space specified

in (1.11)–(1.13). Note that even at LO, a complete description of the hard scattering is only

possible for low-multiplicity final states, featuring typically less than 10 particles. The

phase-space integration is typically carried out using adaptive Monte-Carlo techniques

such as importance sampling, as implemented in Vegas [32], whose convergence rate

is independent of the dimensionality of the integral. Efficiently sampling the phase

space is made possible by recursively factorising it into two-body components and

intermediate invariants, which can be mapped to propagators in the matrix element. If

the latter contains different propagator structures, several phase-space parameterisations

are combined using the multi-channel method. Each point sampled in the phase space
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corresponds to aparticularparton-level configuration,orevent. At this step, thepoints are

sampled using a different measure than the distribution that is being integrated. Hence,

these events are weighted, i.e. they each contribute differently to the sum approximating

the phase-space integral. To obtain events distributed according to theory predictions,

an unweighting procedure based on the acceptance-rejection Monte-Carlo method is

used, yielding a sample of N events with equal weights w � σ/N, where σ is the total

cross section of the process being generated. The evaluation of the matrix elements

requires efficient numerical methods to handle the factorial growth of the number of

diagrams with the number of final-state objects, as well as the average and sum over

the large number of unobserved degrees of freedom in the initial and final state, due to

helicity and color states. The former is achieved by using dedicated parameterisations

of the wave functions such as the Helas routines [33], and the latter with the help of

recursion relations [34].

Figure 1.1. Schematic representation, taken from Ref. [31], of the modelling of a hadron-hadron

scattering event byMonte-Carlo generators. The triple green arrows represent the incominghadrons.

The red blob stands for the hard interaction. The outgoing red lines are the decays of resonances

produced in the collision, as well as the FSR simulated by the parton shower. The initial-state

partons and the ISR are shown as blue lines. Light green ellipses represent the hadronisation

process, from where hadrons (dark green circles) emerge and (possibly) decay. Finally, MPI and

UE are shown in pink and light blue.

At NLO, the cross section for the production of n particles consists of several parts,

namely the LO Born cross section, the NLO virtual correction, and the real emissions.

While the first two contributions are to be integrated over the n-body phase space,

the last one leads to an n + 1-particle final-state. A difficulty then arises from the

presence of infrared divergences in both the virtual and real corrections, that cancel only

when integrating over the different phase spaces. This issue can be cured by including

subtraction terms into both contributions, that remove the divergences and themselves
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cancel out in the final result [35, 36]. Crucially, these subtraction terms can be factorised

into the Born contribution and a kernel with universal structure, making the automation

of the procedure possible [37, 38]. However, this is still not sufficient for the generation

of Monte-Carlo events at NLO, as will be explained below.

Very often, a high-precision fixed-order computation (say NNLO) of the total cross

section for a process is available, but only a lower-precision (say LO) Monte-Carlo

sample can be used to obtain more exclusive observables. The sample can then be

normalised to the best known value by multiplying all event weights by a common

K-factor, i.e. K � σNNLO/σLO . However, the reduction in the scale uncertainty provided

by the precise computation is lost, since there is no general a priori way to know how

this uncertainty affects exclusive regions of phase space when applying a selection

on the Monte Carlo events. In many situations, while the overall K-factor is large,

differential distributions are still well modelled by the low-order results. If that is not

the case, differential K-factors that depend on event kinematics can be used to correct

the modelling of specific distributions.

While decay chains of heavy resonances can in principle be properly modelled by

including the full production and decayMEs, this is a computationally intensive task. At

NLO, the latter approach is downright impractical, and events have to be generated in the

narrow-width approximation (NWA), inwhich the production anddecay amplitudes are

factorised. Thus,heavy resonances are producedon-shell and are decayed independently

in a separate step. Nevertheless, spin correlation and (partial) off-shell effects can be

recovered using e.g. MadSpin [39]. For very narrow or scalar resonances (such as the

Higgs boson), the NWA is accurate formost practical purposes and their decay is usually

handled by parton shower generators, described below, or by other dedicated tools such

as Tauola [40].

Once a sample of hard-scattering events has been created, it is processed by a parton

shower generator that simulates the emission of soft and collinear partons in the initial

and final states. This can be seen as including all-order corrections due to radiative

emissions needed for a complete, exclusive description of many-particle final states. The

corresponding approximate virtual corrections are obtained from unitarity arguments,

since the shower does not affect the cross section of the process being generated. Parton

showers are implemented as Markov-chain Monte-Carlo algorithms: each emission of

an additional parton is treated as a random event, depending only on the previous

configuration. The emissions are ordered according to an evolution variable, which can be

e.g. the emission angle, or the virtuality of the parent parton. The shower is started at a

large energy scale corresponding to that of the hard scattering, and is evolved all the way

down to a cutoff scale, at which point the confinement of partons into hadrons has to be

modelled. The probability distribution for the evolution variable at eachbranching can be

computed based on so-called splitting kernels, such as the Altarelli–Parisi functions [23],

which also govern the distribution of the remaining degrees of freedom of the partons

emitted at each step (e.g. the energy fraction and azimuth w.r.t. the parent partons).

These splitting kernels describe the behaviour of the soft and collinear divergences of

the emission process. They can be obtained in perturbation theory, e.g. as a limiting

case of full matrix elements describing the emission of a parton by a two-parton final

state. As several choices are possible for the evolution scale or the parameterisation of
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the splitting kernels, that are equivalent only in the strict soft or collinear limit, there

exist different parton-shower generators that differ i.a. in this respect.

In the absence of anymicroscopic description of hadronisation, two classes of “effective”,

non-perturbative models have been developed: the string (“Lund”) and cluster models.

The string models, implemented in Pythia [41,42], start from the observation that the

long-distance confining behaviour of QCD is linear, i.e. when a high-energy quark-

antiquark pair moves apart, they can be seen as being connected by a flux tube, or

“string”, with a potential energy proportional to their separation distance. At some

point, it then becomes energetically favourable to “break” the string by creating a new

quark-antiquark pair. This process iterates until no further breaks are possible, at which

point the remaining quark-string systems are replaced by mesons. A Lorentz-covariant

description of the process can be achieved by modelling the flux tube as a relativistic

string; further refinements to this simple picture are needed to accommodate gluons

and the production of baryons and heavy-flavour quarks. String models can be shown

to be infrared- and collinear-safe. Cluster models, used e.g. by Herwig [43], are based

on “preconfinement”, i.e. the propension of showering partons to form colour-singlet

“clusters” with universal invariant mass distribution. Light clusters then directly decay

to hadrons, while heavy clusters undergo intermediate splittings. Since both string and

cluster models involve parameters that cannot be derived from first principles, they have

to be tuned, i.e. their parameters are fitted from dedicated measurements. Thanks to the

universality of hadronisation, these tunes can then be used to formulate predictions for

a wide range of processes. A complete event description also requires modelling the

underlying event (UE), i.e. the interaction between the remnants of the hadrons that

have emitted the partons involved in the hard scattering. Notably, this includes multiple

interactions between partons from the initial hadrons (MPI), with subsequent showering

and hadronisation, and the interactions between coloured objects in the initial and final

states (colour reconnection). As with hadronisation, the UE description has to be tuned

to data.

Combining, or matching exact fixed-order matrix-element computations with the appro-

ximate but all-order parton shower is not straightforward. In particular, it is necessary

to avoid any double-counting between configurations handled by both the NLO real-

emissionmatrix element or by the shower, anddead regions handledby neither. Different

approaches have been developed to that end, yielding equivalent results up to NLO. In

the Powheg method [44,45], the first (hardest) emission is modified by the real-emission

ME, and subsequent showering proceeds as usual. With the alternative MC@NLO

method [46],a subtraction term is added to the real-emissionME,to remove contributions

corresponding to the first shower emission by Born-level configurations. A correction

has then to be added back to the Born term in order to preserve the total cross section.

Since the real subtraction term can be larger than the ME itself in some regions of

phase space, the generated samples will include negatively weighted events. After

the unweighting step, the contribution of each event i to the total cross section σ is

then given by wiσ/
∑

i wi , where wi � ±1. Note that everything else being equal, the

presence of events with negative weights significantly affects the statistical precision of

any computation based on those Monte Carlo samples.

Somewhat related to matching is the merging of several tree-level ME computations
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with different final-state parton multiplicities [47]. In this way, the first few emissions

of hard, wide-angle radiation are described by the full MEs, while soft and collinear

emissions are left to the shower. Divergences in the hard MEs are regulated by applying

resolution cuts at the parton level, whereas any double counting due to the parton

shower is avoided using requirements applied after the shower and hadronisation steps.

The matching of each hard-multiplicity result with the parton shower, and the merging

of the samples with different multiplicities are implemented in different methods such

as CKKW(-L) [48, 49] and MLM [50] at LO, and FxFx at NLO [51].

The automated generation of LO or NLO matrix elements and parton-level event

samples from arbitrary Lagrangian-based models, formulated e.g. with the Feyn-

Rules [52] or Sarah [53] packages, has been implemented in programs such as Mad-

Graph5_aMC@NLO [54], Powheg-Box [55], Sherpa [56] or Whizard [57]. Many other

Monte-Carlo tools, too numerous to be quoted here, have been developed to model LO

and NLO matrix element generation, matching and merging with showers, simulation

of hadronisation and underlying event, decaying resonances and final-state hadrons,

etc. While most of them are not automatic and implement a limited set of processes,

some even achieve NNLO-QCD or NLO-electroweak precision.

Let us conclude this section with the observation that a sample of unweighted events

generated under process α can be reweighted to obtain a sample for another process β,
provided they both yield the same final state. At LO, this can be achieved by modifying

the original event weights w, on an event-by-event basis as:

w → w̃ � w ·
|Mβ(xxx)|

2

|Mα(xxx)|
2

, (1.43.)

whereM(xxx) denotes a matrix element evaluated using the parton-level event kinematics

xxx. This procedure yields exact predictions for β, with the following caveats:

• Reweighting always degrades the statistical precision of quantities computed from

the simulated events, compared to a dedicated unweighted sample with the same

number of events. If the two processes have very different kinematical distributions,

the variance of the new weights w̃ will be high, and any quantity computed from

the reweighted sample will suffer from a large statistical uncertainty.

• If the new process β contributes to regions of phase space that are not populated by

α, the procedure will fail completely (this is just an extreme case of the previous

point).

• In practice, the matrix elements in (1.43) are often taken to be spin- and colour-

summedMEs. However, the spin and colour of the partons have an impact on other

steps of event generation, such as the parton shower. Hence, if the spin and colour

structures of α and β are different, this will not be properly taken into account by

the reweighting.

If one wishes to conserve the overall normalisation of the sample, the weights have

to be multiplied by an extra factor σα/σβ . Although more involved than the simple

formula (1.43), the reweighting of samples generated at NLO is now also possible within

MG5_aMC@NLO [58]; however this is only feasible during the generation of the original

sample.
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Uncertainties due to the renormalisation and factorisation scales,µR and µF , are typically

estimatedbyvarying these two scales independently around their central value by factors

of 0.5, 1 and 2, omitting the two extreme cases where one scale is varied up and the

other down. For a given observable, its scale uncertainty is then estimated by taking

the envelope, i.e. the range between its minimum and maximum value, of the seven

resulting predictions (nominal and six variations). Unfortunately, this ad-hoc procedure
provides no general guidance on how to correlate the uncertainties on two independent

observables. In practice, these scale variations can be computed by reweighting samples

of generated events, whereby the matrix element and PDFs are evaluated using the

different values of both scales, thus avoiding the need to generate and use alternative

samples for each scale variation. This latter reweighting is typically carried out by

SysCalc [59] or directly by MG5_aMC@NLO.

Event reweighting is also invaluably useful for the propagation of the uncertainty due to

the PDFs, for which we follow the interim recommendations by the PDF4LHC working

group [60, 61]. For each event, 100 replicas of the NNPDF 3.0 set [26] are stored. The

standard deviation of the event weights computed from this set of replicas, which follow

the posterior distribution of the PDF fit, yields up and down variations of the weights

that can be propagated to any desired observable to compute the PDF uncertainty. The

uncertainty due to the value of αS in the PDFs is added in quadrature to these previous

variations.

1.3. Double Higgs production in the Standard Model
After the discovery of a Higgs boson by the ATLAS and CMS collaborations [62,63], it is

essential to measure all its properties to test the mechanism of spontaneous symmetry

breaking as implemented in the SM. Among those properties, the values of the Higgs

self-couplings in (1.33) constitute crucial predictions of the SM, since they are fixed by

the knowledge of the Higgs boson mass and the symmetry breaking VEV. The most

direct way to experimentally access the cubic and quartic self-couplings is to characterise

the processes of double and triple Higgs boson production, respectively, since these are

the only processes where these couplings appear at LO. While there currently exists

no conceivable way to approach triple Higgs production due to its vanishingly small

cross section [64], the former is expected to become accessible in the near future. Thus,

the characterisation of double Higgs production, or HH, constitutes an active area of

research.

At a pp collider, the main production mode of Higgs boson pairs is through the fusion

of gluons. This process, first studied in Refs. [65–67], is loop-induced: even at LO, it

involves diagrams containing loops of top and bottom quarks, as depicted on Fig. 1.2. A

first class of diagrams features a triangular loop yielding an off-shell Higgs, that decays

into two on-shell Higgs bosons via a triple-Higgs vertex. However, it is also possible

to produce two Higgs bosons through “box” loop diagrams that do not contain the

Higgs self-coupling. These two sets of diagrams contribute to the total amplitude with

opposite signs, leading to a destructive interference with non-trivial phenomenological

consequences.

The total production cross section for pp→HH is known at NNLO+NNLL accuracy

in QCD, in the infinite top quark mass limit (so-called (HEFT) [68,69]. Under the latter
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Figure 1.2. Examples of LO Feynman diagrams contributing to HH production. Only “triangle”

diagrams such as the one depicted on the left depend on the Higgs self-coupling λ. Both top and

bottom quarks are allowed to circulate in the loop, but contributions from the former dominate the

amplitude due to its large Yukawa coupling appearing once (twice) in the triangle (box) diagrams.

Diagrams featuring an s-channel gluon decaying to two Higgs bosons via a triangular loop cancel

due to colour conservation.

approximation, justified by the fact that 2m
t
> m

H
, the loops in the diagrams 1.2 are

collapsed to effective ggH and ggHH vertices, simplifying the calculation of virtual

corrections. Results obtained in the HEFT are usually rescaled by the ratio between the

exact and HEFT total rates at LO. However, the accuracy of the HEFT approximation

is limited by the large invariant mass of the final state, m
HH
& 2m

t
, leading to sizable

corrections due to finite top quark mass effects. The cross section has also been obtained

with full top quark mass dependence at NLO in QCD [70,71], and several methods have

since been developed to combine the exact NLO with the approximate NNLO results.

In Ref. [72] it was recommended to apply the top quark mass correction of O(−10%)
observed at NLO to the total NNLO+NNLL cross section. With

√
s � 13 TeV and m

H
�

125 GeV one obtains the value of σ
HH

used in this work:

σ
HH

� 33.45 fb
+4.3%

−6%
(scale) ± 2.1% (PDF) ± 2.3% (αs ), (1.44.)

with additional uncertainties due to top quark mass effects estimated at O(5%) based
on an m−n

t
expansion at NNLO up to n � 12 [73]. However, very recently a more

accurate result has been been obtained [74]. In this approximation, dubbed FT
approx

(first employed at NLO in Ref. [64]), parton-level events generated for the NNLO

computation in the HEFT are reweighted by the ratio between the exact and HEFT

matrix elements at LO for the same partonic configuration. In particular, the contribution

with two real emissions is thus modelled with full m
t
dependence. This approach yields

a slightly lower value for σ
HH

than the recommendation (1.44):

σ
HH

� 31.05 fb
+2.2%

−5%
(scale), (1.45.)

for which the authors estimate a residual uncertainty from finite m
t
effects at ±2.6%.

TheHH cross section is notably small,mainly due to the destructive interference between

the box and triangle diagrams. For comparison, single H production through gluon

fusion is ≈ 500 times more frequent [72]. Note that QCD corrections to the HH process
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are important, more than doubling the LO cross section.

Similarly, differential cross sections are available at NNLO+NNLL precision in the

HEFT [69,75], at NLOwith finite m
t
andwith matching to parton shower simulation [76,

77], and at NNLO in the FT
approx

approach [74]. The dependence of higher-order

corrections on event kinematics is mild or at the very least covered by scale uncertainties

for what concerns the overall normalisation, indicating that until it becomes practical

to use NLO Monte-Carlo samples for HH production, samples generated at LO with

full top quark mass dependence and rescaled to the cross section (1.44) provide a

sufficiently accurate description of that process. Naturally, since scale uncertainties

are of the order of 25 % at LO, experimental studies should benefit from the use of

higher-order Monte-Carlo simulations and it is planned to switch to NLO in the near

future.
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Figure 1.3. Fixed-order theoretical predictions for the distribution of m
HH

in gluon-fusion Higgs

pair production in the SM. Left: comparison of different approximate NNLO results, taken from

Ref. [74]. Right: normalised distributions at NLO with full top quark mass dependence, compared

to LO and various approximate NLO results, taken from Ref. [70]. Note that the plain HEFT

completely fails to model the shape of the distribution. In both figures, shaded bands show scale

uncertainties. Differential K-factors, defined as NNLO/NLO on the left and NLO/LO on the right,

are displayed on the bottom panels.

At LO and before parton shower, HH production is a 2→ 2 process with scalars in

the final state, thus once an irrelevant overall azimuthal angle has been removed, the

final state is characterised by only three variables. One of these can be related to the

longitudinal boost of the Higgs boson pair along the axis of the colliding protons (beam

axis), which is determined by the proton PDFs. Hence, the physics of the HH process

itself can be isolated in two variables, namely the invariant mass of the boson pair, m
HH

,

and |cosθ∗
CS
|, where θ∗

CS
is the polar angle of one boson w.r.t. the beam axis computed

in the centre-of-mass frame of the boson pair (Collins-Soper frame [78]). A partial-wave

analysis reveals that the s-wave component is dominant; in fact, the d-wave contribution

vanishes in the limit m
t
→∞ [79]. As a consequence, the differential cross section as

a function of |cosθ∗
CS
| is almost flat, and the only variable of interest is m

HH
, shown

on Fig. 1.3. Interestingly, in the SM the interference pattern between box and triangle

diagrams is such that in the heavy top quarkmass limit, the scattering amplitude cancels
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at the threshold m
HH

� 2m
H
. Naturally, higher-order terms spoil the simple two-body

picture: beyondLO the bosons are not produced back-to-back in azimuth, and non-trivial

corrections to the p
T
of the boson pair (p

T
(HH)) appear. Finally, note that since Higgs

bosons are scalars and have very narrow width, the decay kinematics factorise from the

production and the NWA can be accurately employed.

A review of the current state-of-the art modelling of the HH process can be found in

Ref. [72].

1.4. Extending the Standard Model
The SM is a tremendously successful theory: based on the measurement of its 18

parameters (three gauge coupling constants, two parameters of the scalar potential,

nine fermion masses and four parameters of the CKM matrix)1, uncountable, precise

predictions can and have been formulated. These predictions have shown impressive

agreement with experimental data. In principle, the renormalisability of the SM implies

that it is a fully consistent theory that can generate predictions for physical processes

up to the Planck scale M
Planck

≈ 10
19

GeV, where we know that it should be replaced by

a quantum theory of gravity. However, there are serious indications, some listed below,

that the SM should be extended or replaced at energies lower than M
Planck

:

• The hierarchy problem appears when taking radiative corrections to bare parame-

ters in the Lagrangian at face value. Regularising the ultraviolet divergences with a

cutoff scale Λ yields corrections to most parameters of the type logΛ, but the pa-

rameters in the scalar potential (1.33) receive quadratically diverging contributions

behaving as ∝Λ2

. Since nothing prevents taking Λ→M
Planck

, there should be an

extraordinarily fine tuning of the bare parameters and the corrections so that their

difference yields the small observed values for the Higgs boson mass and VEV of

order O(10
2

GeV). In fact, the corrections become already as large as the measured

values whenΛ≈O(TeV). The problem also appears when building extensions to the

SM containing new, very heavy scalars, that might mix with the Higgs boson. Either

way, protecting the Higgs boson from high-energy phenomena would require new

symmetries or degrees of freedom appearing not too far away from the electroweak

scale. In addition, one might argue that the mechanism of spontaneous symmetry

breaking in the SM is somewhat ad-hoc, and that it would be satisfying to be able to

explain it as consequence of some underlying dynamics.

• While matter and antimatter are almost symmetric in the SM, the universe contains

almost none of the latter. Generating a matter-antimatter asymmetry (baryo- and

leptogenesis) requires CP, lepton and Baryon number violation, but the SM does

not seem to yield enough of either to explain the observed asymmetry. However,

one proposed way to obtain electroweak baryogenesis is through modified scalar

potentials that would translate into values of the Higgs boson self-coupling larger

than in the SM [80].

• The QCD Lagrangian (1.38) should contain an additional, so-called θ term, which

violates CP symmetry. Since noCP violation has been observed in the strong sector,
this additional coupling should be extremely close to zero. This is another problem

1 25 if we include Dirac neutrino masses.
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of fine-tuning between the actual θ parameter in the Lagrangian, and a contribution

appearing when diagonalising the quark Yukawa matrices, that somehow conspire

to yield an almost-zero value.

• The smallness of the neutrino Yukawa couplings introduced in Sec. 1.1.3 hints at

the existence of new degrees of freedom at a scale of ≈ 10
9

–10
13

GeV, unfortunately

way out of direct and indirect reach of current collider experiments.

• It would be satisfying to reduce the free parameters of the SM to a smaller, more

fundamental set. In particular, it is unknown why there should be exactly three

families of fermions, and the irregular pattern of fermion masses and mixings is not

understood: this is the flavour puzzle. Furthermore, the three gauge couplings ap-

pear to (almost) meet when evolved to a high energy scale of M
GUT
≈ 10

14

–10
16

GeV.

Thismight indicate that the SM gauge groups emerges from a spontaneously broken

larger gauge group, a grand unified theory (GUT).

• More than 80% of matter in the universe is not composed of the particles listed in

Tab. 1.1, but of some other, unknown substance, i.e. dark matter. Its presence is

inferred indirectly from astronomical observations and from its role in cosmological

models. The most popular candidate for dark matter, an electrically neutral, weakly-

interacting particle with mass around the electroweak scale, has so far eluded

experimental confirmation.

To our knowledge, there is currently no proposedmodel that would solve all of the above

issues, but countless proposals have been put forth to address at least some of them.

Most of these require the existence of new degrees of freedom at energies higher than,

but close to the weak scale. Some models have been developed not because they solve a

specific problem, but because they are possible within current experimental constraints

and still provide accessible signatures that would be a clear sign of beyond the SM

(BSM) dynamics. In this top-down, model-building approach, experimentalists have to

specifically search for every proposed signature of new particles. Given our cluelessness

as to where New Physics should appear, almost a decade after the LHC was switched

on, an alternative bottom-up approach is becoming more and more attractive. In this

setting, signs of high-energy degrees of freedom are sought after in the indirect effects

they might have on SM observables. This approach is introduced in more details in the

next section.

1.5. Effective Field Theory approach to double Higgs
production

If the scaleΛ at which New Physics appears is well separated from the electroweak scale,

it is possible to parameterise in a model-independent way all the indirect effects on

lower-energy observables due to the newdegrees of freedom. Thesemanifest themselves

either as unobservable redefinitions of the SM fields and parameters, or as a tower of

additional, nonrenormalisable local interactions among the SM particles [81]. The SM

Lagrangian can thus be extended as an effective field theory (EFT) [82–84]:

L
SM
→ L

eff.
� L

SM
+

∞∑
d>4

∑
i

c(d)i

Λ
d−4

O(d)i , (1.46.)
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whereO(d)i are effective operators (withdimension of [E]
d
), that respect thePoincaré andSM

gauge symmetries, and c(d)i are so-called Wilson coefficients that encode the strength of

these new interactions. The SM is recoveredwhen either c(d)i �0, for all i and d, orΛ→∞.

At each order in Λ
−1

only a finite number of operators contribute, but the expansion

(1.46) contains an infinity of terms. Nevertheless, effects of higher-dimensional operators

on a given process with typical energy E are increasingly suppressed by powers of E/Λ,
so that it is possible to truncate the series and consider only the relevant, dominant

operators.

Two conditions should be satisfied so that this approach yields well-defined predictions:

1. The typical energy scale E of the considered processes should be smaller than the

new physics scale Λ. At E≈Λ, all operators in (1.46) contribute equally, the effective

expansion breaks down, and the theory should be replaced with a UV-complete
description of the new degrees of freedom.

2. The underlying UV theory is required to admit a perturbative expansion in its

couplings. Since Wilson coefficients are obtained from these couplings, this can be

translated using dimensional arguments into the constraint |c(d)i | . (4π)
ni−2

for an

operator made of ni fields [85].

While the effective interactions lead in principle to a nonrenormalisable theory, this

does not prevent the calculation of higher-order corrections, since there now is a clear

cutoff scaleΛ [86–88]. Likewise, scattering cross sections will ultimately violate unitarity

bounds, but will only do so at energies at which the effective description is expected to

break down. A well-known example of effective theory is found in the Fermi description

of weak interactions, introduced in Sec. 1.1.3. In that case, the mass of the W bosons

played the role of the new physics scaleΛ, and the Wilson coefficients could be obtained

from the coupling g of the full high-energy, complete theory, i.e. the SM.

In the EFT approach, the experimental goal is to place constraints on, or to prove the

non-zero value of the operator coefficients c(d)i /Λ
d−4

. Assuming some reasonable values

for the Wilson coefficients, these constraints can be translated into bounds on the scale

at which new physics is present. The EFT can also act as a guide, indicating which

observables could be most sensitive to deviations from SM predictions. Conversely,

starting from a given BSM model, it is generally possible to derive the resulting EFT

limit, and experimental constraints or observed deviations on the operators can then

be directly reinterpreted in terms of the parameters in the new model. However, one

might question the use of an EFT if experimental constraints have poor precision, such

that the second condition listed above then pushes the lower bound on the scale Λ

below the energies probed by the experiments. For a discussion of the validity of an

EFT approach to measurements in the Higgs sector, see e.g. Refs. [85,89]. Note that even

if new particles are discovered, this does not necessarily rule out the use of the EFT.

At order Λ
−1

there is only one possible operator, which yields a Majorana mass term

for neutrinos and violates lepton number conservation [82]. It can thus be neglected in

a collider setting. Going to dimension six, it is important to recall that all the possible

operators that can be written at a given order Λ
4−d

do not lead to independent effects.

Instead, some operators can be related through Fierz transformations; others can be
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shown to be equivalent up to orderΛ4−d
using equations of motion. As a simple example,

if we extendQEDwith the dimension-six operator (ΨγµΨ)(ΨγµΨ)/Λ
2

, the equations of

motion are ∂µFµν � eΨγνΨ+O(Λ−2), which means this operator has the same effect as

both (∂µFµν)(ΨγνΨ)/Λ
2

and ∂µFµα∂νFνα/Λ
2

, modulo terms of order Λ
−4

. A minimal

set of independent operators is called a basis, andat dimension six two such sets have been

worked out, the so-calledWarsaw [90] and SILH [91,92] bases. There are 2499 dimension-

six operators that preserve baryon number, in addition to the symmetries mentioned

above that the operators need to obey. However, making the common assumption of

minimal flavour violation (that the structure of flavour violation in the SM, due to the

Yukawa couplings, remains the same in the presence of new physics), that set reduces to

a more manageable number of 76 parameters. Finally, neglecting the CP-odd operators,

we obtain 53 independent operators whose coefficients have to be determined, of which

only a subset contributes to any given process.

Linear EFT effects on HH
There are differentways toworkout the EFTmodifications toHH production,depending

on the basis chosen. In the SILHbasis, starting fromamanifestly gauge-invariantnotation

the relevant operators are [93–95]:

O
6

−
c

6

Λ
2

λ
(
φ†φ

)
3

(1.47.)

O
H

c
H

Λ
2

1

2

∂µ

(
φ†φ

)
∂µ

(
φ†φ

)
(1.48.)

OφG

cφG

Λ
2

αS
4π

(
φ†φ

)
Ga
µνGa ,µν (1.49.)

O
tφ −

c
tφ

Λ
2

y
t

(
φ†φ

)
Q

3
φC

tR +h.c. (1.50.)

O
tG

c
tG

Λ
2

y
t
gs

(
Q

3
σµνTa

tR

)
φCGa

µν+h.c. (1.51.)

We have used the same notations as in Sec. 1.1.3, and σµν � [γµ ,γν]. The normalisation

factors in front of the operators, while arbitrary, are taken as in Refs. [93, 94]. Operators

proportional to the light quark masses are not considered, since those would yield

sub-dominant contributions. Given that O
6
modifies the scalar potential, the Higgs VEV

will be shifted compared to the treatment of Sec. 1.1.3. The new couplings for mass

eigenstates can be read off by working in unitary gauge, expanding the Higgs boson

around the shifted minimum of the potential, and performing a redefinition of fields to

obtain canonical kinetic terms. Writing the couplings in terms of the measured m
H
, m

t

and v, the resulting Lagrangian affecting the HH process takes the form:

L ⊃ −
m2

H

2v

(
1+ c

6

v2

Λ
2

− c
H

3

2

v2

Λ
2︸              ︷︷              ︸

δλ

)
H

3 (1.52.)
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−
m

t

v

(
1−c

H

1

2

v2

Λ
2

+ c
tφ

v2

Λ
2︸                 ︷︷                 ︸

δy

)
tLtRH+h.c. (1.53.)

−
m

t

v

(
−c

H

1

2

v

Λ
2

+ c
tφ

3

2

v

Λ
2

)
tLtRH

2

+h.c. (1.54.)

+

cφG

Λ
2

αs
4π

(
vH+

H
2

2

)
Ga
µνGa ,µν (1.55.)

+

c
tG

Λ
2

m
t
gs

v
tLσ

µνTa
tRGa

µν(v+H)+h.c. (1.56.)

We see that O
6
and O

tφ modify the Higgs self-coupling and the top Yukawa coupling,

respectively. Both these couplings are already present in the LO Feynman diagrams

for HH in the SM (see Fig. 1.2), however O
tφ also yields a new ttHH contact term

responsible for additional diagrams, as depicted on Fig. 1.4 (left). The operator O
H

contributes to the three latter couplings. From OφG we obtain new ggH and ggHH

interactions, and as a consequence new tree-level diagrams as those shown on Fig. 1.4

(middle and right). Finally, the operator O
tG is responsible for the appearance of ggtt,

gttH ggttH contact terms, yielding diagrams of the type shown on Fig. 1.5, and also

modifies the ggt vertex present in the SM diagrams. This last operator is usually not

considered in phenomenological studies of HH, mainly because it is expected to be

strongly constrained through measurements of top quark pair production, which it also

affects (see e.g. Ref. [96]). However, in Ref. [94] it was argued that even within these

constraints, O
tG has a strong impact on both single and double Higgs processes, and

that its contribution should not be neglected.

g

g

c2

H

H
H

g

cg

g

H

H
g

c2g

g H

H

Figure 1.4. Examples of new diagrams contributing to HH production due to the operators O
tφ

or O
H

(left), and OφG (middle and right). The new BSM vertices are shown as black squares, and

are labelled according to the couplings (c
2
, cg , c

2g ) entering the Lagrangian (1.58), introduced later

on.

With the d � 6 EFT Lagrangian in hand, the amplitude for the HH (or any other) process

can be expanded around the SM up to O(Λ−2), and the matrix element written as:

|M|2 �
��M

SM

��2 + 2

∑
i

ci

Λ
2

Re(M∗
SM
Mi) +

∑
i , j

ci c j

Λ
4

Re(M∗iM j), (1.57.)

whereM
SM

andMi are the SM amplitude and the amplitude containing one insertion

of operatorOi , respectively. The first term in (1.57) corresponds to the SM prediction, the
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g

ctG

g H

H

g
ctG

g

H

H

g

ctG

g

H

H

Figure 1.5. New classes of diagrams entering HH at LO due to the O
tG operator defined in (1.51).

second is linear in the parameters ci/Λ
2

and arises from interferences between the SM

amplitude and EFT corrections, and the third term is quadratic and is due to pure EFT

contributions (operators squared or interferences between operators). While the latter is

formally of order Λ
−4

, it should be retained in the analysis. Indeed, it might dominate

the linear term if the coefficients ci are large (corresponding to a strongly-coupled UV

theory) or if the interference term is suppressed [97],without invalidating the hypotheses

of the EFT description since the contributions from dimension-8 operators would still

remain sub-dominant as long as v�Λ.
The NLO [98], and even NNLO [99] corrections to HH in the EFT (without O

tG) have

been worked out in the limit m
t
→∞. For a discussion of the effects of O

tG at LO, see

Ref. [94]. Due to the characteristic interference pattern between the different diagrams,

even moderate values for the operator coefficients lead to important changes to the

HH cross section. The effect on the shape of m
HH

is dramatic, particularly at threshold

where the suppression observed in the SM no longer holds [94, 99, 100], as shown on

Fig. 1.6. The main observations are the following:

• Given the impact of effective operators on the kinematics, any experimental search

for nonresonant HH production must take into account the changes in signal

acceptance and analysis sensitivity due to BSM effects.

• The dependence of (global) NNLO/LO K-factors on the operator coefficients is

mostly flat when varying one coefficient at a time [98]. This can be understood by

observing that the large QCD corrections are dominated by soft and collinear gluon

effects, which are relatively insensitive to details of the hard scattering. If several

coefficients are allowed to float simultaneously, larger effects are seen, but these are

concentrated in regions of parameter space where the cross section is suppressed,

and thus far beyond current experimental reach [99].

• Since five operators have to be considered, measuring the total HH cross section

does not yield sufficient information to constrain them in a global fit. Using shape

information for HH, in particular through m
HH

at the kinematic threshold, is

crucial to disentangle the contributions from the different operators and lift the

degeneracy [95, 99, 101] (see e.g. Fig. 1.6, right).

• Out of the five operators contributing to HH, four enter other SM processes at

LO, such as single Higgs, ttH or tt production. The remaining operator, O
6
, can

only be directly probed through HH. Hence, setting meaningful bounds on O
6
will

most likely require that the other operators be themselves sufficiently constrained

through a global fit of several SM processes [101].
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Figure 1.6. EFT effects on the normalised distribution of m
HH

, obtained in the HEFT at NNLO

with a rescaling prescription to model the effects of finite top quark mass effects. Left: comparison

of different values of the Higgs boson self-coupling, parameterised by c
3
� 1+δλ (see (1.52)). Right:

distributions obtained with different operator coefficients that yield cross sections almost equal

to that in the SM. Deviations from the SM cross section are given in parentheses. The operator

coefficients given correspond to c
3
� 1+δλ (see (1.52)), cg � cg/12 (where the right-hand cg is the

one defined in (1.58)) and c
tt
� 2c

2
(with c

2
defined in (1.58)). Figures taken from Ref. [99].

Nonlinear EFT or anomalous couplings effects on HH
While above we made the assumption that the Higgs boson was part of φ, a scalar

doublet of SU(2)L , the scalar Lagrangian (1.27)–(1.29) can also be written in a different

parameterisation, in which H is invariant under SU(2)L×U(1)Y (see e.g. Ref. [102]). The

SM can then be consistently modified by adding towers of new interactions involving

terms of the type cn(H/v)
n
.This so-callednonlinearEFT is suited if new, strong dynamics

in the scalar sector appears at a scale f & v, even if the new states have much larger

masses. While the linear EFT is based on the assumption that all BSM effects are small,

the nonlinear EFT can accommodate large deviations in the Higgs sector but evades

constraints from electroweak precision measurements because it leaves the electroweak

gauge sector of the SM unaffected. The use of the nonlinear EFT for parameterising BSM

effects in HH production was advocated in Refs. [72, 95, 99]. The relevant part of the

nonlinear Lagrangian is:

L
nonlin

⊃ −κλ
m2

H

2v
H

3 − m
t
tt

(
κ

t

H

v
+ c

2

H
2

v2

)
+
αs

12π

(
cg

H

v
− c

2g
H

2

2v2

)
Ga
µνGa ,µν

(1.58.)

In (1.58), five couplings have to be determined, but the relationship between contact

terms with one or two Higgs bosons (compare with (1.55)), and thus the link with single-

Higgs processes, is lost. The SM is recoveredwhen taking κλ �κt
�1 and c

2
� cg � c

2g �0.

Here κλ and κ
t
are seen as anomalous couplings thatmodify theHiggs cubic self-coupling

and the top quark Yukawa coupling, respectively, while the other couplings lead to

diagrams identical to those appearing the linear EFT, shown on Fig. 1.4. Apart from

O
tG having no counterpart in (1.58), there are simple relations between the couplings in

the two parameterisations.

In the literature, effects on HH arising from (1.58) have been studied by replacing

all couplings in the diagrams of Figs. 1.2 and 1.4 by their anomalous values, leading

to observables with a more complicated dependence on the parameters than what
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is obtained with an expansion of the type (1.57). At LO, the effect of the anomalous

couplings on the HH cross section σ are parameterised using the ratio:

R
HH

�
σLO

σLO
SM

�A
1
κ4

t
+A

2
c2

2
+ (A

3
κ2

t
+A

4
c2

g)κ
2

λ+A
5
c2

2g

+ (A
6
c

2
+A

7
κ

t
κλ)κ

2

t
+ (A

8
κ

t
κλ+A

9
cgκλ)c2

+A
10

c
2
c

2g

+ (A
11

cgκλ+A
12

c
2g)κ

2

t
+ (A

13
κλcg +A

14
c

2g)κt
κλ+A

15
cg c

2gκλ , (1.59.)

where the coefficients Ai have been obtained numerically. As observed above, since

K-factors show little dependence on the EFT coefficients or on kinematics, the ratio R
HH

can be applied in a straightforward way to higher-order SM results, so that:

σ(N)NLO ≈ R
HH
· σ(N)NLO

SM
(1.60.)

In the case where one assumes c
2
� cg � c

2g � 0, if we denote by A4 and A� the (LO)

amplitudes corresponding to the triangle and box diagrams of Fig. 1.2, the matrix

element for HH production can be written schematically as:

|M| 2 �

���κλκt
A4 + κ

2

t
A�

���2 � κ4

t

�����κλκ
t

A4 +A�

�����2 (1.61.)

This expression makes the quadratic dependence of the cross section on the Higgs

boson self-coupling manifest. Furthermore, since the kinematic behaviour of the matrix

element is only determined through the amplitudesA4 andA�, it is clear from (1.61)

that any quantity related to the kinematics of HH (ranging from normalised differential

cross sections to experimental acceptances) will only depend on the ratio κλ/κt
. Note

that these observations are still valid beyond LO, even if no purely “box” and “triangle”

amplitudes can be identified there.

Using (1.61) we can also deduce the relationship between κλ , κt
on the one hand, and

δλ , δy in (1.52) – (1.53) on the other. Contrary to what is claimed in Ref. [103], due to the

different ways of expanding the observables (compare (1.57) with (1.59)), the relation

cannot simply be given by κλ � 1+ δλ and κ
t
� 1+ δy . Instead, a measurement of κλ

and κ
t
would have to be translated as:

δλ � κt
(κλ−κt

) (1.62.)

δy � κ
2

t
−1 (1.63.)

However if we allow e.g. for cg , 0, there is no exact way to relate inferences on the

couplings of (1.59) to the coefficients in the linear EFT. In the absence of any clear

preference for the linear or nonlinear EFT, if one wishes to probe nonresonant BSM

effects on HH production in a consistent way by considering all the relevant operators,

it would thus seem necessary to perform two separate fits using either parameterisation.
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Efficient modelling of nonresonant BSM effects on HH
While the sensitivity of double Higgs production to new physics effects makes it a

tremendous place to look for deviations from SM predictions, it also represents a

challenge for experimental analyses. Indeed, optimising an analysis for, setting limits

on, or characterising a deviation due to EFT effects requires an efficient modelling of

these effects: the naive method of generating Monte-Carlo samples with a fine grid in

the five-dimensional space of EFT parameters is clearly not practical. Two approaches

have been studied in this work; incidentally, both rely on the idea of matrix-element

reweighting introduced in Sec. 1.2.

With the method suggested in Refs. [100,103], a limited set of points in the parameter

space are chosen as benchmarks representing the possible types of kinematical behaviours

of HH in the nonlinear EFT presented above, with the parameterisation (1.59). Small

parton-level samples are generated for a large number (O(1500)) of regularly-spaced
points in the five-dimensional parameter space 1. Each of those samples is used to model

the two-dimensional distribution of m
HH

vs. |cosθ∗
CS
|, which as seen in Sec. 1.3 is

sufficient to characterise the physics of the HH process. A measure of the similarity

between any pair of points is computed using a two-sample goodness-of-fit (GoF) test

of these 2D distributions, which is used by a clustering algorithm to form groups of

points with homogeneous kinematical behaviours. For each of those groups (clusters),

a representative point (benchmark) is chosen as the point which is the most similar

to all other samples in the group. In this procedure, the number of resulting clusters

has to be specified beforehand, and tuned by hand to yield clusters with satisfyingly

similar distributions. It was deemed that 12 clusters represented a good balance between

the number of benchmarks and the intra-cluster homogeneity. Figure 1.7 shows the

distributions of m
HH

for the samples contained in each of the 12 clusters. The coupling

values corresponding to the benchmarks can be found in Refs. [72, 100, 103].

The small number of representative points given by this procedure means they can

each be used to optimise an experimental search, so that the analyses are sensitive to a

wide range of signal kinematics. However, results obtained with the benchmarks cannot

trivially be used to produce inferences on the couplings of the EFT. First, there is no

straightforward relationship between a point in the parameter space and the cluster to

which it would be assigned. Second, the variability of the signal kinematics within a

given cluster is still too large to allow the generalisation of a result obtained on a single

benchmark to the whole cluster to which it belongs. For an attempt at an approximate

recasting of experimental results on the benchmarks to arbitrary signal kinematics,

based on the similarity measure defined in the clustering procedure, see Ref. [104].

While the chosen benchmarks correspond to discrete points in the EFT parameter

space, it is possible to model the kinematics of HH for arbitrary values of the anomalous

couplings by reweighting the events of the benchmark samples. Theweights to be applied,

obtained from the fully-differential cross section (i.e. the matrix element) of the process,

1 The sampling could have been done in four dimensions, yielding better coverage of the

parameter space with a same amount of points, since one dimension of the parameter space

only affects the overall cross section and is thus irrelevant. What’s more, upon close inspection

the 1500 points sampled for the clustering procedure do not cover the parameter space

consistently.
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Figure 1.7. Parton-level distributions of m
HH

for the samples in each of the 12 kinematical

clusters. The benchmark representatives of each cluster are indicated in red. The third cluster

contains the SM point. Figure taken from Ref. [100].

are functions of the EFT couplings and can be written in the form (1.59), where the

coefficients Ai are now functions of the event kinematics. In Ref. [104] the coefficients

are defined in rectangular bins in the plane of m
HH

vs. |cosθ∗
CS
|. Monte-Carlo samples

for a large number of points in the parameter space are used to fit the dependence of

the weights on the couplings, in each bin of the plane. This method is not exact, since an

histogram-based estimation of a two-dimensional distribution is necessarily biased, and

suffers from statistical fluctuations due to the finite size of the simulated samples used

for the fit. Furthermore, the whole fitting procedure has to be redone every time a new

model is used (for instance, when switching from the nonlinear to the linear EFT), or

when changing the parameters used during sample generation (center-of-mass energy,

top quark mass, etc.).

We here suggest a different approach, which is exact and can be implemented for any

desiredmodel fornonresonantHH production. Insteadoffitting the formula (1.59) using

Monte-Carlo samples, the exactweights can be obtained directly from thematrix element

of the process, as described in Sec. 1.2. By “exporting“ the matrix elements as a piece of

C++ code using a plugin [105] we havewritten forMG5_aMC@NLO, it is straightforward

to reweight the benchmark samples to any chosen hypothesis. Note that since we shall

wish the normalisation of the HH samples to be unaffected by the reweighting, we

still need to compute the total cross section as a function of the couplings, using (1.59).

Another detail turns out to be of some importance in this procedure: when generating

the samples used as basis for the reweighting, a dynamic renormalisation scale is used,

and at LO this implies that the value of αs used during sample generation depends on

event kinematics. When evaluating the matrix elements of (1.43) on a particular event,

the αs value used for generating that event needs to be retrieved so that the reweighted
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sample yields identical predictions as if one had generated an unweighted sample for

that hypothesis. The effect of using an event-dependent αs is showed on Fig. 1.8.
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Figure 1.8. Parton-level normalised distributions of m
HH

for the ”flat“ sample generated with

unit matrix element (blue), the union of benchmark samples defined by the clustering procedure

in Ref. [104] (orange), and a dedicated sample for the SM (red). The green sample corresponds to

the flat sample reweighted to the SM using event-by-event evaluation of the LO matrix element

for HH with full top quark mass dependence, using constant values for αs . In contrast, the purple

curve was obtained by using the same dynamic renormalisation scale as for the generation of the

SM sample, and shows perfect agreement with the latter (within statistical uncertainties), whereas

the fixed-scale distribution does not. The left and right plot show the same distributions and only

differ by the ordinate scale.

Using the freedom provided by event reweighting, the problem of efficiently modelling

EFT effects in HH is reduced to that of generating a sample that can be used as a basis

for efficient reweighting. With the clustering procedure, that basis sample corresponds

to the union of all 12 benchmark samples. Since the benchmarks, by construction, are

meant to represent the full variety of possible kinematical behaviours in the nonlinear

EFT, they provide a good basis for the subsequent reweighting. However, given that

the HH kinematics are essentially characterised by a single quantity (m
HH

), it would

seem that starting from a sample that is uniform in m
HH

should be much simpler. We

have generated a so-called ”flat” sample by setting |M|2 ≡ 1 during event generation,

so that phase space and PDF factors are retained. Using such a basis, the reweighting

ratio 1.43 simplifies to the matrix element in the numerator. As shown on Fig. 1.8, using

a flat sample as a basis for reweighting presents no particular difficulty. In the tail of the

distribution, for m
HH
& 500 GeV, the behaviour of the flat sample is similar to that of

the SM. It might seem that the reweighting is not efficient for low m
HH

values, since

a fair share of events receive comparatively low weights in that region. However, the

SM is peculiar in being suppressed at threshold, and as can be seen on Fig. 1.7, the

EFT leads to distributions with significantly larger contributions close to the threshold

(corresponding to an enhancement of diagrams with an s-channel Higgs boson). Hence,

it is beneficial for the purpose of reweighting that the flat sample contains a significant

fraction of events at low m
HH

. For the same reason, simply using the SM sample as

basis would be ill-advised. Note that there is no way of constructing the “best” basis

sample unless one specifies beforehand the fixed set of hypotheses to which one wishes
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to reweight. However, choosing a unit matrix element (or another reasonable analytical

bias function) certainly constitutes a simple and fast method to obtain a basis sample.

Event reweighting efficiently provides Monte-Carlo samples for any desired point in the

EFT parameter space, but does not evade the necessity to iterate over the full samples

to obtain predictions for the corresponding hypotheses. For the purpose of fitting

or constraining the EFT couplings, it would be desirable that the dependence of any

prediction on the couplings be available as a closed-form expression. This is a problem of

morphing distributions, and has been addressed in Refs. [106,107]. We shall not enter into

the details, but briefly show how that works out for the distribution of m
HH

. We have

implemented the reweighting of the flat sample for the linear EFT model of (1.52)–(1.56)

provided by the authors of Ref. [94]. By computing the matrix element for specific values

of the couplings, with simple arithmetics it is possible to isolate each contribution in the

EFT expansion of observables (1.57). Given that five operators contribute to HH, any

distribution can be decomposed into:

1︸︷︷︸
SM

⊕ 5︸︷︷︸
Interferences SM - operator

⊕ 5︸︷︷︸
Op. squared

⊕ 5 · (5−1)
2︸    ︷︷    ︸

Interferences op. - op.

� 21 terms. (1.64.)

Once a distribution for each of those terms has been obtained, they can be combined

analytically for arbitrary values of the coefficients ci/Λ
2

using an expression of the

form (1.57). Figure 1.9 shows the distribution of m
HH

for each of the terms in (1.64),

and for combinations of those terms assuming illustrative values of the EFT couplings.

The morphing technique can also be employed with no reference to event reweighting,

as it only requires as input a set of distributions obtained with specific values of the

couplings. In the case of HH, that would require the generation of 21 different samples,

which represents a reasonable increase compared to the 12 benchmark samples.

1.6. Resonant enhancement of double Higgs production
The existence of new, heavy states decaying to pairs of SM Higgs bosons is predicted by

numerous BSM models [108–110]. Current experimental constraints on these models

do not rule out the possibility of an early discovery of Higgs boson pair production. In

this section we briefly describe some of these model families; a more complete review

can be found in Ref. [72].

• The Higgs singlet or Higgs portal models are the simplest extension of the SM

leading to resonant production of Higgs pairs [110–118]. They are based on the

realisation that (φ†φ) is a gauge singlet, and that a scalar, gauge-singlet field S can

thus be added to the SM so that the only interactions between SM and BSM fields

happen through the Higgs boson. Different versions of the singlet model have been

developed, as the field S can be taken as real or complex and different conditions

on the potential for S can be imposed. In the simplest version, the singlet is a real

scalar and the full scalar potential, imposed to be invariant under S→−S, is given
by:

V(φ, S) � µ2

1
(φ†φ) + µ2

2
S2

+ λ
1
(φ†φ)2 + λ

2
S4

+ λ
3
(φ†φ)S2 (1.65.)
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Figure 1.9. Parton-levelnormaliseddistributions ofm
HH

obtained throughevent-by-eventmatrix-

element reweighting of a flat sample. The top left plot shows the interferences between each operator

in the linear EFT and the SM; the top right plot shows a subset of all possible interference terms

between pairs of operators, and the bottom left plot shows the contributions from the squaring

of the operators. Some interference terms contribute with a negative sign to the total observable

(using the conventions of (1.47)–(1.51), but with a switched sign for O
tφ), and are indicated with

a factor “−1×” in the legend. Distribution obtained when combining the different terms using

various values for the EFT couplings are shown on the bottom right plot. The values used for each

operator coupling are indicated in the legend, along with the ratio between the total cross section

obtained with these couplings, and the SM cross section. The SM prediction is included in every

plot for reference.
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If S has a non-zero VEV, 〈S〉, we can write S � (s + 〈S〉)/
√

2. Denoting by φ
0
the

neutral SM scalar expanded around its VEV (v), we obtain the mass eigenstates h

and H as mixtures of the original fields:

©«
h

H

ª®¬ �
©«
cosα −sinα

sinα cosα

ª®¬ ©«
φ

0

s

ª®¬ (1.66.)

The field h is identified with the SM Higgs boson, and the new state H can decay

into hh if m
H
> 2m

h
. The free parameters of this model are m

H
, the mixing angle

cosα, and the ratio between the VEVs, tanβ� v/〈S〉, not to mention the measured

values for m
h
and v. The mixing between S and φ

0
leads to deviations from SM

predictions for the couplings between the light Higgs boson and SM particles, and

the lack of large such deviations indicates that α ≈ 0. While this suppresses the

decays of H into SM particles, the branching ratio for H→ hh can be quite large,

O(20−30%), and an enhancement of more than one order of magnitude of the

di-Higgs cross section compared to the SM is still possible. Note that even without

visible resonant H→hh production, SM-Higgs pair production in singlet models

can be affected by non-standard values of the hhh coupling.

• Other relatively simple extensions of the SM are the different realisations of the

2 Higgs doublet model (2HDM), which postulate the existence of two complex

scalar SU(2)L doublets, see e.g. Refs. [119,120]. Supersymmetric models such as the

minimal supersymmetric standardmodel (MSSM) [121,122] also feature two such

doublets. After spontaneous symmetry breaking, the physical states are two charged

Higgs bosons H
±
, a pseudoscalar A, and two scalars h and H (with m

H
> m

h
).

Depending on how the doublets are assumed to couple with the fermions, one

obtains e.g. the type-I, type-II, “lepton-specific” or “flipped” 2HDMs. The coupling

of the heavy scalar H with the light state h, assimilated with the SM Higgs boson,

is obtained from the mixing angle α between the neutral states, and the ratio

tanβ� v
2
/v

1
between the VEVs of the neutral components of the two doublets. The

decay channel H→hh has been extensively studied [67, 123, 124] but experimental

constraints on 2HDMs are strong, and this channel stands in competition with

other decay modes such as H→ZA, H→AA or H→ tt. Nevertheless, unexplored

regions of the parameter space leave open the possibility of observable effects in

Higgs pair production [124,125].

• In the Georgi–Machacek (GM) model [126, 127], two scalar triplets of SU(2)L are

introduced in addition to the usual doublet φ. Among the several resulting physical

fields,we again obtain two scalars h and H, with h identified as the SMHiggs boson.

The trilinear coupling hhh is modified and the decay H→hh is allowed as soon as

m
H
> 2m

h
, leading to possibly large enhancements of Higgs pair production [128].

• Randall–Sundrum (RS)models and their offsprings [129–135] postulate the exis-

tence of an additional, warped dimension of space (WED), and have been proposed

in an attempt to solve the hierarchy problem. The extra dimension separates two

flat four-dimensional boundaries, the so-called Planck/UV and TeV/IR branes.

By locating the Higgs field on the TeV brane, the warping of the fifth dimension

generates a large hierarchy between the Planck and weak scales. Free parameters of

the theory are the warp factor k and the size of the extra dimension L; the required
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hierarchy is obtained when kL≈ 35.

In the original RS1 model, all SM fields are restricted to the TeV brane, and only

the graviton is allowed to propagate through the 5D bulk. The apparent weakness

of gravity is then due to the localisation of the graviton close to the Planck brane.

The main experimental prediction of RS1 is the existence of so called Kaluza–Klein

(KK) excitations of the graviton. The lightest KK mode would have mass around

the weak scale, and preferentially decay to pairs of fermions, gluons or photons.

In “Bulk” models, the SM fields are pulled into the bulk, with only the Higgs

field localised on the TeV brane. Interestingly, this provides an explanation for the

flavour puzzle: heavy fermions are simply localised closer to the TeV brane (and

thus to the Higgs boson) than light fermions. In contrast to RS1, graviton decays to

pairs of Higgs bosons are sizable in bulk models, whereas decays to leptons, light

quarks, or massless bosons are suppressed. Bulk models also predict the existence

of KK-excitations of SM particles (except H), but these do not give rise to HH final

states.

Besides spin-2 tensor modes (gravitons), WED models feature scalar excitations of

the metric, i.e. fluctuations of the size of the extra dimension. The corresponding

particles are massive scalars called radions, whose couplings to SM fields are sup-

pressed by a scale ΛR ≈O(TeV), related to k, L, and the 5-dimensional Planck mass

M
5
. Radions are produced predominantly in gluon fusion, have a narrow width

provided their mass is mR . O(TeV), and decay mainly into pairs of W, Z and H

bosons.

To the extent that the extra scalar state decaying to pairs of SM-like Higgs bosons has a

narrow width, the production and decay kinematics of that state do not depend on the

specifics of the model. Thus, experimental limits on the production cross section of such

states (multiplied with their branching ratio to Higgs pairs) are model-independent.

For what concerns the production of spin-2 states, the production mode in proton

collisions (gluon or quark fusion) and the specific form of the coupling with quarks or

gluons has in principle some impact on the experimental sensitivity, and it is necessary

to choose a benchmark model. In this work, we have considered the gluon-induced pro-

duction of KK-gravitons. As it turns out, the experimental sensitivity for that particular

particle does not strongly differ from what is obtained for spin-0 resonances, which

indicates that while the results for these spin-2 resonances cannot be interpreted in a

strict model-independent way, the searches are not blind to other possibilities.

If the new states introduced by the models listed above are too heavy to be produced

directly, their indirect effects on HH production can be described and probed using the

EFT approach described in the previous sections, see e.g. Ref. [110]. Another possibility,

which we have not addressed, arises when the new degrees of freedom are too light to

decay to H pairs, but nonetheless have an impact on HH [136–138], leading to enhanced

rates. Indeed, new particles might circulate in the loops of diagrams in Fig. 1.2, or

yield an additional s-channel contribution interfering with the SM amplitude, among

different possibilities. In addition, some models predict the production of pairs of new

particles that each decay to a Higgs boson and additional visible or invisible particles

(see e.g. Ref. [139]), leading to HH+X final states where X can be SM particles or other

new states that escape the detector undetected. However, all these modifications to HH
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production are sensitive to the specifics of the BSMmodels considered, involving several

unknown new parameters. Given our goal of providing experimental results that can

be interpreted in a large variety of models, we have not explicitly targeted such effects

in this work.

1.7. Review of current experimental results
In this sectionwe give a short overviewof the current sensitivity toHiggs pair production

and the Higgs boson self-coupling. Higgs pair production has been probed at

√
s �8 TeV

(Run 1) and 13 TeV (Run 2) by the ATLAS and CMS collaborations. Given the Higgs

boson’s rich phenomenology, HH events are scattered across numerous decay channels

with different experimental sensitivities. Table 1.3 shows the expected and observed

limits1 on the SM cross section obtained by ATLAS and CMS in different channels. The

results obtained by CMS in the bbVV final state corresponds to those presented in this

thesis and described in Chap. 3. Due to the dependence of the experimental sensitivity

on the Higgs boson self-coupling, these limits cannot be used directly to constrain its

value. Hence, CMS has explicitly set limits on σ
HH

as a function of the self-coupling

modifier, κλ . Using the most sensitive result obtained in the bbγγ final state [140], this

translates into a range of allowed values for κλ of about [−11,17] at 95% CL ([−8,14]
expected).

Table 1.3. Expected and observed limits on σ
HH
/σSM

HH
obtained by ATLAS and CMS in different

decay channels. The integrated luminosity used for each analysis is given to ease the comparison

of the figures. The ATLAS Run 1 result was obtained by combining analyses in the bbbb, bbγγ ,

bbττ and γγWW final states. The CMS Run 1 combined limit was achieved using the bbbb, bbγγ

and bbττ channels. SM branching ratios of the Higgs boson are assumed for rescaling the results

in different decay channels to the total HH cross section. All results are statistically compatible

with SM expectations.

Experiment Channel

∫
Ldt (fb−1

) Exp. / obs. limit

ATLAS (Run 1) Combined [141] 20.3 48 70

ATLAS (Run 2) bbbb [142] 27.4 21 13

bbγγ [143] 3.2 162 117

γγW(`ν)W(jj) [144] 13.3 386 750

CMS (Run 1) Combined [145] ≤ 19.7 47 43

CMS (Run 2) bbγγ [140] 35.9 19 24

bbττ [146] 35.9 25 30

bbVV(`ν`ν) [147] 35.9 89 79

bbbb (boosted) [148] 35.9 120 188

bbbb [149] 2.3 308 342

ATLAS and CMS have also probed the resonant production of Higgs boson pairs, in

the same final states as those shown in Tab. 1.3 [140–147, 150–152]. Limits are placed

1 These notions will be rigorously defined in Sec. 2.4.2.
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on the product of the production cross section of spin-0 and/or spin-2 narrow-width

resonances X with the branching fraction for X→HH, as a function of the mass of the

resonance, m
X
. The limits range from about 1 pb at the kinematic threshold of 260 GeV

for the production of narrow resonances decaying to Higgs boson pairs, down to O(fb)
at m

X
� 4 TeV.

The sensitivity to HH production is going to improve dramatically as more data are

collected by the LHC experiments, as shown by preliminary studies on the HL-LHC

reach (see Sec. 2.1.2, Chap. 4 and Refs. [153–158]). However, the weakness of the bounds

on κλ quoted above raises two (not entirely unrelated) questions:

1. What are the largest values that κλ could take in any conceivable scenario?

2. Can κλ be bound through other means than HH production?

The first question has been addressed in Ref. [159] using two different approaches. A

model-independent bound can be set through perturbativity arguments, such as the

requirement that the scattering amplitude for HH→HH remains within unitarity

bounds, which yields the allowed range of |κλ | . 6.5. Alternatively, specific BSMmodels

inducing large deviations in the Higgs boson self-coupling without conflicting with

measurements of single Higgs production can be studied. By scanning the allowed

parameter space of these models, taking into account perturbativity bounds, vacuum

stability, precision measurements or results from direct searches, it is found difficult to

generate values of κλ larger than a few.

The second question can be answered positively by realising that the trilinear coupling

contributes to NLO electroweak corrections to single Higgs boson production and

decay [160–163], and toNNLOcorrections to precision electroweakobservables [164,165].

In both cases, the range of allowed values for κλ turns out to be comparable with the

direct bounds from HH production, both when considering present experimental

results on single and double Higgs production, or when using the expected precision

attainable at the HL-LHC. However, these studies rely on the assumption that the only

deviation from SM predictions in single Higgs processes is due to an anomalous Higgs

self-coupling, contrary to many BSM scenarios where other Higgs boson interactions

are simultaneously affected. In Ref. [101] an attempt was made at a global fit of nine

effective operators in the linear EFT to single Higgs boson measurements (branching

ratios and total rates), taking into account the corrections to single Higgs processes due

to an anomalous Higgs trilinear coupling. It was shown that, under these hypotheses,

measurements of single Higgs boson processes alone are degenerate and cannot be used

to place meaningful indirect bounds on κλ , and that including a measurement of Higgs

pair production is necessary to lift the degeneracy in the fit1. These observations hold

also when considering differential measurements of single or double Higgs production.

Note that if the analysis is repeated in the nonlinear EFT, the connection between H and

HH processes is partially lost and the bounds on the self-coupling become significantly

weaker. In conclusion, observing and characterising Higgs pair production remains a

crucial experimental task for our understanding of electroweak-scale phenomena.

1 Conversely, this implies that the precision on Higgs boson couplings that can be attained in

global fits is limited by the lack of strong constraints on the Higgs trilinear coupling.
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Chapter

The CMS experiment:
Event reconstruction and
Data analysis techniques

The previous section was dedicated to the description of the current best model of

the fundamental interactions between elementary particles, and of the methods used

to generate predictions that can be confronted with reality. We now consider the

other side of the story and explain how to test these predictions in controlled and

repeated conditions, and how to quantify the level of agreement between calculations

and experimental data. We start with a brief description of the Large Hadron Collider

(LHC) and of the CMS detector, our main experimental tools. The methods used to

make sense of the data recorded by CMS are described next. Finally, we introduce some

of the techniques required to extract and characterise the rare processes we are after.

2.1. The Large Hadron Collider
High energy collisions, a proven technique to study the Standard Model, are provided

in a controlled and reproducible way by the Large Hadron Collider (LHC) [166]. The

LHC, located in a 26.6 km–long tunnel under the French–Swiss border, at the CERN

laboratory next to Geneva, is the largest and most powerful particle collider ever built.

It is a superconducting synchrotron, able to accelerate, circulate and collide protons at a

centre-of-mass energy of

√
s � 13 TeV. A complex accelerator chain, depicted on Fig. 2.1,

is required to produce beams consisting of more than 2000 “well-behaved” bunches of
about 1.1×10

11

protons with an energy of 6.5 TeV.

Protons are extracted from a plasma obtained by heating H
2
gas. They are then acceler-

ated by the LINAC2 up to an energy of 50 MeV, and injected into the Proton Synchrotron

Booster (PSB), consisting of four stacked rings each accelerating a bunch of protons to

1.4 GeV. The Proton Synchrotron (PS) is filled with 4+2 of these bunches, splits each of

them into three, smaller bunches, and accelerates those to 25 GeV. Two further splits

provide trains of 72 bunches separated by 25 ns (7.5 m), which are injected into the Super

Proton Synchrotron (SPS). The SPS, which can accommodate four of these trains, brings

them to an energy of 450 GeV and passes them to the LHC as two counter-circulating

beams of up to 2808 bunches each.

Due to a leak in the SPS beam dump system detected in 2016, the number of bunches

that could be accelerated by the SPS and injected into the LHC had to be limited to

96 and 2220, respectively. To mitigate the impact on the amount of data that could be

delivered to the experiments, an alternative injection scheme has been used starting

in summer 2016: the batch compression merging and splitting (BCMS) scheme [168].
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Figure 2.1. The CERN accelerator complex and some of the related experiments, as of 2018.

Figure taken from Ref. [167].

Instead of using only six bunches from the PSB to fill the PS, all eight bunches from

the two PSB cycles are kept. These bunches are first compressed and merged into four;

the acceleration and splitting steps then proceeds as in the nominal scheme, yielding

48 bunches with increased brightness (higher intensity, reduced transverse emittance)

with respect to the nominal scheme.

The beams in the LHC each circulate in a pipe kept at an ultra-high vacuum ranging

from 10
−6

to 10
−11

mbar, necessary to minimise beam losses. The LHC consists of 1232

superconducting NbTi dipole magnets, cooled to 1.9 K using superfluid helium, which

produce the field of 0.54 to 7.7 T needed to bend the beams around a circular trajectory.

The beams are kept focused by 392 quadrupole magnets providing a maximum gradient

of 223 T/m, and further corrected by higher-order fields (sexta-, octo- and decapoles).

The LHC features a “twin-bore” design, in which the two beam pipes are contained

within a common cold mass. The magnet coils are retained by non-magnetic collars,

enclosed by an iron flux return yoke, itself maintained within a vacuum vessel for

thermal insulation. Eight superconducting radio-frequency (RF) cavities (per beam)

increase (ramp) the protons’ energy to 6.5 TeV using standing electromagnetic waves of

about 400.79 MHz with a peak field strength of 5.5 MV/m. Their frequency has to be

adjusted by less than 1 kHz during the ramp to match the slight increase in velocity of

the protons as they gain momentum. Every revolution, each cavity increases the protons’

energy by 60.6 keV, resulting in a ramp time of about 20 min. When the ramp is over,

the RF system also compensates for small energy losses due to synchrotron radiation

(7 keV/turn). The beams cross at four interaction points (IPs) but are kept separated

during injection and ramp by dedicated dipole magnets. Before being brought into

collision, the beams are squeezed at the IPs by sets of quadrupole triplets to maximise

the interaction rate.

Particle detectors are installed around the IPs to detect the debris coming out of the
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collisions. These experiments are:

• ATLAS [169] and CMS [170]: two large, general-purpose detectors.

• LHCb [171], optimised for the study of B mesons.

• ALICE [172], specialised in the study of the quark-gluon plasma through the analysis

of collisions between lead ions.

• Three smaller, dedicated experiments are also present at the LHC: LHCf [173],

MOEDAL [174], and TOTEM [175]. They share a collision point with the previous,

main four detectors, and only record a fraction of the scattered particles.

The beams are kept in a stable, colliding configuration for several hours, after which

they are dumped into massive graphite absorbers and the cycle can start again. In ideal

conditions, each fill of the LHC lasts from 10 to 16 hours, and the time between the

beams are dumped and collisions can be declared again is about two hours.

2.1.1. Luminosity and pileup
The instantaneous luminosity L is the proportionality factor between the rate of a

scattering process and the cross section of that process. The luminosity should be as

high as possible to maximise the amount of data available for analysis. At particle

colliders such as the LHC, it depends on the characteristics of the beams and can be

expressed as:

L �

fr Nb N2

p

4πσxσy
�

fr Nb N2

p

4πε
√
β∗xβ
∗
y

(2.1.)

where, along with ultimate values for the LHC during 2016 data-taking:

• fr � 11.245 kHz is the proton revolution frequency,

• Nb � 2208 is the number of colliding bunches per beam,

• Np � 1.15×10
11

is the number of protons per bunch,

• σx ,y � 11 µm is the standard deviation of the beam density profile in the trans-

verse plane (here assumed to be equal for both beams and to follow a Gaussian

distribution), at the IP and at

√
s �6.5 TeV,

• ε� 0.3 nm is the (un-normalised) beam emittance, and

• β∗x ,y � 40 cm is the minimum, at the IP, of the betatron functions βx ,y(s) describing
the envelope of the proton trajectories, parameterised by the position s along the

ring. The waist profile of the betatron function around the IP (”minibeta insertion“)

is created by the squeeze. By definition, we have σx ,y �
√
εβx ,y .

In practice, additional factors will play a role, such as:

• The beams do not collide head-on but with a small crossing angle Φ, necessary to

suppress parasitic interactions between leading and trailing bunches (collisions and

long-range beam-beam electromagnetic interactions). The reduction factor can be

approximated by
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F �
1√

1 +

(
σsΦ

2σx

)
2

, (2.2.)

where σs is the bunch length. In 2016, the design crossing angle of 370 µrad was

reduced to 280 µrad after the switch to BCMS, increasing the luminosity by about

15% (with F ≈ 0.7).

• The beams might not cross at the true waist of the minibeta insertion.

• A slight misalignment of the beams would reduce the overlap between the bunches

and hence the luminosity.

• The beam profile might not be strictly Gaussian, resulting in deviations from (2.1).

Plugging the numbers into (2.1) yields L≈ 1.6×10
34

cm
−2

s
−1

, close to the 2016 record

of 1.5×10
34

cm
−2

s
−1

, itself significantly above the design luminosity of the LHC of

10
34

cm
−2

s
−1

(� 10 nb
−1

s
−1

).

The total amount of data delivered or recorded during a period of time T is measured

in terms of integrated luminosity:

L
int

�

∫ T

0

L(t)dt (2.3.)

Naturally, we do not have L
int

�T ·L since the luminosity is not constant during a fill.

The beams “burn off” (reducing Np), mostly due to the collisions in the interaction

points, but also due to losses around the LHC ring (interaction with residual gas in the

beam pipe, with collimators, . . . ), leading to an exponential decay of the luminosity:

L(t)�L
0

exp(−t/τ), with τ∼ 24 h and where L
0
is the so-called peak luminosity at the

start of the fill. In addition, the machine needs a few hours between the moment the

beams are dumped, and collisions (“Stable Beams”) can be declared again: typically two

to six hours, or much longer in case of technical problems. The ratio L
int
/(T ·L

0
) is the

so-called Hübner Factor, and was about 0.5 in 2016, which constitutes an exceptional

achievement by the CERN beams department.

Measuring precisely the luminosity is essential for all the LHC experiments, as this

quantity enters virtually every data analysis. This measurement happens in two distinct

steps [176] and is based on the following expression for the luminosity:

L �
µ fr
σ
inel

�
εµ fr
εσ

inel

�
µ
vis

fr
σ
vis

�
R
σ
vis

(2.4.)

Here µ is the mean number of inelastic pp interactions per bunch crossing and σ
inel

is the total inelastic interaction cross section, which for pp collisions at

√
s � 13 TeV

amounts to σ
inel
≈ 80 mb. The overlap of multiple collisions in the same bunch crossing

is referred to as pileup. The average pileup in 2016 data is < µ >� 27, and this number is

expected to grow togetherwith increased luminosity in the LHC since the only terms not

affecting pileup in (2.1) are fr and Nb , which cannot be increased beyond design. Other

terms in (2.4) are ε, the efficiency with which an interaction is recorded as an “event”

by a detector, µ
vis

and σ
vis

, the number of interactions and interaction cross section

visible by the detector, and R, the event rate recorded by the detector. The definition of
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“event”, and the corresponding efficiency, depend on the method chosen to measure the

luminosity. Precise measurements of R over time allow a relative determination of the

instantaneous luminosity during data taking. Several independent detectors are usually

employed to that end, in order to ensure consistency and stability of the measurements.

An absolute calibration of the luminosity is still required for determination of σ
vis

. At the

LHC, this is mostly achieved through dedicated data-taking runs: van der Meer (VdM)

scans [177]. Measuring R while scanning over the vertical and horizontal separation

between the beams at the IP yields a precise measurement of the size of the luminous

region (beam spot), which enters (2.1) as the term 2σxσy . Combinedwith the knowledge

of Np , which can be precisely measured, this fixes L and hence σ
vis

through (2.4). These

runs are carried out once per year under special conditions (low rate and low pileup,

beam profile as close to Gaussian as possible).

2.1.2. LHC timeline and data-taking periods
TheLHC is a long-termproject: planningbegan as early as 1984,construction commenced

in 1998, and operations were launched in 2008 and are due to last until 2035. The

accelerator and detectors being extremely complex machines, they cannot be operated

continuously but have to undergo regular maintenance. Thus, data taking is divided

into ”runs“, lasting several years and separated by long shutdown periods. In addition,

no data is delivered during winters, facilitating repairs or upgrades.

The first run (”Run 1“) of the LHC was due to start in 2008, but was delayed until 2010

because of an incident during commissioning. While the design beam energy of the

LHC was 7 TeV, for safety reasons it had to be operated at 3.5 TeV in 2010 and 2011,

during which 6.1 fb
−1

of data were delivered to each ATLAS and CMS. In 2012, the

energy could be increased to 4 TeV, and 23.3 fb
−1

of data were delivered, enabling the

discovery of the Higgs boson. The LHC then underwent a two-year-long repair program

that allowed it to be operated at 6.5 TeV during its second run (”Run 2“), which started

in 2015 and is still ongoing. 4.2 fb
−1

, 40.8 fb
−1

and 49.3 fb
−1

were delivered in 2015,

2016 and 2017, respectively. Run 2 will last until 2018, at which point almost 150 fb
−1

are expected to have been delivered. The next run, from 2020 to 2023, should provide

an additional 300 fb
−1

. A further – and final – step in the LHC programme is a major

upgrade of CERN’s whole accelerator complex, after which the LHC will be operated

at 7 TeV and with 10 times higher instantaneous luminosity. This ”High-Luminosity“

LHC (HL-LHC) is scheduled to deliver 3000 fb
−1

from 2026 to 2035. Figure 2.2 shows a

comparison of the integrated luminosity collected during each year of Run 1 and Run

2 so far. The results presented in this work have been obtained using data recorded

during 2016.

2.2. The CMS experiment
The Compact Muon Solenoid (CMS), depicted on Fig. 2.3, is a multi-purpose particle

detector built around one of the LHC’s IPs, at access point nr. 5. Its role is to detect

the particles produced during LHC collisions, and measure their kinematic properties

(direction, momentum or energy). The resulting data is used for a wide variety of

physics analyses. Its function dictates its geometry and architecture: CMS is arranged
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Figure 2.2. Integrated luminosity delivered by the LHC to CMS versus time for each year of data

taking during Run 1 and Run 2. Taken from Ref. [178].

as a cylinder, 21.6 m long and 14.6 m high, built symmetrically around the IP, in order

to be hermetic and record as many of the outgoing particles as possible. The cylinder is

divided into a barrel defining the central acceptance region, and two endcaps covering

the forward regions. It consists of 10 different subdetectors, intertwined as the layers

of a 12500 t onion, each responsible for the detection and characterisation of different

particles, as well as a giant superconducting solenoid providing an homogeneous

magnetic field of 3.8 T to bend the trajectories of charged particles. The subdetectors

can be categorised into trackers and calorimeters. The former measure the direction

and curvature of tracks created by charged particles, their curvature giving access to

their momentum. The trackers in CMS are divided into an inner tracking system, close

to the IP, consisting of the Pixel and the Strip tracker, and an outer tracking system,

located outside of the solenoid and responsible for the detection of muons. The muon

tracker is embedded within a steel yoke which ensures that the magnetic flux lines are

closed. This arrangement provides a magnetic field of up to 2 T in the outer tracker. The

electromagnetic and hadron calorimeters, both contained within the magnet volume,

are responsible for measuring the energy of different types of particles, and provide

a rough estimate of their direction. Finally, CMS depends on a highly efficient trigger
system, since at a nominal collision rate of 40 MHz, about 40 TB of data are produced

each second: way more than what can be stored and analysed. The trigger is responsible

for selecting in real time the 0.001% of collisions, or events, that are deemed interesting

enough to be stored for further analysis.

We repeat and extend here the conventions given at the beginning of Chap. 1, to clarify

their relationship with the geometry of CMS. The coordinate system used by CMS is a

right-handed orthonormal system with its origin at the nominal IP, its x-axis directed
toward the centre of the LHC ring, its y-axis pointing vertically upwards, and its z-axis
thus being tangent to the counter-clockwise (when viewed from the top) circulating

beam trajectory, pointing away from Lake Geneva. These define in turn the azimuthal
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Figure 2.3. The CMS experiment and its various subdetectors. Figure taken from Ref. [179].

angle φ, measured from the x axis in the x-y-plane (transverse plane), and the polar

angle θ,measured from the z-axis. The distance from the z-axis is defined as r�
√

x2

+ y2

.

The transverse momentum p
T
is computed as the magnitude of the projection of the

measured momentum ®p � (px ,py ,pz) in the transverse plane; the ”transverse energy“

of a particle with energy E is given by ET � sinθ ·E. In the following, the direction of

particles produced at the IP will be quoted as a function of φ and the pseudorapidity:

η � − ln tan θ/2 (2.5.)

Formassless particles, this quantity is equal to the rapidity y. From this point on, angular

distances are defined using the pseudorapidity, i.e.:

∆R �

√
(η

1
−η

2
)2+ (∆φ)2, with (2.6.)

∆φ�min

(
|φ

1
−φ

2
|,2π− |φ

1
−φ

2
|
)
. (2.7.)

The subdetectors composing CMS, as well as the trigger and data acquisition systems,

are briefly described in the following sections. More information about the CMS detector

can be found in Ref. [170].

2.2.1. Inner tracker
Closest to the IP lies the inner tracking system. It is responsible for measuring the

trajectories of charged particles, as well as for the reconstruction of interaction and

decay vertices. The efficient tracking of several hundreds of charged particles produced
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during each bunch crossing, at a rate of 40 MHz, requires a high granularity and a low

response time. The resulting power density of detector electronics imposes the use of

an efficient cooling system. This in turn conflicts with the need to minimise the number

of nuclear interactions, multiple scatterings and bremsstrahlung the particles undergo

when traversing the detector, since these processes spoil the precision and efficiency

of the track reconstruction. Given the high particle flux (100 MHz/cm
2

at r � 4 cm),

the system must also be sufficiently radiation-hard to be operated efficiently during its

lifetime of more than 10 years. The choice of silicon detector technology for the CMS

tracker represents a good compromise between these conflicting constraints. The CMS

inner tracker has a diameter of 2.5 m and a length of 5.8 m, extending over |η| < 2.5, and
it is composed of a pixel and a strip detector, as depicted on Fig. 2.4.
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Figure 2.4. Cross section in the r − z plane of the CMS tracker layout and its partitions. The

IP is depicted by a star. Thick red (pixel) and blue (strips) lines indicate modules providing 3D

measurements of hit positions. Figure taken from Ref. [180].

The pixel detector features three barrel layers at r � 4.4 cm, 7.3 cm and 10.2 cm, and two

disks in each of the forward regions, located at |z | � 34.5 cm and 46.6 cm and covering

6 < r < 15 cm. Its 1440 modules contain 66 million pixel cells of 100×150 µm
2

area and

285 µm thickness, providing measurements of hit positions in two directions (z/φ in

the barrel, r/φ in the endcaps) with a resolution of about 20 µm. Precise knowledge

of module positions yields the missing component (r in the barrel, z in the endcaps).

The occupancy in the pixel detector during 2016 data-taking, i.e. the mean number of

particles hitting a cell per bunch crossing, was less than 6×10
−4

thanks to the small

pixel size.

The strip tracker consists of several subdetectors, with a total of 15148 modules of

different shapes containing about 9.3 million strips. The inner strip tracker is composed

of the tracker inner barrel (TIB), with four barrel layers, and the tracker inner disks

(TIDs), with three disks at each end. Their strip sensors have a thickness of 320 µm and

a pitch varying from 80 µm to 141 µm, depending on their distance from the IP. The

number ofmeasurements per track is extended by the outer strip tracker, itself composed

of the tracker outer barrel (TOB), with six layers, and the tracker endcaps (TECs), with
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two sets of nine disks. Detector thickness and strip pitch in the outer tracker vary from

320 µm to 500 µm, and from 97 µm to 184 µm, respectively. The strips are up to 20 cm

long and are arranged parallelly to the beam line in the barrel, and radially in the endcap

disks. Hence, the strip tracker can only measure precise hit positions in two directions

once module position is taken into account: r and φ in the barrel, and z and φ in the

endcaps. To supplement the pixels and provide additional measurements in the missing

directions, the first two layers and rings of TIB, TID and TOB, as well as three rings of

the TECs contain stereo modules: pairs of modules mounted back-to-back with a slight

tilt of 100 mrad. Matching 2D hits from both modules provides a 3D hit. Within a same

layer, modules are arranged with a slight overlap to ensure full coverage. Despite the

particle flux being lower in the strip tracker compared to the pixel, occupancy is higher

in the latter due to the size of the strips, and ranges from 0.3% in the outer layers to 3%

closer to the IP (assuming a mean pileup of 27, as in 2016).

The pixel and strip trackers are cooled to respectively −5
◦
C and −15

◦
C to evacuate the

60 kW consumed by the electronics, minimise leakage currents and thermal noise, and

slow down radiation damage. The whole inner tracker represents a material budget

ranging from 0.4 to 1.8 radiation lengths (X
0
), or 0.1 to 0.5 nuclear interaction lengths

(λi), depending on the pseudorapidity.

2.2.2. Electromagnetic calorimeter
The CMS electromagnetic calorimeter (ECAL), depicted on Fig. 2.5, is wrapped around

the tracker volume, its inner surface located at r � 129 cm. It is made of lead tungstate

(PbWO
4
) crystals and is designed to initiate and detect electromagnetic showers created

by neutral and charged particles (chiefly electrons and photons), with the criteria of fast

response time, fine granularity, good energy resolution and radiation hardness. The

ECAL is composed of a barrel (EB), covering the pseudorapidity range |η| < 1.479, and

two endcaps (EE) covering 1.479< |η| < 3.0.

y

z

Preshower (ES)

Barrel ECAL (EB)

Endcap

 = 1.653

 = 1.479

 = 2.6

 = 3.0
ECAL (EE)

Figure 2.5. Longitudinal layout of one quadrant of the electromagnetic calorimeter, showing the

barrel, endcap and preshower. Figure taken from Ref. [181].

Lead tungstate crystals feature a high density (8.23 gcm
−3

) and short radiation length

(89 mm): the resulting system is compact, but with a total thickness of about 25 X
0

it ensures that showers are fully contained within its volume, improving the energy
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resolution. The material’s small Molière radius (2.2 cm) yields narrow showers, which

helps in determining their position and in resolving nearby particles. The crystals are

trapezoidal, laid out radially around the IP, with their axes slightly tilted to ensure

particle trajectories are never aligned with the inter-crystal cracks. The EB contains

61200 crystals with a front-face cross section of about 22×22 mm
2

and length of 23 cm,

while the EEs contain each 7324 crystals of about 29×29×220 mm
3

. Scintillation light

output amounts to about 4.5 photoelectrons per MeV of the incident particle, with a

maximum yield at wavelengths of 420–430 nm. The signal decay time is such that about

80 % of the light is emitted within the LHC bunch crossing time. Since light yield varies

with the temperature, the ECAL is maintained at a constant 18
◦
C. The produced light

is amplified and collected by different types of photodetectors in the barrel—avalanche

photodiodes (APDs)—and endcaps—vacuum phototriodes (VPTs)—due to the different

radiation levels and magnetic field orientations.

To achieve a high level of precision, the ECAL needs to be carefully calibrated. Apart

from a global calibration of the energy scale, an uniform response can only be achieved

through an intercalibration of the individual channels due to small variations in light yield,

and photodetector and electronics response. In addition, the crystals show a small but

immediate loss of transparency due to irradiation, which depends on the instantaneous

luminosity and recovers between fills. To control this effect, crystal transparency is

continuously measured by means of laser pulses injected into the detector using optical

fibres. The EB energy resolution can be parameterised as [182]:( σ
E

)
2

�

(
S√
E

)
2

+

(
N
E

)
2

+ C2 , (2.8.)

where S� 2.8×10
−2

GeV

1

2 is the stochastic term, due to fluctuations in the lateral shower

size or in photo-electrons conversion, N � 0.12 GeV is due to noise from electronics and

pileup, and C � 0.3 % is the constant term, due to variations in longitudinal shower

development, intercalibration errors and energy leakage from the back of the crystals.

Above E≈ 100 GeV, the constant terms dominates the resolution.

An extra detector, the Preshower, is placed in front of EE and covers 1.653 < |η| < 2.6.
The Preshower is a sampling calorimeter consisting of two lead layers, to initiate elec-

tromagnetic showers, behind which are placed silicon strip sensors which measure the

deposited energy and transverse shower profile. Its total thickness amounts to 3 X
0
.

2.2.3. Hadron calorimeter
The hadron calorimeter (HCAL) is a sampling calorimeter sitting behind ECAL. Its role

is to intercept charged and neutral particles such as pions, kaons, protons and neutrons,

and measure their energy as well as their position. It is segmented into a barrel (HB),

radially constrained to 1.77 < r < 2.95 m by the solenoid and covering |η| < 1.3, two

endcaps (HE) with a pseudorapidity coverage of 1.3< |η| < 3, two forward calorimeters

(HF) extending to |η| � 5.2, and an outer calorimeter (HO) located on the outer surface

of the solenoid. Figure 2.6 shows the general layout of HCAL.

In both HB andHE, the hadronic showers are created by brass plates acting as absorbers,

supplemented by outer front and back plates of stainless steel for structural support.
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HF

HE

HB

HO

Figure 2.6. Longitudinal cross section showing one quadrant of the hadron calorimeter. Figure

taken from Ref. [170].

The brass plates are 56.5 mm thick in HB and 79 mm thick in HE, with gaps respectively

3.7 mm and 9 mm wide, yielding a total absorber thickness ranging from 5.82 λI at

η� 0 to ≈ 10λI at η� 1.3 and beyond. The active medium is provided by about 70000

plastic scintillator tiles inserted into the absorber gaps. The collected light is guided by

wavelength shifting fibres (WLSs) to hybrid photodiodes (HPDs). The granularity of

the tiles varies from ∆η×∆φ� 0.087×0.087 for |η| < 1.6 to 0.17×0.17 for |η| ≥ 1.6. These
∆η×∆φ segments form calorimeter towers, most of them having a single longitudinal

readout. The towers in the transition regions between barrel and endcaps, as well as

the endcaps, are divided into two to three readout segments, facilitating the correction

of radiation damage effects through a separate calibration of the different layers. The

scintillator signal is such that about 68 % of the pulse is contained within a window of

25 ns.

In the central pseudorapidity region, the combinedmaterial of EB andHB is not sufficient

to contain the hadronic showers. Since this energy leakage unacceptably degrades the

resolution, a tail catcher system (HO) is installed outside of the solenoid, increasing the

total calorimeter thickness to 11.8 λI in the barrel, with the magnet coil working as an

extra absorption layer corresponding to 1.4/sinθλI . The HO consists of five rings of

scintillator tiles, with a segmentation roughly mapping the towers in HB. An additional

19.5 cm thick iron plate and a second layer of sensitive material are placed around η� 0,

since absorber depth is minimal in that region.

The forward calorimeters, located at |z | � 11.2 m, must endure extremely high levels of

radiation during their lifetime, leading to a design consisting of steel absorber plates and

quartz fibres laid out along the z-axis. The showers produce Cherenkov light in the fibres,

which is guided to photomultiplier tubes (PMTs) located behind a steel-and-concrete

shield. The resulting pulses are only 10 ns wide, so that HF is not subject to out-of-time

pileup.

Using the parameterisation (2.8), the single-pion energy resolution of the HB is given
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by S � 1.15 GeV

1

2 , N � 0.52 GeV, and C � 5.5 % [183].

2.2.4. Outer tracker
Since the final states of a wide range of essential physics processes involve muons, it is

crucial for CMS to have the capability to identify muons and estimate their p
T
quickly

enough at the trigger stage, and to measure their momentum with excellent resolution

up to very high p
T
. Although muons are detected by the inner tracker, that information

cannot be used by the trigger. Hence, CMS is equipped with an outer tracker located

behind the calorimeters and the solenoid, since the only detectable particles not absorbed

by the inner layers are essentially muons. Due to the large volume to be covered, the

muon system relies on various gaseous detector technologies. As shown on Fig. 2.7, the

components are inserted into the gaps of the flux-return yoke, which further absorbs any

punch-through hadrons and provides the magnetic field needed to bend the trajectories

of muons and measure their momentum.

0 2 4 6 8 10 12 z (m)

R
 (

m
)

1

0

2

3

4

5

6

7

8

1 3 5 7 9 11

5.0

4.0

3.0

2.5

2.4

2.3

2.2

2.1

2.0

1.9

1.8

1.7

1.6

1.5

1.4

1.3

1.2

1.00.9 1.10.80.70.60.50.40.30.20.1

40.4°44.3° 36.8°48.4°52.8°57.5°62.5°67.7°73.1°78.6°84.3°

0.77°

2.1°

5.7°

9.4°

10.4°

11.5°

12.6°

14.0°

15.4°

17.0°

18.8°

20.7°

22.8°

25.2°

27.7°

30.5°

33.5°

θ°

η

θ°η

M
E

4
/1

M
E

3
/1

M
E

2
/1

M
E

1
/2

M
E

1
/1

M
E

2
/2

M
E

3
/2

M
E

1
/3

R
E

3
/3

R
E

1
/3

R
E

1
/2MB1

MB2

MB3

MB4

Wheel 0 Wheel 1

RB1

RB2

RB3

RB4

Solenoid magnet

Silicon 

tracker

Steel

Wheel 2

R
E

2
/3

R
E

3
/2

M
E

4
/2

R
E

4
/3

R
E

4
/2

R
E

2
/2

CSCs

RPCs

DTs

R
E

2
/2

HCAL

ECAL

Figure 2.7. General r− z layout of the CMS muon spectrometer. The DTs, CSCs and RPCs are

labelled MB, ME and RB/RE, respectively. Figure taken from Ref. [184].

The drift tubes (DTs), arranged cylindrically around the solenoid, cover the pseudora-

pidity range |η| < 1.2. The rectangular drift cells have a cross section of 13×42 mm
2

, a

maximum length of 2.4 m, and are traversed by a 50 µm-thick gold-plated steel anode

wire. The tubes are filledwith amixture of argon andCO
2
, yielding a gas gain of 10

5

and

amaximumdrift time of about 400 ns. The drift time to thewire provides ameasurement,

transversely to the wire, of the muon position inside of the cell. Sets of four staggered

layers of cells (superlayer) are combined into chambers which are arranged in four layers

(stations) around the barrel. Each chamber contains two superlayers with their wires

parallel to the beam and providing r−φ hit positions, and a third one (not present in

the outer stations) with its wires orthogonal to the beam, yielding a measurement of

the z coordinate. In total, the barrel contains 250 chambers with about 172000 sensitive
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wires. The resolution on single-cell hit positions ranges from about 200 µm for r −φ
superlayers to 200–600 µm for z superlayers.

In the endcaps, due to the non-uniform magnetic field and the higher signal and

background rates, multiwire chambers are used instead, covering 0.9 < |η| < 2.4. The
cathode strip chambers (CSCs) are trapezoidal chambers containing radial copper

cathode strips and, perpendicular to those, gold-plated tungsten anode wires. The

chambers are filled with a mixture of Ar, CO
2
and CF

4
, and their operating voltage

is 3.6 kV, providing a gas gain of about 7×10
4

. The strips are 8.4 mm to 16 mm wide

and provide precise φ measurements through interpolation of collected charges, with

a single-layer resolution of 300–900 µm. The wires are spaced by about 3 mm and are

ganged in groups of 12. They are also read out to obtain a measurement of the crossing

time and a rough estimate of the r coordinate. For |η| > 1.2, muons cross four CSC

stations, each containing six cathode panels and wire planes, for a total of 480000

readout channels.

Although DTs and CSCs are intrinsically slow, they achieve a per-station time resolution

of about 5 ns, and can be used to trigger on the p
T
of muons. To supplement the DTs

and CSCs, a parallel set of detectors is installed in the barrel and in the endcaps (over

|η|<1.9): resistive plate chambers (RPCs). They consist of double-gap chambers operated

in avalanche mode, providing a fast response with an excellent time resolution of about

3 ns, which further helps in the triggering and in the assignment of muon candidates to

the correct bunch crossing, however their spatial resolution is low (O(cm)). The barrel
and the endcaps contain six and four RPC stations, respectively, representing about

130000 channels.

2.2.5. Trigger and data acquisition
The trigger is responsible for selecting the events to be stored and used for further

analysis. In CMS, the trigger consists of two stages: the level 1 trigger (L1), which

reduces the event rate from 40 MHz to a maximum of 100 kHz, and the high-level

trigger (HLT), which further lowers the rate to about 1 kHz. Readout of the detector is

handled by the data acquisition (DAQ) system, in which the HLT is integrated. The L1

was upgraded between 2015 and 2016 [185], to enhance its flexibility and to be able to

cope with evolving LHC conditions (higher luminosity and pileup). The DAQ and HLT

hardware were almost completely replaced during the Long Shutdown 1, between LHC

Run 1 and Run 2, to take advantage of advances in computing technology and handle

the increase in bandwidth due to higher pileup, and hence larger event size [186].

Level 1 Trigger
The L1 is built out of custom hardware (FPGAs and ASICs) and takes decisions within

a fixed delay of 3.8 µs. It receives data from ECAL, HCAL and the muon systems, and

has the task of promptly identifying whether electrons or photons (which cannot be

distinguished at that stage since no information from the inner tracker is available),

hadronic τ lepton decays, jets, large amounts of (missing) transverse energy, or muons

are present in the event, and of determiningwhether these objects pass some pre-defined

requirements, such as minimal p
T
, quality or isolation. In addition, since for HCAL, DTs

and CSCs signals are spread out over several bunch crossings (BXs), it has to combine
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the data generated during consecutive BXs, and tag the one in which the detected

candidates have been produced. If the event is to be kept, it generates an L1 accept (L1A)

signal which is propagated by the trigger control and distribution system (TCDS) to

all subdetectors, triggering the full read-out of CMS. As shown on Fig. 2.8, the L1 is

composed of several subsystems. In the following, only the parts pertaining to trigger

candidates used in this work (electrons and muons) will be detailed.

Figure 2.8. Layout of the CMS level 1 trigger (L1) as of 2016. Figure taken from Ref. [185].

The Calorimeter Trigger processes data from ECAL and HCAL (including HF), seg-

mented into trigger towers (TTs) corresponding to detector regions in ∆η×∆φ of about

0.087×0.087 (matching the HCAL towers and corresponding to 5×5 ECAL crystals),

each encoding the energy deposits in the calorimeters at a specific position. Its two-layer

architecture enables the trigger to exploit information from the full detector with TT

granularity. Electrons (or photons) are found by searching for local maxima (above a

certain threshold) of deposited energy in the ECAL towers. These seeds are dynamically

clustered with deposits in up to eight neighbouring towers, to recover the full energy of

the shower, since it is spread out along φ due to bremsstrahlung or photon conversions.

The shape of the resulting clusters is used to reject backgrounds. In addition, the clusters

are required to be isolated by applying a veto on the energy deposit in a region of 6×9

towers in η×φ around them, and depending i.a. on the estimated level of pileup in the

event. The leading 12 e/γ candidates, sorted by their cluster’s pileup-corrected ET , are

then passed to the next L1 stage.

Working in parallel, the Muon Trigger receives information from the DTs, CSCs and

RPCs. For the first two systems, the local front-end electronics combines hits from

the different layers in each station, forming track segments giving a rough estimate of

muon position, direction and bending angle. For the RPCs, adjacent hits are clustered

together. These trigger primitives (segments and clusters) from all three muon detectors
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are optimally exploited to search for muon tracks. The Muon Track Finder is partitioned

to process in parallel the barrel (BMTF), the endcaps (EMTF) and the overlap region

(OMTF). In a further stage, the muon candidate collections are merged and sorted, and

possible duplicates are removed. The global muon trigger (GMT) then uses information

from the Calorimeter Trigger to compute the pileup-corrected muon isolation, and

forwards up to eight candidates to the next layer.

The final stage of the L1 trigger is the micro global trigger (µGT). The µGT combines

calorimeter and muon candidates and accommodates about 300 different algorithms

(trigger paths) which, based on the candidates’ position, momentum, reconstruction

quality and isolation, decide whether or not the event is to be read out. The algorithms

can apply kinematic cuts, require the presence of candidates of different types, or check

for topological correlations between candidates. The set of algorithms in use at any

moment in time is referred to as a trigger menu, and the L1A signal is sent if any one

of the paths’ decisions is positive. The information reconstructed by the µGT is also

forwarded for further analysis. Some trigger paths, in particular technical triggers used

for the calibration of trigger paths used for physics analysis, are prescaled to limit the

overall L1 rate, i.e. only one out of a fixed number of events is kept.

DAQ and High-Level Trigger
The subdetectors are read out via analog optical links by 750 front-end drivers (FEDs)

located in an underground service cavern. The FEDs perform the digitisation and first

steps of data reduction and local reconstruction, and send the data in fragments of

4–8 kbit to the front-end readout optical links (FEROLs) via copper (400 MB/s) and
optical (4/10 Gbit/s) SLINK readout links. The FEROLs forward the data to the surface

via 10/40 Gbit/s Ethernet links, where the fragments are received by 84 readout unit

PCs (RUs), at a rate of up to 200 GB/s. The 72 builder unit PCs (BUs) have the task of

unpacking and combining FED fragments from the different subdetectors to form a

complete event, and to that end are connected to the RUs using a 56 Gbit/s Infiniband
network with a total bandwidth of 6 Tbit/s (core event builder).
The HLT runs on a farm of filter unit PCs (FUs) connected to the BUs, and relies on

the file-based modular software framework used by CMS for offline reconstruction

and analysis, CMSSW [187]. The HLT profits from the complete detector data at full

granularity to filter the events. High-level physics objects such as electrons, photons,

jets, displaced vertices, . . . , are built from raw data using simplified, faster versions of

the algorithms used for offline event reconstruction. The HLT paths are independent

sequences of several reconstruction and filtering steps, designed to reject events as

quickly as possible. On average, events are processed in about 150 ms by the ≈ 22000

CPU cores comprising the HLT farm. The set of ≈ 500 available paths constitutes the

HLT menu and is carefully tuned to remain within the rate budget. Since during an

LHC fill both the instantaneous luminosity and pileup decrease, the prescales applied

to the technical paths are adjusted accordingly. Due to the evolving performances of the

LHC throughout a year, different menus are used depending on the peak luminosity

reached. Selected events are output as several streams for physics analysis, calibration
or monitoring purposes, and the data are written to disk as one file per stream per

luminosity section (LS). The LS is the finest time granularity at which the data are
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certified as good for further analysis, and corresponds to about 23 s of data-taking.

Finally, the files are merged by the storage manager, and sent to the CERN computing

centre (Tier0) at a rate of 1 GB/s for offline, full event reconstruction.

2.3. Event reconstruction and selection
This section describes the process of reconstructing physics objects usable for analysis,
such as electrons, muons and jets, starting from raw detector data. The fine spatial

granularity of its detectors has enabled CMS to implement a particle flow (PF) approach

to event reconstruction [188]. The PF algorithm is holistic, in the sense that it correlates

information from all different subdetectors to identify each particle present in an event,

and to measure their properties based on this identification. The basic elements used

for PF reconstruction (tracks and calorimeter clusters) are described first. Building on

those, the identification of physics objects and the measurement of their properties is

explained. Next, the triggering algorithms used in this work are listed and described.

Finally, we outline the event simulation as well as the methods used to calibrate the

reconstruction algorithms and correct for differences between simulation and real data.

2.3.1. Track reconstruction
The first step in reconstructing data from the inner tracker (local reconstruction) consists
of grouping zero-suppressed signals from pixels or strips into clusters (i.e., hits). The
procedure profits from the property that a charged particle traversing the tracker

deposits a signal in a few neighbouring pixels or strips. Since a measurement of the

amount of deposited charge in each sensor is available, this charge-sharing enables a

determination of the hit position to a precision finer than the width of the sensors. For

the pixel, this is done by comparing the expected cluster charge distributions (templates),
obtained from a detailed simulation of the sensors, with the recorded signals. This

accounts for the radiation damage to the pixel detector, as well as for the Lorentz drift

of the collected charge due to the magnetic field. Strip signals are clustered based on

their signal-to-noise ratios; the charge-weighted average of strip positions, corrected for

Lorentz drift in the barrel, defines a cluster position. The pixel is affected by a dynamic

inefficiency causing the efficiency to reconstruct a hit to decrease with the instantaneous

luminosity. The efficiency remains above 99 %, except for the innermost layer where it

decreases to 95 % for the highest luminosities reached in 2016 [189]. In that year, the

strip tracker was affected by a dynamic inefficiency due to a saturation of the front-end

readout chips, causing the hit efficiency to decrease from the nominal value of 99.8 % to

about 92 % at high luminosity [190]. However, the efficiency could be fully recovered in

the summer of 2016 after changing the readout chip settings. Hit resolution varies from

10 µm to 50 µm depending on cluster position and the considered direction.

At first order, charged particles follow an helical trajectory through the tracker volume,

with the helix axis parallel to the beam axis. The trajectory can hence be defined by five

parameters: the direction in η, the position in (x , y ,z) of the point of closest approach
(PCA) w.r.t. a reference point (e.g. centre of the detector), and the track curvature radius

R. The latter gives access to the track transverse momentum through the relation:

p
T
(GeV) � 0.3 · B(T) · R(m) (2.9.)
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Reconstructing tracks from hits and measuring these five parameters is a challenging

task due to the highmultiplicity of charged particles produced in each event. In CMS, it is

rendered evenmore difficult by the amount ofmaterial present in the tracker: an electron

has typically a 85 % probability to emit a bremsstrahlung photon when interacting with

the material, and a hadron has a 20 % chance to undergo a nuclear interaction before

reaching the calorimeters. To maintain a good track-finding efficiency while keeping the

rate of fake tracks low, track reconstruction proceeds in several iterations of the tracking

sequence called the combinatorial track finder (CTF) [180]. By starting to reconstruct

the easiest tracks (i.e. high-p
T
tracks produced near the primary interaction region)

and removing their associated hits, the combinatorial complexity is reduced for each

subsequent iteration, simplifying the search for low-p
T
or displaced tracks (iterative

tracking). Every iteration consists of the following steps:

• Generation of seeds, i.e. track candidates consisting only of two or three hits, yielding

a rough initial trajectory estimate. Hits from the pixel detector are used for the first

iterations, since it provides 3D spatial measurements and its occupancy is lower

than the strip tracker’s. Matched stereo strip hits are still used in later iterations

to recover displaced tracks such as tracks produced by the decay of long-lived

hadrons. Depending on the iteration, different constraints are applied on the seeds,

such as having a minimum p
T
or originating from a region close to the beam spot

(transversely and/or longitudinally).

• Track finding, based on a Kalman filter (KF) method, consists of extrapolating the

seed trajectory (navigation) and finding hits in the next layers compatible with the

current estimate of the track parameters. The extrapolation takes into account the

added uncertainty in the trajectory due to energy losses and multiple scattering

in the layer material. Once an extra hit is found, the trajectory is updated using its

position. The steps of navigation, hit finding and trajectory update are repeated

until the outer tracker layer is reached. Depending on the CTF iteration, different

requirements on track p
T
and number of found and missing hits are applied.

• Once the track is built, its parameters are refit using a Kalman filter and smoother

to profit from the full information now available about its trajectory. This step uses

a precise description of the tracker material and takes into account inhomogeneities

in the magnetic field, which imply deviations from a simple helical trajectory even

in between the layers.

• Due to the complexity of the pattern finding procedure, a large number of fake

tracks can be present. To reject those, a selection is applied based on a multivariate

analysis of track quality criteria, such as the number of missing hits, the fit χ2

or the

compatibility with the beam spot, as a function of track p
T
and η. The requirements

are tuned separately for each iteration.

Finally, the tracks found by the different iterations are merged and possible duplicates

are removed. In 2016, 10 iterations were used for the track reconstruction. For hadrons

produced in collisions with a mean pileup of 25, the track-finding efficiency ranges

from 80 % to 95 % depending on track p
T
and η, while the fake rate varies from 5 % to

10 % [191]. For prompt isolated muons however, the efficiency remains above 99 % [192].
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Muon tracking
For muons [184], the tracking can profit from information coming from the outer tracker,

where backgrounds and occupancy are much lower. In the DTs, the arrival time of

electrons collected by the anode wires gives access to the distance of closest approach

of the crossing muons to the wires. Using recorded hits, straight-line track segments are
fitted separately in each chamber. Local reconstruction in the CSCs consists in building

hits as the intersection points between activated wires and strips. As in the DTs, straight

segments are built from the hits in each layer. Adjacent RPC strip hits are clustered,

and their charge-weighted average defines the cluster’s position. A KF is used to build

tracks using the hits provided by all three muon subdetectors. These standalone muons

are then combined with geometrically compatible inner tracks to define globalmuons.

Two of the CTF iterations are tuned specifically for muon reconstruction, to improve

the efficiency in high-pileup conditions. One uses identified global muons to trigger an

outside-in track reconstruction, whereas the other re-builds tracks that match hits in

the muon system (tracker muons), using looser quality constraints.

Electron tracking
Electrons also leave a signal in the inner tracker, yet the algorithm outlined above is not

ideal for their reconstruction. Indeed, they radiate a significant fraction of their energy

through bremsstrahlung, both due to their curved trajectory and when crossing tracker

material. These losses are highly non-Gaussian in nature, and since the standard KF

relies on uncertainties being Gaussian, it is bound to fail. Tracking of electrons thus

relies on a modified KF: the Gaussian sum filter (GSF) [193,194].

The seeds provided as input to the GSF are built by using information from the ECAL,

which is done in two ways. The first method starts from clusters of energy deposits in

the ECAL. To recover energy carried by bremsstrahlung photons, clusters are merged to

form super clusters (SCs). Due to the curvature of electrons in the axial magnetic field,

these photons generally hit the ECAL at polar angles similar to that of the initial cluster

considered, but are spread out along the azimuthal direction. Tracker seeds are formed

using the constraint that the SCs provide on possible electron trajectories. The second

method relies on the standard track collection, selecting tracks compatible with being

electrons. These tracks can be extrapolated to ECAL clusters, or have a poor fit quality

(large χ2

, missing hits) due to bremsstrahlung.

In the GSF, the Bethe-Heitler formula governing the distribution of fractional energy

losses is approximated as a sum of Gaussians. The trajectory is modelled as a weighted

mixture of several components, and each of them is propagated independently between

pairs of layers using an energy loss and uncertainty based on the Gaussian component

to which it corresponds. The components are weighted by their relative importance in

the Gaussian sum. At each layer, the number of components increases by the number

of Gaussians considered, and to avoid this exponential growth only the most probable

estimates are retained. Additional hits are added to the trajectory components as in the

KF, but with looser constraints on the compatibility of the hit with the current track

estimate. Ultimately, the track parameters are defined by the modes of the distributions

obtained from the weighted sums of the posteriors for the parameters in each remaining

GSF component.
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Primary vertex finding
Reconstructed tracks can be used to identify primary vertices, i.e. the locations of all

proton-proton interactions in the event. These include the vertex corresponding to the

”hard“ interaction, used for physics analysis and hereafter referred to as the primary

vertex (PV), as well as additional parasitic interactions (pileup). The primary vertices

are used to measure the position and size of the beam spot, i.e. the 3-D distribution

of the luminous region, which feeds back into the track reconstruction sequence (both

online and offline) as it is used as a constraint on track origin in some CTF iterations.

Identifying pileup vertices is also of fundamental importance to mitigate the effect of

pileup on object reconstruction performance, as will be described in Sec. 2.3.8. Lastly,

knowledge of the position of the primary vertex is a crucial ingredient for b tagging

(see Sec. 2.3.7).

Vertex reconstruction consists of selecting a subset of tracks using quality criteria, and

clustering them based on the z-coordinate of their PCA to the centre of the beam spot. To

efficiently resolve close-by interactions while avoiding to split clusters corresponding to

genuine vertices, the clustering is based on a deterministic annealing algorithm, seeking

the global minimum of an analogue of free energy through step-wise reductions of the

”temperature“ T. At infinite T, all tracks are assigned to a single vertex. As T is reduced,

the vertices are allowed to split if the resulting configuration is more favoured. Once the

minimum is reached, vertices containing at least two tracks are fitted to estimate their

position. The resolution on vertex position varies from 10 µm to 100 µm, depending on

the number and p
T
of the clustered tracks [195]. Finally, the beam spot can be measured

by fitting the distribution of reconstructed vertices, a procedure repeated for every LS

in the data.

To pinpoint the vertex corresponding to the hard interaction in the event, objects are

built, for each vertex candidate, using a jet clustering algorithm taking as input all the

tracks associated to the vertex, as well as the vertex’ missing transverse momentum. The

vertex with the highest

∑
p2

T
, where the sum runs over the thus defined objects, is taken

to be the hard interaction vertex.

2.3.2. Calorimeter clusters and particle-flow links
In the PF algorithm, the calorimeters primarily serve to identify and measure neutral

hadrons and photons, help in the reconstruction of electrons, and improve the energy

measurement for charged hadrons (in particular at high p
T
). The clustering of energy

deposits used in PF was specifically designed to resolve individual particles. Local cell

energy maxima, above a certain threshold, define cluster seeds. Contiguous deposits
are merged with the seeds, forming topological clusters. The procedure is carried out

independently for each subdetector (ECAL, HCAL and HF) and partition (barrel and

endcaps). Within a topological cluster, to take into account the overlap of energy deposits

due to individual particles, clusters are identifiedusing aGaussian-mixturemodel,where

the number of Gaussian energy deposits corresponds to the number of seeds, and the

position and amplitude of each Gaussian are the cluster parameters. The single-particle

PF response needs to be carefully calibrated, to correct i.a. for threshold effects and for

the nonlinearity of the detector response. This calibration is carried out using simulated

data, separately for photons using only the ECAL, and for neutral hadrons,which deposit
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energy sometimes in both the ECAL and the HCAL, sometimes mostly in the HCAL.

To identify individual particles in the events, the PF approach relies on information from

the different subdetectors. To that end, the link algorithm combines PF elements (tracks,
clusters) to create PF blocks, which form the basis for the different object reconstruction

algorithms. For instance, an inner track is linked with a calorimeter cluster if it can be

extrapolated to a position compatible with that of the cluster. Further, if tangents to a

GSF track can be extrapolated to ECAL clusters, these clusters can be linked with the

track to recover bremsstrahlung photons. Pairs of tracks compatible with originating

from a photon conversion into an e
+

e
−
pair also become linked. Similarly, groups of

track are formed for reconstructed nuclear interactions within the tracker volume. Links

between calorimeter clusters are only formed out of the tracker acceptance, when ECAL

clusters are contained within the envelope of HCAL clusters. Lastly, as already hinted

at in Sec. 2.3.1, links between inner tracks and muon tracks or segments establish global

or tracker muons, respectively. With all the possible blocks in hand, object identification

proceeds in steps. PF blocks corresponding to the candidates reconstructed at a given

step are masked, and not considered further.

2.3.3. Muons
Muon identification (ID) [184] aims at rejecting backgrounds such as cosmic muons

crossing the detector, or punch-through hadrons, i.e. high-p
T
hadrons that are not com-

pletely absorbed by the calorimeters and magnet and create spurious signals in the

muon chambers. All prompt muons considered in the analysis presented in this work

are required to satisfy the tight ID specifications. Tight muons are global muons with

additional requirements on the number of hits in the pixel, tracker and muon chambers,

on the track transverse and longitudinal distance to the primary vertex, and on the

global track fit χ2

. To suppress muons inside jets, originating from the leptonic decays

of heavy or long-lived hadrons, the prompt muons are required to be isolated, namely

that the scalar sum of all charged-particle p
T
and neutral-particle E

T
within a cone of

radius ∆R � 0.4 around the muon does not exceed 15% of the muon p
T
, corresponding

to the tight isolation working point (WP). The efficiency ε with which a prompt muon

is selected for analysis can be broken up as:

ε � ε
trk
· ε

ID|trk
· ε

iso|ID
(2.10.)

The first term corresponds to the efficiency to reconstruct the muon track, as already

mentioned in Sec. 2.3.1; the two other terms are the relative efficiencies for prompt

muons to pass the ID and isolation requirements. For the former the efficiency is about

94 to 97%, depending on muon pseudorapidity, while the latter varies from 85% for

muon p
T
≈20 GeV to > 99% for p

T
> 60 GeV [196]. The dependence of ε

ID|trk
and ε

iso|ID

on muon kinematics are shown on Fig. 2.9.

Although muons within jets are not considered as prompt muons, it is important to

identify them since they contribute to the jet momentum, and failing to do so would

negatively impact the jet resolution. In addition, they can provide information about

the presence of heavy-flavoured hadrons inside the jets. These non-isolated muons are

required to pass the tight selection, as well as additional criteria designed to further
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Figure 2.9. Left: tight muon identification efficiency, as a function of muon pseudorapidity. Right:

efficiency of the tight isolation requirement, formuons that pass the tight ID criteria, as a function of

muon p
T
. Both efficiencies are measured in data using the tag-and-probe (T&P) method, described

in Sec. 2.3.11. Figures taken from Ref. [196].

remove punch-through hadrons.

The muon momentum is obtained from a combination of the inner track and different

global muon fits, depending on their quality and associated uncertainties. For a muon

p
T
below 200 GeV the inner track dominates the resolution, while for higher p

T
values

the longer lever arm of the outer system significantly improves the measurement, as

shown on Fig. 2.10 (left). Ultimately, the momentum resolution is not limited by the

spatial resolution on hits in outer stations but by multiple scattering as muons cross the

detector. The p
T
resolution for muons of 20< p

T
< 100 GeV varies from 1% in the barrel

to 5% in the endcaps.

2.3.4. Electrons
Identification of prompt electrons, described in Ref. [194], proceeds on the basis of

GSF tracks, provided that the PF-associated ECAL cluster is linked to at most two

additional tracks. The electron direction is taken to be that of the GSF track, whereas its

momentum is obtained by combining track p
T
and cluster energy. The latter dominates

the momentum resolution for electron p
T
& 20 GeV, as shown on Fig. 2.10 (right), but

has to be corrected for energy missed by the clustering. The resolution in this range of

p
T
varies from less than 2% for non-showering, central electrons, to 4% for showering

electrons in the endcaps.

A cut-based selection is employed to reject backgrounds of wrongly identified prompt

electrons, such as converted photons (γ→e
+

e
−
), hadrons, or electrons fromweak decays

of hadrons within jets. The selection is based on purely tracking- or calorimetry-related

information, as well as comparisons between observables from both detectors. These

variables are:

• the extension of the shower in the η direction;

• the angular distances between the energy-weighted centre of the ECAL cluster and
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Figure 2.10. Left: resolution on reconstructed muon momentum, as a function of true muon

momentum, for central muons. The resolution obtained with either the inner or outer tracker

is compared with that achieved when combining the hits in both detectors. Figure taken from

Ref. [181]. Right: resolution on electron p
T
as a function of true electron p

T
, for ”golden“ electrons

in the barrel, i.e. electrons which do not radiate and are reconstructed as a single ECAL cluster, and

for ”showering“ electrons in the endcaps, which emit significant amounts of radiation and yield

several clusters. The open symbols denote the resolution obtained using only information from the

ECAL, whereas for the solid symbols the track p
T
and cluster energy are combined. Figure taken

from Ref. [194].

the position of the track (extrapolated to the ECAL);

• the compatibility between the track momentum and cluster energy;

• the ratio between the energy of the HCAL and ECAL clusters linked to the track;

• the number of missing hits in the tracker;

• the compatibility of the track with originating from the primary vertex.

In addition, electrons from photon conversions are rejected using a dedicated algorithm,

and electrons are required to be isolated. The isolation is computed similarly to the

muons, using reconstructed PF candidates in a cone of size ∆R� 0.3 around the electron

direction. All the previous requirements have been optimised separately for electrons

detected within EB or EE. The values used in the present analysis correspond to the

medium ID working point, for which the efficiency varies from 60% at p
T
≈ 20 GeV to

90% for p
T
> 45 GeV [197].

2.3.5. Hadrons and jets
After the identification of muons, electrons and isolated photons (not described here)

is completed, the left-over PF blocks can be used to reconstruct charged and neutral

hadrons such as π±,K±, protons,K0

L
or neutrons, and non-isolated photons such as those

stemming from π0

decays. The resulting charged and neutral PF candidates are fed to a

clustering algorithm to reconstruct jets, as described in Sec. 1.1.4. The PF algorithm is

here crucial, since on average two thirds of the jet energy is carried by charged hadrons,

for which themomentum can be preciselymeasured by the tracker. Three quarters of the
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remaining energy consists of photons, whose energy is measuredwith good precision by

the ECAL. Hence, the HCAL is mainly responsible for measuring the energy of neutral

hadrons, which represents less than 10% of the total jet energy. Given the much better

momentum and angular resolution of the tracker and ECAL compared to the HCAL, the

jet energy and angular resolution in the PF approach is significantly improved w.r.t. a

purely calorimetry-based method. The difficulty resides in the need to properly identify

each particle in the event, despite the fact that 20% of hadrons interact with the tracker

material, to avoid double-counting the momentum of tracks and the associated energy

deposits, as this would negatively impact the jet energy scale.

Hadrons are identified as follows. ECAL and HCAL clusters within the tracker accep-

tance which do not have associated tracks are taken to be photons and neutral hadrons,

respectively. Outside of the tracker acceptance, neutral and charged particles cannot be

distinguished: ECAL-only blocks are considered as photons, whereas blocks consisting

of both an ECAL and HCAL cluster give rise to a single hadron candidate. Tracks linked

with calorimeter clusters give rise to charged PF candidates. If the calibrated calorimetric

energy is compatible with the sum of linked track p
T
, the candidate momenta are re-fit

using the calorimeter information. At very high energy, or in the case of poor track

fits, this improves the resolution over a purely tracking-based measurement. If, on the

other hand, the cluster energies are significantly above the track p
T
, the charged hadron

momenta are taken to be those of the tracks, and the excess energy is interpreted as

photons (in ECAL) and neutral hadrons (in HCAL).

The jets used in this analysis are obtained via the anti-k
T
algorithm using a radius

parameter R � 0.4. Spurious jets, primarily due to detector noise in the calorimeters,

are removed by a loose selection (jet ID) requiring that the jets contain more than one

candidate and at least one charged candidate, and that they are composed of a mixture

of charged and neutral electromagnetic and hadronic energy, as is observed for genuine

jets produced through the showering and hadronisation of energetic quarks and gluons.

This selection has an efficiency better than 99% and suppresses nearly 100% of the

backgrounds [198].

2.3.6. Missing transverse momentum
Neutrinos can be produced through the leptonic decay of W bosons, such as those

coming from top quarks or Higgs bosons, or through the decay of hadrons. They

escape the detector without leaving a signal, yet their presence can be inferred from an

imbalance in the total measured transverse momentum in the event. Indeed, the protons

in a collision travel in opposite directions along the z axis, and hence have zero total

momentum. Conservation of momentum dictates that the total momentum after the

collision should still be naught. However, since proton debris after the collision travel

inside the beam pipe and remain undetected, only the transverse total momentum of the

produced neutrinos can be retrieved.

The PF missing transverse momentum, ®pmiss

T
, is defined as the negative vector sum of

the transverse momenta of all reconstructed PF candidates in the event,

®pmiss

T
� −

N
PF cands.∑
i�1

®p
T,i , (2.11.)
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and its magnitude is denoted as pmiss

T
.

Measuring a non-zero pmiss

T
does not imply that prompt neutrinos have been produced in

the hard scattering, since neutrinos in jets fromweak decays of hadronswill contribute to

the pmiss

T
. In addition, pmiss

T
is sensitive to any mismeasurement of the momenta in (2.11)

and to the fact that some particles escape detection due to detector and reconstruction

inefficiencies or limited acceptance. In this regard, the extended forward coverage of HF

is crucial to maintain a good pmiss

T
resolution. Some events might feature an abnormally

large pmiss

T
due to instrumental effects, such as noise in the calorimeters, or due to

backgrounds such as beam halo, i.e. muons produced from parasitic collisions between

protons and residual gas in the beam pipe away from the IP. Severe mismeasurements

of muon momenta, or misidentified muons, can also induce a large fake pmiss

T
. A

dedicated post-processing or filtering of affected events successfully corrects for these

effects [199, 200]. In 2016 data, some muons were observed to be duplicates of genuine

muons. These fake muons would not pass the tight muon ID used in this analysis, but

would still enter the computation of the pmiss

T
and significantly alter its value. Fortunately,

it was possible to flag these duplicate muons and correct the measured pmiss

T
.

2.3.7. Secondary vertices and b tagging
Identifying, or tagging jets originating from the hadronisation of b quarks (b jets) [201]

is a powerful method to reduce backgrounds in analyses involving Higgs bosons or top

quarks, since their decays involve b quarks in almost 60% and 100% of cases, respectively.

Such an identification is possible thanks to the fact that those jets contain B mesons

(B
0

, B
±
), which have proper lifetimes of cτ≈ 500 µm. Hence, given an energy of several

tens of GeV, these hadrons travel typically a few mm (cτγ, γ�E/m with m ≈ 5 GeV) in

the detector before decaying, opening the possibility to reconstruct displaced, secondary
vertices (SV), as displayed on Fig. 2.11. Even when no such vertex can be reconstructed,

tracks within b jets will have different properties from tracks of jets produced by gluons

or light quarks (light jets), as described below.

Tracks used forb tagging are tracks clusteredwithin jets that satisfy quality criteria, listed

below, designed to reject fake tracks, tracks coming from pileup vertices, or tracks that

might originate from the decay of long-lived hadrons (such as K
0

S
, which has cτ≈2.7cm)

or from nuclear interactions in the beam pipe or in the pixel material:

• p
T
> 1GeV, fit χ2/NDoF< 5, at least one hit in the pixel detector.

• The track impactparameter (IP) is definedas thedistance between theprimaryvertex

and the track at its PCAw.r.t. the vertex, as illustrated on Fig. 2.11. Requirements are

applied separately on the longitudinal (< 17 cm) and transverse (< 2 mm) projections

of the IP. The sign of the IP is taken to be negative if the angle between the vector

joining the PV with the PCA, and the jet direction, is larger than 90
◦
. For light jets

one expects the IP distribution to be symmetric around zero, with a width reflecting

the experimental resolution on this quantity. Tracks within b jets are expected to be

displaced, i.e. they have mostly positive and large IP values. A related quantity, the

impact parameter significance (IPS), is defined as the IP divided by its uncertainty.

• The minimal distance between the jet axis and the track is to be smaller than 700 µm.

• The track decay length, i.e. the distance between the PV and the PCA between the
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Figure 2.11. Schematic representation of the main ingredients entering b tagging. Figure taken

from Ref. [202].

jet axis and the track, should be smaller than 5 cm.

Secondary vertices are reconstructed using two different algorithms. The ”legacy“

adaptive vertex reconstruction (AVR) algorithm is basedon the adaptive vertexfitterused

for primary vertex fitting and considers only tracks associated with jets. Requirements,

e.g. on the number of tracks shared with the primary vertex, the vertex flight distance

(distance between the PV and the SV), the angle between the vertex direction and jet

axis, or the vertex mass, are applied on the vertices to reject those not compatible with

the decay of a B hadron. The second algorithm is the inclusive vertex finder (IVF)

and processes all the tracks present in the event, after a selection looser than the one

described above. Seed tracks are clustered based on the minimum distance and angle

between them, and the resulting clusters are fitted using the same adaptive fitter as

for AVR. An arbitration procedure is applied in case tracks are shared among several

vertices or with the PV, either removing tracks from vertices and re-fitting them, or

removing vertices entirely. The IVF vertices are then cleaned using a selection similar to

that used for AVR.

Several algorithms (taggers) for b jet identification have been developed, each taking

advantage of different properties of such jets. In the jet probability (JP) and jet b

probability (JBP) taggers, the probability for a jet to be compatible with the PV is

computed using the IPS of the tracks associated with the jet. The tracks with negative

IPS naturally define a resolution function p(IPS), from which the probability for a track

to originate from the PV is given by

∫
+∞
IPS

p(x)dx. These probabilities for several tracks
in the jets are then combined in different ways to define the J(B)P taggers. The soft

electron tagger (SET) and soft muon tagger (SMT) are dedicated taggers that exploit

the presence and properties of soft leptons within jets, aiming at tagging those coming

from the leptonic decays of B hadrons. However, these can only be useful for the small

fraction of jets actually containing leptons. The combined secondary vertex (CSVv2)
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tagger is a multivariate discriminant built using information about displaced tracks and

secondary vertices associated to jets. The discriminant, a multilayer perceptron (MLP)

(see Sec. 2.4.1), is trained separately for jets containing either at least one SV, no SV but

at least two tracks forming a so-called ”pseudo“ SV, or neither of those. Variables used

include track IPS, decay length, angle with the jet axis; SV mass, angle with jet axis,

flight distance significance, number of SVs, etc. The b tagging algorithm used in this

analysis is the combined multivariate algorithm (cMVAv2). This supertagging algorithm

relies on a boosted decision tree (BDT) discriminant (see also Sec. 2.4.1) and combines

the scores (outputs) of six different taggers: JP, JBP, CSVv2 using either AVR or IVF

vertices, SET and SMT. The performance of taggers entering cMVAv2, as well as that of

the cMVAv2 tagger, are shown on Fig. 2.12.
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Figure 2.12. Comparison of the average performance of several b taggers used in CMS. The x
axis is the efficiency to correctly select a true b jet for varying thresholds on the algorithm score,

while the y axis gives the probability to wrongly select a light or c jet with the corresponding

threshold. The working point used in this work corresponds to the point on the cMVAv2 curve for

which the light mistag rate is of 1%. Figure taken from Ref. [201].

The most straightforward way to employ a b tagger is to consider as b jets all jets

for which the tagging score is above a chosen value (working point). The ”Medium“

operating point used in this analysis (cMVAv2M) yields an average selection efficiency

for true b jets of about 70%, with a corresponding mistag rate, i.e. probability to wrongly

identify light (c) jets, of less than 1% (20%). For a given working point (WP), both the b

jet efficiency and the mistag rate depend on the jet p
T
and |η|. The light-jet mistag rate

is optimal for central jets and gradually increases with both p
T
and |η|. The mistag rate

for c jets is approximately constant, whereas the b-jet tagging efficiency is highest for

100< p
T
< 200 GeV and is somewhat degraded outside of this range.

2.3.8. Pileup mitigation
As first mentioned in Sec. 2.1.1, in 2016 on average < µ >� 27 inelastic pp interactions

happened during each bunch crossing. Moreover, the distribution of the number of
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interactions per bunch crossing, shown on Fig. 2.13, features tails with a significant

fraction of events containing more than 40 interactions. These soft interactions (pileup,

or PU) create additional low-p
T
charged and neutral particles that overlap with the

products of the hard collisions, in which we are interested. In addition, the time between

consecutive bunch crossings can be shorter than the time some particles need to cross the

detector, or shorter than the duration of electronic signals in the detectors, creating out-

of-time (OOT) pileup. Pileup particles give rise to additional deposits in the calorimeters,

approximately uniformly distributed throughout the detector, that degrade the energy

resolution of jets and of the pmiss

T
. Extra hits from charged pileup particles in the trackers

render track reconstructionmoredifficultdue to the increasedcombinatorialbackground,

resulting in a lower tracking efficiency and higher fake rate. As a consequence, but also

due to the additional reconstructed tracks in the event, tasks such as b tagging become

more challenging as well. Finally, the extra energy due to pileup impacts the estimate of

lepton isolation, resulting in lower muon and electron selection efficiencies for a given

isolation requirement. This sections describes the methods used to mitigate these effects.
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Figure 2.13. Distribution of the mean number of interactions per bunch crossing during 2016

data taking, assuming an inelastic pp cross section of 80 mb. Figure taken from Ref. [178].

Pileup interactions which have produced charged hadrons reconstructed as tracks can

be identified as additional primary vertices (see Sec. 2.3.1). These hadrons can therefore

be flagged as pileup and removed from the list of candidates in the event. This procedure

is dubbed charged-hadron subtraction (CHS), and it should be understood that the

reconstruction algorithms described in previous sections are based on CHS-cleaned

candidate collections (PF+CHS) [188].

For neutral hadrons, photons, and charged hadrons beyond tracker acceptance or not

removedbyCHS,no such straightforwardprocedure is possible. In one strategy pursued,

the average p
T
density due to pileup is estimated, relying on the uniformity of pileup

energy deposits. This density, ρ, can then be multiplied by the ”area“ A of a candidate,

and the result ρ ·A subtracted from the candidate’s p
T
. For jets, A is taken to be their

catchment area [203,204]. The effective area A
eff

used to correct the electron isolation [194]

is directly related to the area of the isolation cone, (∆R)2, and their (absolute) isolation

is then given by
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Iso

e, abs.

PF
�

∑
i ∈ h±

p i
T
+ max

0,
∑

i ∈ h0

p i
T
+

∑
i ∈ γ

p i
T
− ρA

eff

 , (2.12.)

where the sums run over all PF charged CHS (h
±
) and neutral (h

0

, γ) candidates within

a cone of ∆R � 0.3 around the electron. An alternative method, used to correct muon

isolation, is based on the observed ratio of ∆β≈ 0.5 between neutral and charged pileup

energy. The contribution to the isolation due to neutral pileup can therefore be estimated

locally from the measured charged pileup energy in the isolation cone:

Iso

µ , abs.
PF

�

∑
i ∈ h±

p i
T
+ max

0,
∑

i ∈ h0

p i
T
+

∑
i ∈ γ

p i
T
− ∆β

∑
i ∈ PU h

±
p i
T

 (2.13.)

Here the sums run over the same collections as in (2.12), in a cone of∆R�0.4 around the

muon. In the last term of (2.13), only charged hadrons associated with pileup vertices

are considered.

The calibration of the pmiss

T
is not expected to be affected by pileup, since pileup

interactions produce little to no true pmiss

T
. However, its resolution can be significantly

degraded due to the extra energy in the events. In addition to computing the ®pmiss

T
using

CHS-cleaned candidates, a correction for the effect of neutral energy deposits, referred to

as Type-0 correction, is applied. This correction is computed from the observed charged

pileup candidates, assuming that for pileup the true charged and neutral total transverse

momenta are exactly balanced, and that the charged candidates are perfectly measured.

2.3.9. Trigger paths and datasets
As will become clear in the next chapter, the signals considered in this analysis involve

pairs of prompt, isolated leptons (electrons or muons). This provides us with a clear

signature that the trigger system can identify with a high efficiency. The HLT paths we

have used only triggered the recording of an event if two leptons, passing certain quality

criteria, could be reconstructed. Depending on the flavour of the leptons, several such

paths, listed in Tab. 2.1, were available during 2016 data taking. Data events entering the

analysis have fired at least one of those paths, and are stored in the following, possibly

overlapping primary datasets (PDs): DoubleMuon, DoubleEG, and MuonEG. Each

dataset is divided into eras, labelled B through H. An era corresponds to a data-taking

period with relatively homogeneous conditions (rate, trigger menus, . . . ). Data in era H

were reconstructed during data-taking itself, while eras B–G were re-reconstructed at the

end of 2016 to profit from updated calibration and alignment measurements.

At the HLT, a simplified, quicker version of the PF event reconstruction sequence

described above is carried out. Tracking is made substantially faster by performing

regional track finding and fitting, e.g. by considering hits only in regions of interest

defined by muon or electron L1 candidates. In addition, only a few iterations of the CTF

sequence are ran, focusing on high-p
T
tracks produced near the IP. The primary vertex

and the beam spot are built from tracks reconstructed using only hits from the pixel

detector.
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Table 2.1. Dilepton trigger paths available during 2016 data taking. The channels and p
T
cuts

refer to the p
T
-leading and subleading leptons. Each path consists of two sets of identification (”Id“)

and/or isolation (”Iso“) criteria applied to the reconstructed leptons. For some paths (labelled

”DZ“), an additional requirement on the compatibility of the two leptons as originating from the

same PV is applied.

Channel HLT paths p
T
thresholds (GeV)

µµ

Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ

17, 8

Mu17_TrkIsoVVL_Mu8_TrkIsoVVL

Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL_DZ

Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL

ee Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ 23, 12

µe

Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL
23, 12

Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL_DZ

eµ
Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL

23, 8

Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ

Muons [184] are first reconstructed using information from the muon system, starting

from L1 candidates. HLT muons (denoted Mu in Tab. 2.1) are then built by either

propagating the track inwards, using hits from the inner tracker, or by starting from an

inner track whose reconstruction was seeded by the muon candidate, and propagating

it outwards through the muon system. In addition, HLT trackermuons (TkMu in Tab. 2.1)

are reconstructed similarly to their offline counterparts (see Sec. 2.3.1), using L1 muons

as seeds. Quality and p
T
criteria are applied and these muons are required to be isolated,

where the isolation is computed using the p
T
of inner tracks within a cone ∆R � 0.3

surrounding the muons (TrkIso).

The HLT electrons [194] are reconstructed by clustering energy deposits in ECAL,

using e/γ candidates from the L1 trigger as seeds, and by searching for a compatible

track. Identification requirements are applied on the track (TrackId) and on the cluster

energy profile (CaloId), as well as on the compatibility between the track and the cluster.

Electrons are required to be isolated, where the isolation is computed separately using

energy in the tracker, ECAL and HCAL, in a cone ∆R � 0.3, and corrected for pileup

contributions.

The paths listed in Tab. 2.1 demand the presence of either at least two electrons,

two muons, or one muon and one electron, with varying quality, isolation and p
T

requirements. The criteria applied independently to each lepton are referred to as ”leg“.

These paths were chosen for their low p
T
thresholds, however due to the increase in the

instantaneous luminosity in 2016 data taking, some of them had to be prescaled during

era H. In that case, a non-prescaled version of the path remained available, but with an

additional requirement on the longitudinal distance ∆z between the points of closest

approach of both leptons with the beam line: ∆z < 2 mm. These unprescaled paths are

hence labelled ”DZ“ in Tab. 2.1.
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2.3.10. Luminosity measurement
Several detectors are used by CMS to measure the luminosity delivered by the LHC:

the DT, the HF, the pixel detector, the pixel luminosity telescope (PLT) and the beam

conditions monitor (BCM). Most of these are primarily used for a fast and redundant

determination of the instantaneous luminosity during data taking (online), crucial for

diagnostics and optimisation of the LHC parameters.

The determination of the integrated luminosity used for offline data analysis is obtained

chiefly using the pixel detector, following the approach sketched in Sec. 2.1.1. In the

pixel cluster counting (PCC) method, the number of reconstructed pixel clusters defines

the ”event“ rate R in (2.4). The low occupancy in the pixel detector ensures a good

linearity between the number of clusters and the number of interactions µ, which is an

implicit hypothesis in (2.4). Furthermore, it has been shown to provide an exceptionally

stable response over time.

The stability and linearity of the PCC response is checked with the DT system, by

comparing the relative rates measured in both detectors. Uncertainties of 0.6% and 1.5%

are assigned to the measured luminosity to cover for a residual non-linearity and shifts

in the relative rate over time, respectively.

An absolute calibration of the PCC luminosity is obtained through VdM scans (see

Sec. 2.1.1). Systematic uncertainties on the absolute measurement include e.g. an

uncertainty about the transverse beam profile (non-factorisability of bunch densities

along x and y directions), on the effect of long-range beam-beam interactions, or on the

beam separation length during scans. The total uncertainty in the integrated luminosity

for 2016 data was estimated at 2.5% [205].

The number of interactions per bunch crossing can be computed by combining the

measured luminosity with the total inelastic proton-proton cross section, which was

measured as (71.3±3.5)mb [206]. When building the distribution of the number of

interactions, shown on Fig. 2.13, the luminosity is averaged for each LS.

2.3.11. Event simulation, corrections and calibrations
To bridge the gap between theoretical predictions provided in the form of samples

of events generated under a fixed hypothesis, as described in Sec. 1.2, and the data

recorded and reconstructed by CMS, it is essential to understand how the detector and

the reconstruction procedure affect the events. This can be achieved by running, for each

generated event, a simulation of the CMS detector. The simulation, based on the Geant

framework [207], features a detailedmodel of the geometry andmaterial of the apparatus

and describes the propagation of particles through the detector, including effects due

to the magnetic field, energy losses, and electromagnetic and nuclear interactions with

matter. It also handles the decay of long-lived particles, as well as the modelling of the

response of each individual detector channel. The behaviour of the readout electronics

(digitisation, . . . ) is reproduced using as input the simulated hits (simhits) given by

Geant. Finally, the very same reconstruction algorithms used for real data are employed

to process the simulated events, producing collections of objects that can be compared

one-to-one with data, but including additional information about the detailed simulated

historyofeachevent (”Monte-Carlo truth“). The simulation features randomcomponents
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and can thus be seen as a Monte-Carlo integration over the phase space of microscopic

degrees of freedom.

Modelling the effect of pileup is achieved by building a library of inelastic pp collisions

(so-called minimum-bias events) with Pythia and Geant, randomly drawing events

from this library following a given distribution, and overlaying their simhits with those

of the hard scattering events being simulated. The remainder of the simulation chain

then proceeds with these additional hits as input. Since the production of simulated

event samples starts before the end of data-taking, one has to make an assumption about

the ultimate shape of the pileup distribution. Hence, simulated events are reweighted to

correct for the difference between assumed and actual distributions. The weight for an

event with µ̂ interactions is given by the ratio between these two distributions, evaluated

at µ � µ̂. The pileup distribution in data was obtained using a minimum-bias cross

section of 69.2 mb, since that value was shown to better accommodate pileup-sensitive

observables. The uncertainty in that cross section, evaluated at 5%, translates into an

uncertainty in the pileup reweighting. Resulting up- and down-variations of the weights

are propagated through the analysis and are used to quantify the systematic uncertainty

in pileup modelling.

Although the simulation of the detector is extremely detailed, it does not perfectly repro-

duce its true behaviour. This is due in part to the approximations and the shortcomings

in themodels used to simulate the interaction of particles withmatter and in thematerial

description of the detector. Moreover, as already mentioned the simulation is carried

out before the end of data-taking, forcing one to make assumptions about the expected

quality of the data and about one’s knowledge of the relative alignment between subde-

tectors. Finally, data-taking conditions (alignment, active channels, . . . ) fluctuate during

the year, whereas simulated samples assume a fixed set of conditions, aiming at an

averaged-out description of the data. In particular, the dynamic inefficiency of the strip

tracker mentioned in Sec. 2.3.1, affecting about 50% of the data, was not modelled in

the simulation, resulting in a slightly lower efficiency of identification algorithms in

data compared to the simulation. To account for all these differences, the performance

of the different reconstruction algorithms is measured in data, and correction factors

(”scale factors“, SF) are applied on top of the simulation. In addition, the estimated

uncertainties of these measurements are crucial to quantify one’s confidence in the

modelling of the detector. These corrections are briefly described in the following.

Lepton efficiencies and the Tag-and-Probe method
The efficiency to trigger on, reconstruct, identify and select electrons and muons can

be measured in similar ways using the tag-and-probe (T&P) method, relying on the

presence of the well-known Z→ ee/µµ resonance. In this setting, one lepton (the ”tag“)

is required to pass tight identification criteria in order to achieve a very high purity. The

other lepton (the “probe“) has to pass only a basic selection B, and the invariant mass

of both leptons must lie close to the Z boson mass. The efficiency of the criterion S,
relative to the baseline B, is then estimated from the number of probes passing B and

S, i.e. εdataS � NS/NB . In order to disentangle true probe leptons from backgrounds,

NS and NB are obtained by performing parametric fits of the dilepton invariant mass

distribution close to the Z resonance, before and after application of S. To account for
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the dependency of the efficiency on lepton kinematics, the measurement is repeated

in windows of the probe’s p
T
and η. The uncertainty in the measurement stems from

statistical uncertainties in the fits, as well as a systematic uncertainty estimated by

reproducing the fits using alternate parameterisations or tag criteria. The procedure

is repeated using simulated Z→ ee/µµ events to compute the Monte-Carlo efficiency

εsim.

S , for which the uncertainty is estimated i.a. by using different event generators.

Since no backgrounds are present in the simulation, a simple counting approach is

employed. The efficiency in the simulation can therefore be corrected by weighting

events with scale factors SFS � ε
data

S /εsim.

S , using as many SFs as there are leptons and

selection criteria S to correct.

We have measured the efficiency of the trigger paths listed in Tab. 2.1 using the T&P

method. With T&P, efficiencies are measured for each leg, i.e. for each specific subset

of criteria applied independently on each lepton. For lack of proper emulation of the

L1 trigger in the simulation, no attempt was made to require the firing of these paths

on simulated events. Hence, no SFs were applied, but simulated events were directly

weighted by the trigger efficiency as measured in data.

A condition for the latter procedure to work is that the identification and isolation

criteria required on electrons and muons in the analysis be stricter than those used

by the HLT paths. Since this was not the case for electrons, we required that they also

passed an HLT-safe ID, essentially consisting in a tighter isolation requirement, on top

of the medium ID described in Sec. 2.3.4. Unfortunately, these criteria were tuned for

single-electron trigger paths, resulting in a significantly lower selection efficiency for

electrons as compared with muons.

In part of 2016 data, the muon L1 triggerwas affected by amisconfiguration of the EMTF,

which would send only one muon candidate per 60°-wide azimuthal sector (instead

of up to three). This created an inefficiency for double-muon triggers on events where

both muons ended up in the same EMTF sector, which affected 52.6% of the recorded

luminosity. Our efficiency measurement for the relevant muon legs took this issue into

account, and we corrected the simulation by applying a weight of 0.526 on relevant

events.

Efficiencies as a function of lepton p
T
and η are shown on Fig. 2.14 for two of the six legs

for which the measurement was carried out. The appearance of a turn-on curve, instead

of a sharp drop in efficiency below the p
T
threshold, is due to the worse resolution on the

HLT lepton’s p
T
(on which the threshold is applied) compared to the fully reconstructed

lepton (w.r.t. which the efficiency is plotted).

The efficiency of an HLT path given the efficiencies for each of its two legs is computed

as follows. For same-flavour triggers we define εi j as the efficiency of lepton i to pass

the leg j of the path, where leg 1 and 2 refers to the high- and low-p
T
leg, respectively.

The path’s efficiency is then given by:

εp � ε
12
ε

21
+ ε

11
ε

22
− ε

11
ε

21
(same flavours), (2.14.)

where we have taken into account that a lepton that fired the high-p
T
leg of a path

will have automatically fired its low-p
T
one. The reasoning behind this expression is

explained schematically on Fig. 2.15. For different-flavour triggers, we denote by εi j the
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Figure 2.14. Efficiencies measured with the T&P method as a function of lepton p
T
, in different

η or |η| ranges, of the muon leg Mu17_TrkIsoVVL used by double-muon triggers (top) and the

electron leg Ele23_CaloIdL_TrackIdL_IsoVL used both in double-electron and muon-electron

trigger paths (bottom). Error bars correspond to both statistical and systematic uncertainties.
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efficiency of the lepton of flavour i to pass the leg of flavour j of the path, and we have

simply:

εp � ε
11
ε

22
(different flavours). (2.15.)

Measurement uncertainties in εi j are propagated to εp , yielding total uncertainties in

the trigger efficiency of about 1%.

pass leg 2

pass leg 1

pass leg 1

pass leg 2

lepton 1

lepton 2

Figure 2.15. Schematic explanation of (2.14). The probabilities for lepton 1 (lepton 2) to pass the

high-p
T
or low-p

T
trigger legs, denoted respectively by leg 1 and 2, correspond to the horizontal

(vertical) segmentations. The hatched area is the probability for an event to be selected by the

trigger, εp . The first term of (2.14) is represented with vertical hatching, the second with horizontal

hatching, and the third term arises from the double counting in the upper right corner of the figure.

Key for this representation are the facts that both leptons are processed independently, and that a

lepton passing the high-p
T
leg automatically satisfies the low-p

T
one.

Some of the considered HLT paths were present in two versions: with or without DZ
filters in addition to the lepton legs. We estimate these filters’ efficiency using data in

the following way:

1. Count the number of events passing the selection and the non-DZ version of the

path (�D).

2. Count the number of events passing the selection and both DZ and non-DZ versions

of the path (� N).

3. The filter efficiency is then εF � N/D.

For the double-electron path, the DZ filter is always required, hence its efficiency can be

used as is. For double-muon and muon-electron paths however, both DZ and non-DZ
versions exist, and the non-DZ version is unprescaled for more than half the integrated

luminosity. Since we use both versions, we see only the non-DZ version when it is

unprescaled, and only the DZ one in the opposite case. Hence, the effect of the filter

averaged over the whole data-taking period is εF � f + (1− f )εF , where f is the fraction

of luminosity where the non-DZ version is unprescaled1. The final path efficiency is thus

1 Strictly speaking, this neglects the cases where the DZ path doesn’t fire, but the prescaled non-DZ
one does. The overall efficiency εF is thus biased low due to a missing term (1− f )(1− εF)/〈S〉,
where 〈S〉 is the average prescale factor of the non-DZ path. However, this correction of less

than 1 % is expected to have a negligible effect on the analysis.
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given by εp · εF . The results for the different channels are shown in Tab. 2.2. To account

for a possible run-dependence of the filter efficiencies (related to pileup conditions and

the strip tracker dynamic inefficiency), we compute them using only events in runs

where the non-DZ versions are prescaled. The statistical uncertainty of the procedure

detailed above is negligible.

The efficiency of the electron identification criteria used in this analysis has also been

measured using the T&P method and is shown on Fig. 2.16. These measurements are

combined with those relative to the GSF electron reconstruction [208]. On average,

uncertainties in these measurements amount to about 2%.

  [GeV]
T

p
20 30 40 50 60 70 100 200 300 400 500

D
a

ta
 /

 M
C

 

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

D
a

ta
 e

ff
ic

ie
n

c
y

0.2

0.4

0.6

0.8

1

1.2

  0.800≤ | η | ≤0.000 

  1.444≤ | η | ≤0.800 

  1.566≤ | η | ≤1.444 

  2.000≤ | η | ≤1.566 

  2.500≤ | η | ≤2.000 

 (13 TeV)-1+35.9 fb

CMS

Preliminary

ηSuperCluster 

2− 1− 0 1 2

D
a
ta

 /
 M

C
 

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1 2− 1− 0 1 2

D
a

ta
 e

ff
ic

ie
n

c
y

0.2

0.4

0.6

0.8

1

1.2

   20 GeV≤ 
T

 p≤ 10 
   35 GeV≤ 

T
 p≤ 20 

   50 GeV≤ 
T

 p≤ 35 
   90 GeV≤ 

T
 p≤ 50 

  150 GeV≤ 
T

 p≤ 90 

 (13 TeV)-1+35.9 fb

CMS
Preliminary

Figure 2.16. Identification efficiency on data (top panels) and scale factors (bottom panels) as a

function of electron p
T
(left) and supercluster η (right). Error bars correspond to both statistical

and systematic uncertainties.

Finally, for muons the efficiencies of tracking, identification and isolation (as introduced

in (2.10)) in the simulation are each corrected using a dedicated set of SFs provided by

the CMS collaboration [192,196], shown on Fig. 2.9. The precision on each of these SFs

is better than 1%.

Lepton energy scale and resolution
The electron reconstruction method presented in Sec. 2.3.4 does not fully account for

effects such as energy leakage out of the superclusters, in gaps between crystals and in the

Table 2.2. Raw and year-averaged DZ filter efficiencies for the combination of HLT paths used in

the different channels, along with the fractions f of the total luminosity where the non-DZ versions

of the paths are unprescaled.

Channel DZ filter efficiency (εF) f Averaged efficiency (εF)

ee 98.3% / 98.3%

µµ 97.0% 76.7% 99.3%

µe 95.1% 75.5% 98.8%

eµ 92.4% 76.3% 98.2%
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HCAL, energy losses in the tracker, and additional energy from pileup interactions [194].

To remedy these, the SC energies are corrected using amultivariate regression trained on

the simulation. The regressed target is the true electron energy, whereas input variables

are related to SC position and shape, and to pileup. This regression, applied both on

data and simulation, reduces the bias and improves the resolution of the reconstructed

electron energy.

Both electrons and muons in the data are subject to a residual offset in their momentum

scale, i.e. a shift between the average reconstructed p
T
and true p

T
. The scale offset

is due to residual errors in the alignment of the tracker and the muon system, and to

imperfect corrections for the temporal evolution of ECAL crystal transparency and noise.

In addition, owing to a different tracker misalignment between data and simulation and

to an imperfect description of the ECAL material in simulation, both the scale offset

and the momentum resolution suffer from a mismodelling. For muons, consequences

are an undesired dependency on muon charge, φ and η of the reconstructed Z boson

mass in Z→ µµ events, and a shift and a distortion in the shape of the reconstructed

Z mass distribution. These observations are used to apply a residual correction on

the p
T
of muons based on their charge and direction (”Rochester“ correction), in data

and simulation [184]. A similar effect is visible for electrons in Z→ ee events, where

in addition the reconstructed Z mass is observed to vary in time. This temporal

dependency is removed by correcting the energy scale in data, so that the peak of the

Z mass distribution matches that in the simulation. The agreement between data and

simulation is further improved by altering the SC energy resolution in the simulation to

match the one observed in data [194,208].

Jet energy scale and resolution
Due to the nonlinearity of the calorimeter response and despite the calibration of

individual PF clusters, there is a nontrivial relationship between a jet’s true energy and

its measured energy. In the simulation, ”true” jets are defined by applying the same

jet clustering algorithm used on PF candidates (in our case, the anti-k
T
algorithm with

parameter R � 0.4) on the particles given by the event generator, excluding neutrinos.

These “particle-level” jets are geometrically matched to reconstructed jets, and the jet

response is defined as the ratio between reconstructed and true jet energy. Several

corrections are applied to bring the jet response as close as possible to unity, and to

improve the agreement between data and simulation [209]. These jet energy corrections

(JECs) are applied sequentially and each modify the jet 4-momenta by a multiplicative

factor. All the corrections detailed below are propagated to the measured ®pmiss

T
to ensure

a consistent global description of the events.

The first step is an offset correction to remove contributions from pileup, determined as

a function of event ρ and jet p
T
, η and area. This procedure was already mentioned in

Sec. 2.3.8; it suffices to say that to account for differences between data and simulation,

slightly different corrections are applied in either. In the second step, common to data

and simulation, the reconstructed jets are corrected to ensure an uniform response as a

function of p
T
and η. The correction factors are derived from the simulation. The last step

is needed to cure residual differences in the jet energy scale between data and simulation.

These corrections are obtained from the data using di-jet, γ + jets and Z(``) + jets events,
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and depend on jet p
T
and η. Uncertainties in the measurement of these corrections can

be broken down into 27 different sources of statistical and systematic uncertainties (not

detailed here). Each of these sources yields two different JEC factors, corresponding

to up- and down variations of the correction within the corresponding uncertainty,

that are applied on the reconstructed jets and propagated throughout the analysis. The

data-to-simulation scale factors range from 1 % to 2 %, with total uncertainties of the

same order [210].

In addition, the jet energy resolution (JER) is observed to be 10 % to 15 % worse in data

than in the simulation [209]. To remedy this, simulated jets are smeared to worsen

their resolution. Given the ratio s
JER

between measured and simulated jet resolutions,

obtained as a function of jet |η|, the jets which can be matched to a particle-level jet see

their momenta rescaled by a factor:

c
JER

� max

(
0, 1 + (s

JER
− 1)

p
T
− ptrue

T

p
T

)
. (2.16.)

If no particle-level jet can be matched to a jet, its momentum is rescaled stochastically

by a factor:

c
JER

� max

(
0, 1 +N(0, σ

JER
)
√

max(0, s2

JER
− 1

)
, (2.17.)

where σ
JER

is the relative p
T
resolution in the simulation, andN(0,σ) denotes a random

number sampled from a normal distribution with a zero mean and standard deviation σ.
Uncertainties on the scale factors s

JER
range from 1 % to 5 %. As for the JEC, varying

the scale factors up and down within one standard deviation yields two alternate jet

collections that can be used to estimate the impact of these uncertainties on the analysis.

b tagging efficiency
The variables used as input to the b tagging algorithms, as well as the distributions of

the tagger scores, are not entirely reproduced by the simulation [201]. This is mostly due

to the sensitivity of these variables, such as track IP, to the (mis-)alignment of the tracker.

An imperfect description of the tracker material budget, as well as a mismodelling of the

parton shower and hadronisation processes, can also contribute to these discrepancies.

Additionally, in 2016 the strip tracker dynamic inefficiency resulted in a lower b tagging

performance in part of the data, namely a lower efficiency to correctly tag b jets and

a higher probability to mistag b or light jets, compared to the simulation. To calibrate

the performance of the taggers, the efficiency to tag a jet of flavour F is measured as a

function of jet p
T
in the data (εdataF ) and in the simulation (εsimF ), which defines scale

factors SFF � εdataF /εsimF with which the simulation can be corrected. The SFs used in

this analysis are determined and provided by the CMS collaboration. Using these SFs,

a weight is assigned to each jet in the simulation based on its “true” flavour. The true

flavour is defined from the content of particle-level jets matched to reconstructed jets:

if the jet contains a B or D hadron, it is considered a b- or c-flavour jet, respectively.

If the particle-level jet contains no heavy hadron, or if the jet cannot be matched with

any particle-level jet, the jet is considered as a light-flavour jet. Simulated events are
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reweighted by combining the jet weights for all jets in the events. Uncertainties in the

measured SFs are propagated to the event weights, separately for light and b/c jets, to

assess their impact on the analysis.

The measurement of tagging efficiencies in data relies on a variety of methods. The light-

jet mistag rate is obtained from multĳet events using the “negative-tag“ method. In this

method, ”negative“ and ”positive“ tagger scores are computed using only tracks with

negative and positive IP, and SVswith negative and positive flight distances, respectively.

Light jets dominate the distribution of negative scores, and contribute approximately

symmetrically to the negative and positive scores. Modulo a correction factor obtained

from the simulation, the efficiency to select jets in data using negative taggers yields

the light-jet mistag rate for the corresponding tagger. Light jet SFs vary from 1.1 to 1.3,

depending on jet p
T
, and suffer from uncertainties of about 10%.

For the cMVAv2 tagger used in this analysis, b-jet scale factors are measured using

samples of tt events. In the ”Kin“ method, a multivariate discriminant is built on

simulated dilepton tt events to separate b jets from light jets, using only kinematic

information in the events. The b-jet tagging efficiency in data is then obtained from a

template fit 1 to the distribution of the discriminant, before and after applying the tagger

on the jets. In addition, the T&P method is applied to semileptonic tt events. First, a

kinematic reconstruction of the tt system is attempted, yielding an assignment between

jets and b (light) quarks from top quark (W boson) decays. This procedure also delivers,

for each event, a likelihood quantifying the agreement between the tt hypothesis and

the event content. Then, the ”tag“ jet is obtained by applying the CSVv2 tagger on one

of the b jets, whereas the other candidate b jet defines the ”probe“. Finally, the b-jet

tagging efficiencies are obtained from a combined template fit to the distributions of

the kinematic likelihood and pmiss

T
, before and after applying the tagger on the probe

jet. In both these methods, the templates for different jet flavours are obtained from the

simulation. The measurements are repeated in different bins of jet p
T
, and the results

from both methods are combined. The SFs vary from 0.92 to 0.96 depending on jet p
T
,

with uncertainties of 1 % to 7 %.

2.4. Analysis methods
Before describing the analysis itself,we shall lay out the fundamental techniques thatwill

be instrumental in extracting meaningful results out of the collected data. These concern

the problem of distinguishing the phenomena we are interested in from the deluge of

backgrounds present in the selected events, as well as the necessity of interpreting the

data in a statistical manner. The generality of the employed methods means that they

may be described without reference to the particular case that concerns us, so that we

can concentrate on the actual analysis in the following chapter.

2.4.1. Machine learning techniques for enhanced sensitivity
In many of the identification algorithms described in Sec. 2.3, as well as in physics

analyses, there is an obvious need to discriminate a signal from one or several backgrounds.
The power of a discriminating algorithm can be characterised e.g. in terms of true and

1 See Sec. 2.4.2 for a description of the statistical tools being used.
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false positive classification rates (in other words, efficiency and purity). Algorithms

might use a single physical variable to separate signals from backgrounds, however their

power can be significantly enhancedby combining several variables into an artificial score

(often without direct physical interpretation) upon which the classification decision is

based. Such multivariate discriminants can be constructed using machine learning (ML)

techniques, two of which are used in this work and are briefly described below.

Given the target y ∈ {0,1} and a set of M variables or features, xxx � (x1 , . . . ,xM), if signal and
background respectively follow the probability density functions (pdfs) p(xxx |y � 1) and
p(xxx |y�0), theNeyman-Pearson lemma [211] states that themostpowerfuldiscriminating

variable between the signal (defined by y � 1) and the background (y � 0) is given from

the likelihood ratio,

Λ(xxx) �
p(xxx |y � 1)
p(xxx |y � 0) . (2.18.)

In other words, of all functions f (xxx) such that a requirement f (xxx)> c f retains a fixed

fraction of the signal, the likelihood ratio is the one with which such a requirement

rejects the largest proportion of background. However, in practice p(xxx , y) is rarely known

in closed form, and we can only rely on a finite sample of independent realisations

(events),D � {(xxx , y)i ∼ p(xxx , y), i � 1. . .N}, obtained e.g. using a simulator (see Sec. 2.3.11).

A goal of ML is to provide methods to construct, i.e. train a discriminator (or classifier)
function F(xxx) that approaches the likelihood ratio, or a bĳection of it, using only the

examples provided by the datasetD. Ideally, this discriminator should have:

1. Low bias: the model should be flexible enough, and trained in a manner as to

provide good separation between the signal and background hypotheses.

2. Low variance: The separation power should be robust when applying the trained

model on a dataset that is statistically independent from the one used for training,

and sampled from the same distribution p(xxx , y).
Two popular methods (among many others) to build such a discriminator are boosted

decision trees (BDTs) and multilayer perceptrons (MLPs).

Boosted Decision Trees
A decision tree can be represented as a sequence of binary splits on the input features, as

depicted on Fig. 2.17. This procedure builds rectangular regions in the input space,which

can be then assigned a score of +1 or -1 if they are signal- or background-dominated1. In

other words, a tree is a step function h : xxx→ h(xxx) ∈ {−1,1}. Each split is defined by the

variable that is used to cut on, and the position of the cut. Both choices are determined

using an impurity criterion I(pn), function of the signal purity pn in node n, that is
maximal for pn � 0.5 (no discrimination) and minimal for pn � 0 or pn � 1 (perfect dis-

crimination). The chosen split should maximise the gain G � I(pm)− f
1
I(pc

1

)− f
2
I(pc

2

),
where c

1
and c

2
are the two ”child“ nodes obtained by splitting the ”mother“ node m,

and fi is the fraction of events in m falling into node ci . A widely used criterion is the

Gini coefficient IG(p)� p(1−p). This iterative tree growing procedure can be stopped

1 In this section, we take y ∈ {−1,1} instead of {0,1}, following common usage for BDTs in the

literature.
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by requiring a maximum depth (number of consecutive splits) or a minimum number

of events in the final nodes.

Trees built in this way are subject to high variance (overtraining), i.e. they are strongly

sensitive to statistical fluctuations in the training sample and do not generalise well. A

successful method to alleviate overtraining is boosting, in which a large number T of

shallow trees ht (xxx), grown with only a few splits, are combined by taking a weighted

average of their output scores: FT (xxx)�
∑T

t�1
αt ht (xxx). Each single shallow tree has poor

discrimination power but is less prone to overtraining, and the ensemble average of

such weak learners results in a strong learner with high and stable performance.

The boosting algorithm used in this work is AdaBoost [212]. First, the outputs are set

e.g. to F
0
(x)� 0, and events are assigned equal weights wi ,0 � 1/N . At iteration t, a weak

learner ht (xxx) is grown according to the strategy detailed above, typicallywith only two or

three splits. The weighted classification error εt �
∑

i ,ht (xxx i ),yi
wi ,t is then computed, and

with αt �
1

2
log

(
1−εt
εt

)
the new tree is added to the ensemble as Ft (xxx)� Ft−1

(xxx)+αt ht (xxx).
The event weights are then updated as wi ,t+1

� Z ·wi ,tE(yi ,ht (xxx i))
αt
, where the error

function is E(y ,h)� e−yh
and Z is a normalisation factor s.t.

∑
i wi ,t+1

� 1. Thus, misclas-

sified events at iterations ≤ t are given increased weights in the creation of the tree at

iteration t +1, and trees which achieve a small classification error contribute more to

the ensemble average.

Other ensemble methods, such as gradient boosting (of which AdaBoost can be seen as

a particular case) [213] and bootstrap aggregation (bagging) [214], will not be detailed

here. Finally, it should be clear that those methods can be applied to any form of learners,

but have been particularly successful when used in conjunction with decision trees.
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Figure 2.17. Simple realisation of a decision tree, with four splits (on features x1

, x2

and x5

)

resulting in five final nodes or ”leaves“, two of which are signal-dominated (”S“), and three of

which are background-dominated (”B“). When evaluating the tree, samples falling into an ”S“ or

”B“ node are assigned the score +1 or −1, respectively.
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Multilayer Perceptrons
The task of building a classifier F(xxx) that discriminates between y � 0 and y � 1 can

be approached by defining a loss function L(F, y) that quantifies the quality of the

classification achievedby F, andfinding F such that the average lossL over the previously

defined datasetD is minimised:

L(F,D) ≡
N∑

i�1

L(F(xxx i), yi). (2.19.)

If we now assume a parameterised family of functions Fθθθ(xxx), and if the loss L(Fθθθ , y) is a
differentiable function of the parametersθθθ, then the classification problem is reframed as

a well-known optimisation problem. A commonly chosen loss function for classification

is the cross-entropy loss:

L(F, y) � −y log(F) − (1 − y) log(1 − F), (2.20.)

for which the minimisation of (2.19) can be interpreted as a maximum-likelihood fit of

θθθ, using the set of observationsD, assuming yi follows a Bernoulli law with probability

of success p(yi � 1|xxx i) estimated by F(xxx). In practice, other choices such as the square

loss L(F, y) � (F− y)2 might work just as well. Indeed, given either the cross-entropy

or squared loss, it can be shown that asymptotically the expected loss L is minimised

when

F(xxx)� p(y � 1|xxx)�
(
1+

p(xxx |y � 0)
p(xxx |y � 1)

p(y � 0)
p(y � 1)

)−1

, (2.21.)

which is one-to-one with the likelihood ratio defined in (2.18), i.e. the best possible

classifier in terms of statistical power.

There are many possible choices for parameterising the functions Fθθθ(xxx). A particularly

successful approach is that of multilayer perceptrons (MLPs), designed by analogy with

biological brains. The original perceptron model [215] is:

Fθθθ(xxx) � σ
©«θ0

+

M∑
j�1

θj x
jª®¬ , (2.22.)

where σ is a nonlinear activation function, e.g. a sigmoid σ(x)�
(
1+ e−x )−1

, and θθθ are

weights (bias and synapse strengths) which can be learned by minimising the loss

(2.19) using a training sampleD. In general, unless signal and background are linearly

separable, functions of the form (2.22) are not sufficiently flexible to provide a high

discrimination power. However, by chaining several layers of multiple perceptrons

(”neurons“), one layer’s outputs being used as the next layer’s inputs (see Fig. 2.18), one

obtains a highly versatile, nonlinear function of the input features: an MLP, also called

feed-forward artificial neural network (ANN).

Using the above definitions, the loss L(Fθθθ ,D) is a complex, non-convex, differentiable

function of the weights. Fortunately, it is feasible to minimise it using gradient descent,

since the gradient ∇θθθL(θθθ) can be efficiently computed by back-propagation [216] (a direct
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x1

x2

x3

b

b b

Output

Figure 2.18. Example of an artificial neural network, with three input variables and two hidden

layers of four neurons. Each circular node is a function of the form (2.22), working on the previous

layer’s values. Nodes labelled ”b“ are biases (constants). Edges between nodes are synapses; each

corresponds to a weight that has to be learned by minimisation of the loss computed from the

output value of the node on the far right.

consequence of the derivative chain rule). At each iteration, the weights are updated as

θθθt→θθθt+1
�θθθt −νννt , νννt � η ·∇θθθL(θθθ), where η is the learning rate.

The danger of the minimisation (learning) procedure getting stuck in a local minimum

can be reduced by using stochastic gradient descent (SGD), in which the gradient is

not computed using the full dataset, but on sub-samples (mini-batches) of size B�N
(strictly speaking, SGD corresponds to B � 1). In addition, once the number of layers

and neurons is sufficiently large, local minima become rare compared to saddle points,

and finding the global minimum can be undesirable since it might correspond to an

overtrained model [217]. However, saddle points still represent a challenge for plain

gradient descent since the gradient becomes vanishingly small around those points.

Numerous strategies exist to mitigate this issue, some of which are to:

• Add ”momentum“ [218] by updating theweights on each batch using a combination

of the gradient and the previous batch’s step: νννt � γ ·νννt−1
+ η · ∇θθθL(θθθ), for some

chosen γ.

• Use Nesterov accelerated gradient [219], where the gradient is computed at the

position given by the momentum step: νννt � γ ·νννt−1
+η ·∇θθθL(θθθ−γ ·νννt−1

).
• Consider different learning rates for each parameter θi , as larger steps can be taken

in flat directions. Each weight’s step size is adapted using the magnitude of past

squared gradients in that direction, while annealing the learning rate over time

(Adagrad [220]).

• Compute a running, exponentially decaying averages of past squared gradients to

rescale the learning rates, such as with Adadelta [221] or RMSprop, which keeps

the learning rate from dropping too quickly (a deficiency of Adagrad).

• Combine these adaptive strategies with a momentum term computed as a decaying

average of past gradients (Adam [222]).

Just as plain decision trees, complex ANNs are sensitive to overtraining. A straightfor-

ward way to avoid overfitting the network is to compare the value of the loss function

evaluated on the training sample and on an independent test sample during training,
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and to stop the training if they start diverging [223]. However, it is more efficient to also

regularise the model and the training themselves, using different methods:

• Add a constraint term +λ
∑

i θ
n
i to the loss function, with λ > 0 and usually n � 2

(L
2
-regularisation) [223]. This prevents the weights from growing too quickly and

accommodate statistical fluctuations in the training sample.

• With dropout [224,225], nodes in a given layer are inactivated (fixed to 0) randomly

for eachmini-batch update during training, with a fixed probability p. For inference,
the outputs from that layer are then weighted by 1−p. In effect, this replaces the full

network with a random ensemble of smaller networks. Similarly to tree ensemble

methods, the resulting model is less prone to overfitting.

• A recent suggestion [226] is to normalise each hidden node’s output to have

zero mean and unit variance, before feeding it to the next layer’s nodes (”batch

normalisation“). The normalisation is computed from themean andvariance of each

mini-batch during training, and from mean and variance of the whole training set

for inference. This procedure both speeds up the training and prevents overfitting.

Apart from the previous considerations, training an ANN can be hindered by a poor

choice of activation function. For instance, the sigmoid mentioned above yields hard-to-

train networks as it easily saturates, i.e. its gradient vanishes if its argument becomes

large. Rectifiers, such as ReLU(x)�max(0,x), are not subject to this deficiency and still

provide sufficient nonlinearity to not impede the network’s fitting capacity.

The ability to find a minimum of the loss function also depends on the initial values of

the parameters θθθ. Choosing a good initialisation procedure depends on the activation

functions used [227]. For instance, setting θi < 0 with ReLU or θi � 1 with sigmoid

activations might create a vanishing-gradient problem. Usually, parameters are ini-

tialised by drawing from a random distribution, and several strategies for choosing this

distribution have been suggested, see e.g. Refs. [223, 228, 229].

2.4.2. Statistical model and tools
We want to produce statements about the theory using the data at hand, and such

inference is possible only once we have defined a statistical model of the data. The

theory parameter we shall be interested in is the signal strength µ ≥ 0, where µ � 1

corresponds to the presence of the signal according to theory predictions or some

pre-defined normalisation, and µ � 0 corresponds to an absence of signal. The signal

strength is often only a proxy for model parameters such as the mass m of a particle,

in which case a statistical exclusion µ(m)< 1 translates into an excluded value of m. In

other cases the signal cross section might be proportional to unconstrained couplings

and thus be free to vary, hence statements on µ can be directly related to the signal cross

section.

In addition to µ, other parameters ααα need to be included in the statistical model. These

nuisance parameters are linked with imperfect knowledge of both theory and detector.

The model used in this work follows a cut-and-count approach, in which the number

of data events nc falling into mutually exclusive regions c is counted and compared

with the theory predictions νc(µ,ααα). These regions can be channels (orthogonal event
selections) and/or bins in histograms. The likelihood is obtained from the product of
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the Poisson probabilities for each region [230]:

L(µ,ααα)� L(nnn |µ,ααα)�
∏

c
Pois

(
nc ,νc(µ,ααα)

)
�

∏
c

ν
nc
c

nc !

e−νc (2.23.)

Note that this formulation is equivalent to a marked Poisson process where the

densities (”templates“) are step functions given by properly normalised histograms

for signal and backgrounds. The expected yield in each bin or region is given by

νc(µ,ααα) � µσ̂s ,c(ααα)+
∑

b σ̂b ,c(ααα), where σ̂s and σ̂b are the yields of the signal and the

different background processes contributing to that bin, respectively. For every bin and

process we have:

σ̂i ,c � L
int
· σi · εi ,c � L

int
· σi ·

∑
j∈c c j w j∑

j w j
, (2.24.)

where L
int

is the integrated luminosity, σi is the cross section of process i, and εi ,c is

the acceptance/efficiency, i.e. the probability for an event of process i to end up in bin c.
It can be computed using the weights w j of the simulated events for that process (see

Sec. 1.2), possibly modified by event-dependent correction factors c j (see Sec. 2.3.11).

In (2.23), nuisance parameters are free to float. However, we would like to incorporate

some ”prior“ knowledge about their possible values, resulting e.g. from auxiliary

measurements of these parameters, such as those detailed in Sec. 2.3.11. It is not practical

to include the full likelihoods of these measurements into the statistical model (2.23),

but we can idealise them using constraint terms. Thus, for each nuisance αp wemultiply

(2.23) with a constraint term f (ap |αp), where ap is some default/measured value of that

parameter. This procedure ensures that a consistent frequentist treatment of the model

is possible. We thus arrive at the complete statistical model:

L(µ,ααα)� L(nnn ,aaa |µ,ααα)�
∏

c

ν
nc
c

nc !

e−νc
∏

p
f (ap |αp) (2.25.)

Nuisances affecting the normalisation of a process, entering as an overall multiplicative

term in (2.24) (independent of c), are usually assigned log-normal constraint terms with

a width reflecting the uncertainty in their measured value ap . However, many sources of

systematic uncertainty affect in a non-trivial way both the overall normalisation and the

distribution across bins of the predictions entering (2.25). We model each of those shape
uncertainties by building alternate histograms σ̂±p ,i ,c using up and down variations,

within one standard deviation, of the quantity associated with that uncertainty. These

variations, along with the nominal prediction, are interpolated and extrapolated to

yield a continuous dependence of the yields on the nuisance parameter. The ”down“,

”nominal“ and ”up“ histograms are associated with the values αp �−1,0,1. The inter-
/extrapolation is done ”vertically“, i.e. using independently the yields of every bin of

the templates. Working on normalised histograms, we consider a quadratic interpolation

over −1≤ αp ≤ 1, continued linearly beyond these bounds. The overall normalisation is

interpolated linearly in log-space, ensuring σ̂ ≥ 0 for every αp , and we add a Gaussian

constraint term on αp with unit variance and zero mean.

Since the amount of simulated events used to construct the templates entering the
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likelihood is finite, we need to consider a statistical uncertainty on the predicted yields

σ̂i ,c in (2.24). Following the suggestion of Ref. [231], for each process i and bin c we

introduce an additional nuisance parameter scaling the yield according to its uncertainty.

To prevent the number of nuisance parameters from becoming too large, the yield

uncertainties on processes contributing to less than half of the statistical uncertainty on

the total yield of a given bin are added in quadrature and assigned a single nuisance

parameter. This procedure is commonly referred to as the Barlow–Beeston lite method.

The search for a new signal may be formulated as an hypothesis test, with the null H
0

being the absence of signal, and the alternative H
1
being the presence of a signal on top

of the background. Without nuisance parameters, the most discriminating test statistic

between these hypotheses is given by the likelihood ratio: L(µ� 1)/L(µ� 0). However,

since in the context of this work we do not expect to reject H
0
(i.e. observe a signal), we

will instead set an upper limit on the signal strength. Furthermore,we need to incorporate

the nuisance parameters into the construction of the confidence interval [232–235]. We

thus consider the profile log-likelihood ratio modified for upper limits:

qµ �



−2log

L(µ,ααα̂̂(µ))
L(0,ααα̂̂(0))

µ̂ < 0

−2log

L(µ,ααα̂̂(µ))
L(µ̂,ααα̂) 0≤ µ̂ ≤ µ

0 µ̂ > µ,

(2.26.)

where µ̂ denotes the maximum-likelihood estimate (MLE) of parameter µ, based on

(2.25), while ααα̂̂(µ) denotes the conditional MLE of parameter ααα under the constraint of

µ (profiled value of ααα).

If qµ follows the pdf f (qµ |µ
′), which depends on the tested and assumed values µ and

µ′, and qµ,obs is the observed statistic, we can compute the p-values:

pµ(qµ,obs)�
∫ ∞

qµ,obs
f (qµ |µ)dqµ ≡CL

s+b
(2.27.)

p
0
(qµ,obs)�

∫ ∞
qµ,obs

f (qµ |µ� 0)dqµ ≡CL
b

(2.28.)

The upper limit µ
up

at 95% confidence level (CL) is the largest value of µ for which

CL
s+b
≥ 0.05. Given the definition in (2.26), the property µ

up
≥ 0 is then satisfied.

Working in a frequentist setting we are allowed to be wrong 5% of the time, however

we would like to avoid excluding a signal to which we are not sensitive just because

the background happens to under-fluctuate. This can be addressed by using the CL
s

criterion, defined in Refs. [236, 237], in which the upper limit is obtained by solving:

CL
s
≡ p′µ

up

�

pµ
up

p
0

�
CL

s+b

CL
b

� 0.05, (2.29.)

as depicted on Fig. 2.19. Note that the resulting confidence interval has coverage larger

than nominal: P(µ
up
≥ µ|µ)> 95%.
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qµ,obs qµ,med

f (qµ |µ)

f (qµ |0)

qµ

f (qµ)

Figure 2.19. Schematic depiction of the CL
s
criterion for upper limits. The 95% CL upper limit

is obtained by finding µ s.t. the ratio between the yellow and green areas equals 5%. Similarly,

replacing qµ,obs by qµ,med
and repeating the procedure yields the expected upper limit.

It is also useful to quantify the expected sensitivity by computing the median upper limit

µ
exp

under the assumption that µ� 0, obtained by solving pµ
exp

(qµ,med
)� 0.05, where

qµ,med
is the median test statistic under the background-only hypothesis µ� 0:∫ ∞

qµ,med

f (qµ |0)dqµ � 0.5 (2.30.)

Similarly, ”1- and 2-sigma bands“ around the expected limit can be defined by replacing

the p-value of 50% in (2.30) by (50±16)% and (50±22.5)%, respectively. If no signal is

present in the data, or if we are not sensitive to it, the observed limit should be compatible

with the expected one: there is a 95% probability that it lies within the ”2-sigma band“

as previously defined.

The procedures detailed above require the knowledge of the pdfs f (qµ |µ) and f (qµ |0), for
every value of µ. They can be obtained by generating ensembles of pseudo-experiments

(”toy Monte Carlo“). For each toy, the number of events nc and the auxiliary measure-

ments ap are generated according to the model (2.25) (using ααα � ααα̂̂(µ)), and the test

statistic is evaluated [232]. With sufficiently large samples of toys, the integrals in (2.27)

and (2.28) can be evaluated and the upper limit computed.

Obtaining limits using toys can be computationally intensive; fortunately the chosen

test statistic features useful asymptotic properties [238]. Wilk’s [239] and Wald’s [240]

theorems provide expressions for the pdfs f (qµ |µ
′) in the limit of large data samples.

In practice, these approximations work well even for samples of a few tens of events.

Using these results, the CL
s
upper limit at 95% CL is the solution to

1 −Φ
(√qµ

)
Φ

(√qµ,A −
√qµ

) � 0.05, (2.31.)
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where Φ is the cumulative distribution function (cdf) of the Normal distribution, and

qµ,A is the test statistic evaluated on a special toy dataset, the ”Asimov“ toy, obtained by

fixing the observed yields to the expected values in the background-only hypothesis:

nc ≡ νc(0,ααα �ααα̂̂(0)). The expected N-sigma and median (N � 0) limits are obtained by

solving the following for µ:

qµ,A �

(
Φ
−1 (1 − 0.05 · Φ(±N)) ± N

)
2

(2.32.)

The results presented in this work have been obtained using the HiggsCombine software,

based on the RooFit [241] and RooStats [242] frameworks and relying on the Minuit
toolkit [243] for the minimisation of the likelihood.
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3.
Chapter

Search for Higgs boson pair

production in the bb`ν`ν final state

In this chapter, we report on a search for the resonant and nonresonant production of

Higgs boson pairs, decaying to a final state consisting of a pair of bottom quarks, a pair

of charged leptons (muons or electrons), and neutrinos (bb`ν`ν). This analysis was

conducted using 35.9 fb
−1

of data collected at

√
s � 13 TeV by CMS during 2016, and was

subject to a publication in Ref. [147].

The motivations for probing resonant and nonresonant double Higgs production have

been presented in Chap. 1. We search for the production of narrow-width spin-0 and

spin-2 resonances X decaying to HH, with masses m
X
between 260 and 900 GeV. For

what regards the nonresonant production of Higgs boson pairs, in addition to the

HH process in the SM we explicitly search for deviations from the SM. We follow

the parameterisation introduced in Sec. 1.5, where κλ � λHHH
/λ

SM
and κ

t
� y

t
/y

t ,SM.

For the most part, the methods and strategies used in the searches for resonant and

nonresonant production are common. We thus describe both searches in a single body,

and highlight the key differences between them where necessary.

In the first section of this chapter we describe the signal and background processes in

the chosen event topology, as well as the event selection strategy. In the following, the

data-driven estimation method of one of the background contaminations is detailed.

Next, we describe the methods used to enhance the sensitivity to the signals. We then

summarise the estimation of systematic uncertainties affecting this analysis, and finally

we present the results of these searches.

3.1. Analysis setup and event selection
Since the SM Higgs boson can decay to a variety of final states, the production of Higgs

boson pairs is fragmented into an even larger number of channels. The relative rate

of each channel is governed by the branching ratios of the Higgs boson, which can be

found in Refs. [72, 244]. The final state we are considering, bb`ν`ν, was selected the

following reasons:

1. The first and second most frequent decays of the Higgs boson are H→ bb and

H→WW
∗
. Through the W→ `ν decay, this renders the resulting rate in the chosen

channel sizable (see discussion below).

2. The main background process populating this final state, top quark pair production,

can be reasonably well modelled.

3. This channel was found to be complementary to other channels already considered

by the CMS experiment in a prospective sensitivity study for the HL-LHC [153]. In
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addition, the discovery of HH production in the SM is expected to be extremely

challenging and will require the combination of as many channel as possible.

4. Should a deviation from SM predictions for HH production be observed in another

channel, it would be crucial to provide several independent confirmations.

The branching ratio for H(→X)H(→Y) is given by B(H→X)2 if X and Y represent

the same final state, and by 2 · B(H→ X) · B(H→ Y) otherwise. For m
H
� 125.0 GeV

we have B(H→ bb) � 58.24(7)% and B(H→ `ν`ν) � 1.055(2)% (for ` � µ,e and any

neutrino flavour). The leptonic Higgs boson decay happens through diagrams involving

both H→WW
∗
and H→ZZ

∗
, whose interference has to be taken into account when

computing the branching ratio to a specific final state. Nevertheless, the interference

is small and the former amplitude (WW
∗
) dominates the latter (ZZ

∗
) by an order of

magnitude. With these numbers, we obtain the total branching ratio to our final state as

B � 1.223(5)%. Table 3.1 shows the branching ratios of channels that have been probed

or may be probed in the future.

Table 3.1. Branching ratios to a given final state of Higgs pair production, for the main exper-

imental channels. ` denotes both e and µ ; ν denotes all three neutrino flavours; q stands for all

quarks with exception of the top quark. The branching ratios are obtained from Refs. [72, 244].

The expected yields are given indicatively for the SM hypothesis assuming the cross section (1.44)

quoted in Sec. 1.3.

Final state Branching ratio Expected yields (SM, 35.9 fb
−1

)

All 100 % 1200

bbbb 33.9 % 407

bbττ 7.31 % 87.8

bb`νqq 7.30 % 87.7

bb`ν`ν (this work) 1.22 % 14.7

ττττ 0.393 % 4.72

bb``qq 0.285 % 3.42

bbγγ 0.264 % 3.17

While the hadronically decaying Higgs boson in the signals can be reconstructed using

the observed jets resulting from the hadronisation of the b quarks in H→ bb, there is

no way to fully reconstruct the kinematics of the leptonically decaying Higgs boson due

to the presence of two unobserved neutrinos in the final state. This prevents us from

accessing the di-Higgs invariant mass, m
HH

, and justifies the absence of significant

differences in the analysis strategies for resonant and nonresonant production. The

salient features of the signals, common to all signal hypotheses, are on the one hand a

pair of b jets with invariant mass peaking near that of the Higgs boson, standing out

over a smooth background distribution, and on the other hand a pair of prompt, isolated

charged leptons. The pair of leptons provides us with a clean signature to trigger the

collection of events in data, as described in Sec. 2.3.9. Noteworthy properties of these

leptons stem from the spin-0 nature of the Higgs boson and the H→VV
∗→ `ν`ν decay
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chain [245,246]. Indeed, the charged leptons mostly have low angular separation and

thus low invariantmass,with the distribution of m`` peaking around 30GeV. In addition,

for resonant production with m
X
. 600 GeV as well as for nonresonant production, the

Higgs bosons are produced nearly at rest. Due to the 4-body leptonic decay of the

Higgs boson, this yields leptons with relatively low p
T
: for the SM hypothesis, the

distributions of the p
T
-leading and subleading leptons only peak around 50 and 20 GeV,

respectively. This represents a challenge for triggering on signal events, and justifies the

choice of low-threshold dilepton trigger paths over the alternative of higher-threshold

single-lepton paths.

The most frequent SM processes contributing to the considered event topology are top

quark pair production (tt) and Z/γ∗(→ `+`−) plus jets associated production (Drell–Yan

process). The total cross section of the tt process is known to NNLO in QCD and

amounts to 830 pb [247]. Taking into account the branching fraction B(t→ `νb)� 10.9%

(for each of ` � e ,µ) for both top quarks [5], this translates into a cross section of 39.4 pb,

corresponding to about 1.4 million events in the signal topology. Since tt production

contributes to the exact same final state as the signals, it is said to be an irreducible
background. This implies that the only possibility to reduce its rate is to apply clever

requirements on the kinematics of the reconstructed particles, so that the sensitivity

to the signals can be enhanced. Furthermore, we can only rely on the simulation to

compute its contribution due to the lack of clear resonant signatures in the signal.

On the other hand, the Drell–Yan (DY) process is reducible, as it can be cut back by

requiring the presence of b-tagged jets. Unfortunately, this requirement has no effect

on the contamination from Z/γ∗ plus b jets associated production, for which other

methods will have to be employed. Further minor backgrounds include single top quark

and W boson associated production (tW), single top quark production in the t and

s channels, diboson production (ZZ, WW, ZW, denoted VV in the following), tt and

vector boson associated production (ttW, ttZ and ttγ , denoted ttV), and various single

Higgs boson production processes (chiefly ttH and ZH). Experimental backgrounds

due to jets misidentified as leptons, from W plus jets or QCD multĳet production, have

a negligible impact on the analysis thanks to the stringent requirements on the quality

of the reconstructed electrons and muons.

3.1.1. Samples
The data samples used for this analysis, collected at

√
s � 13 TeV during 2016, were

described in Sec. 2.3.9. Only the luminosity sections (LSs) (see Sec. 2.2.5) of data

certified as sufficiently good to be used for analysis were considered, yielding a dataset

corresponding to an integrated luminosity of 35.9 fb
−1

.

The background simulation samples have been generated at NLO in QCD using

Powheg 2 [44,45,55,248,249] andMadGraph5_aMC@NLOversions 2.2.2.0 and2.3.2.2 [54].

MadSpin [39] was used to model the decay of heavy resonances, and the matching and

merging of different parton multiplicities for samples generated by MG5_aMC@NLO

was achieved in the FxFx scheme [51] (see Sec. 1.2). For all samples, Pythia version

8.212 [41, 42] with the CUETP8M1 tune [250] has been used for simulation of parton

showering, hadronisation and underlying event. The modelling of pileup as well as the

simulation of the CMS detector have already been described in Sec. 2.3.11.
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The main background processes and the generators used to model them are listed in

Tab. 3.2 along with the cross sections used to normalise their respective contributions.

For each process, the most precise theoretical cross section is used. The cross section of

the main tt background was obtained at NNLO+NNLL precision in QCD [247]; the DY

process is normalised to NNLO in QCD andNLO electroweak precision [251]. For single

top quark production in the tW channel, an approximate NNLO QCD computation

is used [252]. The WW samples are normalised to NNLO precision in QCD [253];

further diboson, as well as t- and s-channel single top quark, ttH and ttV processes

are normalised to NLO precision in QCD [54, 254]. The cross sections for remaining

single Higgs boson production processes are computed at NNLO in QCD and NLO in

electroweak corrections [72].

Table 3.2. Parton-level generators used to model the major backgrounds entering the event

selection, and cross section values used to normalise their contributions. A top quark mass of

m
t
� 172.5 GeV is used for both the event generation and cross section computation. For the DY and

tW processes, the generation is restricted to final states containing any charged leptons (e, µ , τ),
and the cross sections are rescaled using the relevant branching ratios. A restriction on the invariant

mass of lepton pairs, m`` > 10 GeV, is imposed for the DY process, and quarkonia resonances are

not modelled in this sample. Both charge conjugates of the tW process have the same cross section.

Uncertainties in the cross sections are quoted separately for what concerns the renormalisation

and factorisation scale uncertainties (first figure), and the value of αs and the PDFs (second figure).

Process Generator Cross section (pb)

tt (inclusive) Powheg 2 831.8+19.8
−29.2±35.1 [247]

Z/γ ∗ (→ `+`−) + jets (DY) MG5_aMC@NLO 24640
+250

−190
±1280 [251]

tW
−
, tW

+
(→≥ 1`) Powheg 2 39.1±1.8±3.4 [252]

For the modelling of the signal processes in the search for resonant enhancements

of Higgs pair production, we have considered a model of warped extra dimension

(WED). With this model, radions and KK-gravitons are used as benchmarks for generic

spin-0 and spin-2 narrow-width resonances produced in gluon fusion. As mentioned

in Sec. 1.6, the results obtained in the spin-0 case (radions) can be interpreted in a

model-independent way, while strictly speaking the results pertaining to the spin-2

benchmarks depend on chosen production model. These signal samples have been

generated at LO in QCD using MG5_aMC@NLO version 2.2.2.0. In order to account for

the dependence of the analysis acceptance and event kinematics on the hypothesised

resonance mass mX , 13 samples with different mX have been produced, for each of

the the spin-0 and spin-2 cases. The considered values for mX are 260 GeV, 270 GeV,

300 to 700 GeV in steps of 50 GeV, and 800 and 900 GeV. The low end of this range

corresponds to the kinematic threshold for the decay of narrow-width resonances to

Higgs boson pairs, while above mX � 900 GeV, the products of the H→ bb decay can

not be reconstructed efficiently as two separate jets with R � 0.4. Alternate (“boosted”)

analysis techniques have then to be employed; this possibility is left for future work.

In the case of nonresonant double Higgs production, 14 different samples have been

generated with MG5_aMC@NLO versions 2.2.2.0 at LO in QCD with exact top quark

mass dependence. These correspond to the 12 benchmarks resulting from the clustering

procedure laid out in Sec. 1.5, as well as one sample in the SM hypothesis, and one
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sample generated using only “box” diagrams (see Fig. 1.2, right), i.e. assuming κ
t
� 1

and κλ � 0. While we would like to probe the effects of anomalous values of κλ and κ
t

for any value of these couplings, the available samples can not directly be used to that

end. In order to obtain predictions for arbitrary points in the (κλ ,κt
) plane, we have

implemented a matrix-element based event reweighting, as described in Sec. 1.2 and 1.5.

The matrix element expression used to that end was generated from MG5_aMC@NLO

in C++ format. The reweighting took into account the dynamic renormalisation scale

used during the generation of the original samples, by accessing the event-dependent

value of the strong coupling constant.

In the generation of both resonant and nonresonant signal samples, the Higgs boson

decays were simulated by Pythia. However, the decay channels used in the sample

generation do not strictly correspond to the final state described in Sec. 3.1, but also

include the possibility in which one of the Higgs bosons decays to two τ leptons and

two neutrinos. Since the τ can again decay to an electron or a muon, plus two additional

neutrinos, this extra channel contributes to our final state and has to be taken into

account, even if we do not specifically consider τ leptons in this analysis. The branching

ratio used from now on for HH→ bb`ν`ν, with ` � e , µ , τ , is then B � 2.72%, and

all results quoted for this final state should be understood to include all three lepton

flavours.

3.1.2. Event selection
The event selection corresponds to a set of simple requirements applied on the content

of reconstructed events in data and simulation, aimed at keeping as many signal events

as possible while reducing the rate of the various backgrounds. The selection process

proceeds in steps, so that the agreement between data and simulation can be assessed

at multiple levels.

Data events are collected using the set of trigger paths described in Sec. 2.3.9. We recall

that no emulation of the trigger is available in the simulation. We start by requiring

the presence of two leptons (muons or electrons) of opposite charges, passing the

identification and isolation criteria introduced in Sec. 2.3.3 and 2.3.4. The selected events

are categorised based on the flavours of the leptons, into three different channels: µ+µ−

and e
+

e
−
(“same-flavour“), and µ±e

∓
(”different-flavour“). If more than two leptons

are present, we consider the pair with the highest scalar sum of p
T
. We do not veto

additional leptons, since we are not affected by large background processes yielding

three or more leptons. The two leading leptons are required to have a p
T
greater than

25 GeV and 15 GeV for ee events, 20 GeV and 10 GeV for µµ events, 25 GeV and 15 GeV

for µe events, and 25 GeV and 10 GeV for eµ events, for the high- and low-p
T
lepton,

respectively. These thresholds are tuned to the thresholds of the HLT trigger paths in

each category. For electrons (muons), the pseudo-rapidity range |η| < 2.5 (|η| < 2.4) is
considered, matching the geometrical acceptance of the inner (outer) tracker. A dilepton

mass requirement of m`` > 12 GeV is applied in all categories in order to suppress

backgrounds from quarkonia resonances and jets misidentified as leptons.

In data, the selected leptons are required to correspond to the leptons, reconstructed at

the HLT, which triggered the recording of the events. The matching between a lepton

reconstructed offline, O, and online (HLT) lepton H, is achieved by asking that:
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∆R(O ,H)< 0.1, (3.1.)��p
T
(O)−p

T
(H)

��
p
T
(O) < 0.5. (3.2.)

This trigger matching procedure ensures that the trigger efficiencies computed with the

T&P method in Sec. 2.3.11 can be applied to the event selection.

We consider jets as defined in Sec. 2.3.5, which have a p
T
greater than 20 GeV, lie in the

pseudorapidity range |η| < 2.4, and are separated from selected leptons by ∆R > 0.3. At
least two such jets have to be present. If more than two jets are available, we choose

the pair with the largest scores of the cMVAv2 b tagging discriminator. This pair of jets

defines the hadronically decaying Higgs boson candidate. Among different possible jet

pairing techniques, this method was found to be efficient in selecting the jets coming

from the H decay, without creating an artificial peak around m
H

in the distribution of

the dĳet invariant mass (m
jj
) in the tt background [255].

In a further stage of the selection, we require the two selected jets to pass the medium

working point of the cMVAv2 b tagging algorithm. Finally, we ask that m`` < 76 GeV,

which has the effect of removing themajority of the DY background, forwhich m`` peaks

around m
Z
≈ 91 GeV. It also efficiently suppresses the tt background, at the only cost of

removing the minuscule part of the signal where the H boson decays to ZZ
∗
, and where

the on-shell Z boson decays to charged leptons. The set of all previous requirements,

summarised in Tab. 3.4, define the ”signal region“. The predicted yields for the various

groups of backgrounds, for a few representative signals (normalised to a cross section

of 5 pb), and the observed yields in data in the signal region are shown on Tab. 3.3

for the three flavour channels. A good agreement is observed between predictions and

observations.

The selection efficiencies for the signals, for different stages of the event selection, are

shown on Fig. 3.1 as a function of the signal parameters, i.e. κλ/κt
and m

X
in the

nonresonant and resonant case, respectively. See App. A for plots of the selection

efficiencies broken down into the different channels.

The predicted and observed distributions of the dilepton invariant mass (m``), before

and after requiring the two selected jets to be b-tagged, are shown on Fig. 3.2. On

those figures, as in many others shown throughout this chapter, the predictions for

the various background processes, normalised to theoretical cross sections and to the

measured integrated luminosity, are shown as stacked histograms. The shaded bands

indicate the systematic uncertainties on the total background yield in each bin, including

the uncertainty due to the finite amount of simulated events. The various sources of

systematic uncertainties are combined in quadrature. Unless specified otherwise, the

uncertainties shown are pre-fit, i.e. as they have been estimated and before being

constrained through the profile construction described in Sec. 2.4.2. The data are shown

as black dots, with vertical bars indicating the corresponding confidence interval at

68%CL on the yields in each bin. The bottompanels show the ratio between the observed

and expected yields in each bin. Predictions for a few representative signal samples

are shown as solid lines. For visualisation purposes, the signals are normalised to an
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Table 3.3. Predicted yields in the signal region with two leptons, two b-tagged jets, and

12<m`` < 76 GeV. The uncertainties quoted for the different background processes correspond to

total uncertainties. For the total background yields, uncertainties are broken down into a term due

to the limited amount of simulated events, and the total systematic uncertainty. The predictions

for the Drell–Yan process in the e
+

e
−
and µ+µ− channels are obtained using the method described

in Sec. 3.2; all other predictions are obtained using the simulation, normalised to the most precise

available theoretical cross sections.

e
+

e
− µ±e

∓ µ+µ−

Signals (norm. to 5 pb)

(κλ ,κt
)� (−20,0.5) 815.6 ± 220.4 2509.6 ± 674.0 2287.0 ± 612.3

(κλ ,κt
)� (5,2.5) 1109.1 ± 317.3 3257.3 ± 928.6 2874.6 ± 818.9

SM: (κλ ,κt
)� (1,1) 1068.3 ± 302.0 3179.3 ± 895.3 2788.6 ± 784.8

m
X
� 400 GeV (spin 0) 924.3 ± 63.3 2856.3 ± 176.1 2559.3 ± 152.9

m
X
� 900 GeV (spin 0) 1444.8 ± 163.7 4032.7 ± 446.2 3908.6 ± 427.4

Backgrounds

tt 7696.3 ± 1074.1 24918.5 ± 3398.8 21829.5 ± 2959.4

Drell–Yan 565.1 ± 32.1 167.7 ± 56.5 2389.5 ± 134.9

Single top (tW, t- & s-chan.) 226.2 ± 11.8 700.6 ± 30.3 608.9 ± 24.0

ttV 21.7 ± 4.2 58.2 ± 9.3 63.4 ± 9.6

ttH 12.1 ± 1.3 38.0 ± 3.9 33.8 ± 3.4

VV 12.9 ± 1.7 13.9 ± 2.3 43.9 ± 4.6

Other single Higgs 4.9 ± 0.6 6.5 ± 1.3 14.6 ± 1.5

Total ± (stat.) ± (syst.) 8539.2 ± 34.4 ± 1087.7 25903.5 ± 65.0 ± 3473.5 24983.6 ± 59.7 ± 2998.4

Data 8597 26746 25880

Data / prediction 1.01 ± 0.13 1.03 ± 0.14 1.04 ± 0.12

Table 3.4. Summary of object definitions and selection requirements described in Sec. 3.1.2. The

identification (ID) algorithms are detailed in Sec. 2.3.3 for muons, and Sec. 2.3.4 and 2.3.9 for

electrons. Jet reconstruction and b tagging are covered in Sec. 2.3.5 and 2.3.7, respectively. ”µe

events“ refers to events in the µ±e
∓
channel where the leading lepton is a muon. The leptons are

ordered by their p
T
, whereas jets are ordered by their score of the cMVAv2 b tagging algorithm.

Object Definition Selection

Lead. (sub-lead.) e Medium + HLT safe ID p
T
> 25(15) GeV, |η| < 2.5 12<m`` < 76 GeVLead. (sub-lead.) µ Tight ID p

T
> 20(10) GeV, |η| < 2.4

Rel. PF iso. < 0.15 p
T
> 25 GeV for µe events

Jets PF, anti-k
T

R � 0.4 ≥ 2 jets: p
T
> 20 GeV, |η| < 2.4, ∆R(j, `)> 0.3

b tagging cMVAv2 mediumWP ≥ 2 b-tagged jets



106 Chapter 3. Search for Higgs boson pair production in the bb`ν`ν final state

20 15 10 5 0 5 10 15 20

λ/ t

0.00

0.05

0.10

0.15

0.20

0.25

S
ig

n
a
l 
e
ff

ic
ie

n
cy

all channels

CMS Simulation (13 TeV)

acceptance
trigger
b tagging
mll < 76 GeV

300 400 500 600 700 800 900
mX

0.00

0.05

0.10

0.15

0.20

0.25

S
ig

n
a
l 
e
ff

ic
ie

n
cy

Spin 0 - all channels

CMS Simulation (13 TeV)

acceptance
trigger
b tagging
mll < 76 GeV

Figure 3.1. Selection efficiency of signal events, for the different steps of the selection shown on

Tab. 3.4. Left: nonresonant production, shown as a function of κλ/κt
. Right: resonant production

(spin-0 case), shown as a function of m
X
. The spin-2 case is available in App. A. All efficiencies

are given with respect to the total signal samples. The ”acceptance“ step corresponds to the

requirements on lepton identification, isolation, p
T
and η, and jet p

T
, η and angular separation from

the leptons. The efficiency of the trigger is computed after applying the previous requirements.

Note that almost 30% of signal events contain at least one hadronically decaying τ lepton in the

final state, which we do not reconstruct.

arbitrary cross section times branching ratio of 5 pb. This corresponds to a total HH

production cross section of 184 pb, several orders of magnitude larger than the final

sensitivity.

3.2. Estimation of the Drell–Yan background
In the e

+
e
−
and µ+µ− channels, the amount of simulated events available to model

the DY background is not sufficient to provide a reliable estimate of its contribution

in the signal region, and a different background estimation method has thus been

developed. In the µ±e
∓
channel however, the DY background’s only contribution is due

to leptonically decaying pairs of τ leptons from Z/γ∗→ τ+τ−. Most of these leptons

have low p
T
and do not pass the event selection, hence the effect of DY in that channel

is almost negligible (see Tab. 3.3) and can be estimated directly using the simulation.

The idea behind this estimation method is to harness the larger amounts of DY events

in data and in simulation when b tagging criteria are relaxed (”untagged“ events). The

goal is to reweight DY events present in untagged data to provide a data-driven estimate

of the DY background with two b-tagged jets. Since other minor backgrounds, such as

tt, are present in untagged data, the untagged events for these processes undergo the

same reweighting. This unwanted contribution is then subtracted using the simulated

samples for these backgrounds as follows:

Data
2j

�DY
2j

+ tt

2j

+ . . . (3.3.)

⇒DY
2b

est.
≡W

sim.
×DY2j

�W
sim.
×Data

2j−
(
W

sim.
× tt

2j

sim.
+ . . .

)
, (3.4.)
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Figure 3.2. Distribution of the dilepton invariant mass, m`` . The selection summarised in Tab. 3.4

is applied,with the exception of the b tagging requirements for the plots in the left column. The e
+

e
−
,

µ±e
∓
and µ+µ− channels are shown on the top, middle and bottom, respectively. Shaded bands

show pre-fit systematic uncertainties in the background predictions. The signals are normalised

to an arbitrary cross section of 5 pb for visualisation purposes. All backgrounds are estimated

using the simulation, except for the Drell–Yan process in the right column, in the e
+

e
−
and µ+µ−

channels, which is estimated according to the method described in Sec. 3.2.
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where ”2j“ and ”2b“ denotes a sample before and after the two selected jets are required

to be b-tagged, respectively, and W
sim.

denotes an event-dependent weight, modelled

using the simulation as describedbelow. Note that in the implementation of the statistical

model for inference on the signal, we do not use the estimated b-tagged DY contribution

directly, but consider the different terms of (3.4) (i.e. the reweighted data and non-DY

background processes) separately.

Instead of actually requiring b-tagged jets in DY events, we can parameterise the effect

of b tagging as a function of jet kinematics (p
T
and |η|), separately for each jet, and

weight events with the product of the b tagging efficiencies for the two selected jets

in the event. However, these efficiencies chiefly depend on the true flavour of the jet,

which is unknown in data. A solution is to compute a weighted average of the b tagging

efficiencies, using the relative contributions Fkl , estimated using the simulation, of DY

plus two jets of flavours k and l, where k , l � b ,c ,or light-flavour, to the DY plus two

jets process. These contributions are not constant throughout the event phase space,

which implies that modelling the effect of b tagging requires to parameterise these

flavour fractions as a function of event kinematics. The expected fractions Fkl of jets

with flavours k and l in the DY process are parameterised as a function of the output

value of a boosted decision tree (BDT) (see Sec. 2.4.1), and estimated from the simulated

DY samples. Their dependency on the BDT output value accounts for the different

kinematical behaviours of heavy- or light-flavour associated DY processes, effectively

reducing the dimensionality of the phase space to a single variable. The BDT is trained

to discriminate DY+bb ,cc from other DY associated production processes using the

following input variables: p
j
1

T
, p

j
2

T
, ηj1 , ηj2 , pjj

T
, p``

T
, η`` , ∆φ(``, ®pmiss

T
) (defined as the ∆φ

between the dilepton system and ®pmiss

T
), number of jets, and H

T
defined as the scalar

sum of the transverse momenta of all selected leptons and jets. To account for a residual

dependence of the Fkl on m`` , the fractions Fkl are computed separately in three m``
regions: 12<m`` < 76 GeV, 76≤m`` < 106 GeV, and m`` ≥ 106 GeV. Figure 3.3 shows the

BDT distribution in data, and the the fractions Fkl (for (k , l)� (b ,b) and (light,light)) are

shown on Fig. 3.5. The event-dependent weights applied on untagged events in data

are then given by:

W
sim

�

∑
k ,l�b ,c ,light-flavour

Fkl(BDT) εk(p
j
1

T
, ηj1 ) εl(p

j
2

T
, ηj2 ), (3.5.)

where εk and εl are the b tagging efficiencies for k- and l-flavour jets calculated using

the simulated DY samples as a function of p
T
and η of the jets, and j

1
and j

2
denote the

two selected jets, ordered as p
j
1

T
> p

j
2

T
. The indices k and l refer to the assumed flavour of

j
1
and j

2
, respectively. The b tagging efficiencies are corrected for differences between

data and simulation using the scale factors introduced in Sec. 2.3.11. The computed

values of εk (for k � b and light) are shown on Fig. 3.4.

Before applying b tagging requirements, data and simulation agree within systematic

uncertainties. However, any residual difference between data and simulation regarding

the normalisation of the various background processes subject to the subtraction in (3.4)

might bias the resulting shape of the estimated DY contribution after b tagging. We thus

rely on a binned likelihood fit to the distribution of m`` in the untagged sample, in a
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Figure 3.3. Distribution of the output score of the BDT used for the estimation of the DY

background, with 12<m`` < 76 GeV, before (top) and after (bottom) requiring the two selected jets

to be b-tagged, in the e
+

e
−
(left) and µ+µ− (right) channels. All processes are estimated using the

simulation on the upper plots, whereas on the bottom, the DY process is estimated according to

the method described in Sec. 3.2.
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Figure 3.4. b tagging efficiency for true b jets (top) and for light jets (bottom), parameterised as a

function of reconstructed jet p
T
and |η|, and computed using a simulated DY sample. Uncertainties

shown are statistical only.

DY BDT

0.4− 0.2− 0 0.2 0.4

Fr
ac

tio
n

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

Nominal flavour fraction for bb Simulation internalCMS

DY BDT

0.4− 0.2− 0 0.2 0.4

Fr
ac

tio
n

0.6

0.65

0.7

0.75

0.8

0.85

0.9

Nominal flavour fraction for ll Simulation internalCMS
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function of the output score of the BDT used in the estimation of the DY background. No cut

on m`` is applied here. Uncertainties shown are statistical only. The binning is chosen to ensure

relatively uniform uncertainties across most of the range of the score.
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control region defined by m`` ≥ 76 GeV, to derive a corrective factor, denoted S
1
in (3.6),

for the normalisation of the total contribution of these processes. The normalisation of

the DY process in the untagged sample is left free to float in the fit. After requiring b

tagging, we observe a small disagreement in the overall normalisation of the estimated

DY background. Hence, we again fit the distribution of m`` , with m`` ≥ 76 GeV, to derive

a second correction factor for the normalisation of the prediction for the b-tagged DY

process (S
2
in (3.6)). We can then rewrite (3.4) as:

DY
2b

est.
≡ S

2

(
W

sim.
×Data

2j − S
1

(
W

sim.
× tt

2j

sim.
+ . . .

))
(3.6.)

The correction factors S
1
and S

2
are derived separately in the e

+
e
−
and µ+µ− channels

and are given in Tab. 3.5.

Table 3.5. Scale factors, as defined in (3.6), needed to correct the data-driven prediction of the

DY background.

Factor e
+

e
− µ+µ−

S
1

94 % 97 %

S
2

83 % 88 %

The estimation method is validated both in the simulation and in a DY-dominated data

control region defined by requiring all selection criteria summarised in Tab. 3.4, but

with 76≤m`` < 106 GeV. In the simulation, we compare the normalised distributions of

various kinematic variables, after b tagging but inclusively in m`` , between simulated

DY events and the result of the method described above, as shown on Fig. 3.6. The

agreement is overall satisfactory, given the large statistical uncertainty inherent in the

simulatedDY samplewhen applying b tagging,even fordistributions showing important

kinematic differences between the untagged and b-tagged samples. Figure 3.7 shows the

comparison between data and predictions for the same quantities as in Fig. 3.6, in the

DY-dominated data control region. While the agreement is not perfect, it was deemed

sufficient for the purpose of estimating a process representing about 5% of the overall

background in the signal region.

3.3. Parameterised discriminators for signal extraction
As explained in Sec. 3.1, it is impossible to fully reconstruct the Higgs boson momenta in

the signal. Furthermore, there is no single variable thatprovides satisfyingdiscrimination

between signals and backgrounds. While the dĳet invariant mass in the signal features

a resonant peak close to the true mass of the Higgs boson, standing out over the smooth

background, the poor energy resolution on the jets limits the sensitivity than can be

attained using this variable only. We thus follow a multivariate approach to harness

the information available in other quantities relative to the leptonically decaying Higgs

boson. Themethod used here is an evolution of the strategy followed by two preliminary

analyses in the same final state, Refs. [256,257]. We consider the same variables as those

that were previously identified since they showed both a good discrimination power and

a good agreement between data and simulation. In addition, the multivariate classifiers
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Figure 3.6. Validation of the DY estimation method using the simulation, in the e
+

e
−
(left) and

µ+µ− (right) channels and inclusively in m`` . The invariant mass and ∆R separation between the

jets are shown on the first and second row, respectively; the third row shows the ∆R between the

leptons. The light blue curve corresponds to the untagged DY plus two jets process, i.e. without

any b tagging applied. The red curve is obtained from events with two b-tagged jets, whereas

the purple curve is obtained by reweighting the untagged events using the weights defined in

(3.5). The two latter distributions show satisfactory agreement. The shaded bands only show the

statistical uncertainties due to the limited number of events in each bin.
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Figure 3.7. Validation of the DY estimation method in a data control region dominated by the

DY process, 76≤m`` < 106 GeV, in the e
+

e
−
(left) and µ+µ− (right) channels. The variables shown

are the same as in Fig. 3.6, i.e. (from top to bottom) the invariant mass and ∆R separation between

the jets, and the ∆R between the leptons. All backgrounds but DY are taken from the simulation.
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(BDTs) built using those variables turned out to be weakly correlated with m
jj
. This

provides a straightforward way to define signal-free control regions in data, in order to

check the agreement between data and simulation in the distribution of the classifier,

and possibly constrain some of the systematic uncertainties affecting the background

processes.

The kinematic variables used rely on the different decay chains in the signals and in

the main tt background. In the signals, the systems formed by the two jets and the

two leptons each originate from a different resonance, whereas the top quarks in the tt

process each decay to a lepton and a jet. In particular for high-mass resonances decaying

to HH, one would therefore expect widely separated high-p
T
dĳet and dilepton systems,

with small angular separation between the leptons and between the jets, respectively.

Additionally, due to the spin-0 nature of the Higgs boson the two leptons in the signal

feature low angular separation and low invariant mass. The eight variables chosen are:

m`` , ∆R`` , ∆R
jj
, ∆φ``,jj (defined as the ∆φ between the dĳet and the dilepton systems),

p``
T
, pjj

T
, min(∆R

j,` ), and m
T
. The latter is used for the separation it provides between

the signals and the lesser DY background, and is defined as:

m
T
�

√
2p``

T
pmiss

T

[
1−cos∆φ(``, ®pmiss

T
)
]
. (3.7.)

For all of these variables, good agreement between data and simulation is found. Figures

3.2 (right), 3.8, and 3.15 (right) show four of these input variables; the remaining four

are available in App. B. On top of these kinematic quantities, we add a Boolean variable

indicating whether the event had same- or different-flavour leptons. This allows the

classifier to adapt its response to thedifferentbackgroundcomposition of the e
+

e
−
/µ+µ−

and µ±e
∓
channels, without having to train a different classifier for each channel.

A major difficulty in building a multivariate classifier in a search for new physics

processes is the fact that the signal hypothesis is not fixed, contrary to the discussion

of Sec. 2.4.1 where a specific pdf for the signal was assumed. Crucially, the signal

kinematics present a strong dependence on the hypothesised signal parameters, m
X

for the resonant and κλ and κ
t
for the nonresonant case, over the range of parameter

values considered. This implies that a classifier trained to recognise a signal for a specific

parameter value will not perform well when applied to a different choice of signal

parameter. The obvious solution to train a different classifier for each available signal

sample is clearly not practical, given the large number of samples and the difficulty

inherent in building such classifiers. The alternative of training one or several classifier(s)

using the complete set or subsets of considered signal hypotheses will only impose a

suboptimal compromise between performance and practicality. A recent suggestion for

avoiding these concerns is to build a parameterised classifier [258].
Parameterised classifiers differ from regular classifiers in that the parameter(s) (mass,

couplings, . . . ) relative to the signal hypotheses are treated like other input variables.

By using all the available signal samples in the training phase, the classifier is then able

to infer the dependence of the signal behaviour on these parameters. When evaluating

the classifier on data and simulation to derive the distributions needed for the signal

search, the signal parameters are frozen to a specific value, and only the signal sample

corresponding to that value is considered. This procedure is repeated for everyparameter
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Figure 3.8. Distributions of two of the eight kinematic input variables of the ANNs used to

discriminate signal from background events, in the e
+

e
−
(top), µ±e

∓
(middle) and µ+µ− (bottom)

channels, after requiring all selection criteria given in Tab. 3.4. Left: p
T
of the dilepton system.

Right: angular distance between the two leptons.
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value for which a signal sample is available. While in principle this technique can be

applied to anymultivariate classifying algorithm, in practice ANNs are the tool of choice

for the task. Indeed, we expect the signal kinematics to depend in a continuous way on

the signal parameters, and ANNs are precisely built in a way that defines a continuous

function of the input variables. Since signal parameters are not defined for background

processes, background events are assigned random parameter values. The values used

should be the same as those of the signal samples used in the training, and in the same

proportions as the selected events for each sample. The resulting classifier

1. should perform as well for each signal as dedicated non-parameterised classifiers,

and

2. should be able to interpolate the behaviour of the signal as a function of the signal

parameters, and also perform well on samples not seen during the training phase.

For this analysis we have constructed two parameterised neural networks, which we

stress represent the first-ever application of parameterised classifiers in an analysis of

LHC data. The first networkwas trained to recognise the resonant signals, andwas given

m
X
in addition to the nine variables introduced above. All 13 samples of spin-0 resonant

production were used to that end. The second covered the nonresonant case, using κλ
and κ

t
as extra input variables, with 32 signal points at κλ �−20,−5,0,1,2.4,3.8,5,20

and κt � 0.5,1,1.75,2.5. We considered only the main background processes in the

training, namely tt, Drell–Yan and single top quark production, after requiring all the

selection criteria described in Tab. 3.4. For the DY process, we used simulated events

without b tagging requirements, applying the per-event weights as defined by (3.5) to

model the effect of b tagging. The background contributions were scaled so that each

process contributed with the same weight to the loss function as what is expected in

data, whereas the signal samples were scaled so that the sum of signals had equal weight

as the sum of backgrounds.

The definition and training of the ANNs was carried out with the Keras toolkit [259],

building upon the TensorFlowmachine learning framework [260], on a computer system

featuring a general-purpose graphical processing unit (GPGPU). This set of tools pro-

vided us with a high flexibility in defining the network architecture and yielded training

times of under a minute, allowing us to perform extensive experimentation with the

network parameters. The various architectures tried featured different number of layers

(never more than 5) and of neurons (a few tens to a few hundred), a dropout layer with

varying dropout fraction, or different minimisation algorithms with varying learning

rates. Using batch normalisation or loss regularisation did not significantly improve

the training convergence. The following network structures were found to perform

satisfyingly well for the resonant (nonresonant) case (see Sec. 2.4.1 for terminology):

• 10 (11) input variables,

• 5 hidden layers with 100 neurons each, ReLU activation function,

• 1 dropout layer with p � 0.2 (p � 0.35),

• 1 output with sigmoid activation,

• cross-entropy loss,

• batch size of 5000 events.

The gradient descent algorithm used to train the networks was Adam, with the default
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parameters recommended by the authors of Ref. [222]. The initial learning rate was fixed

at 0.001 (0.005) and the training was stopped after 100 iterations of the minimisation

algorithm over the full training dataset (epochs). In addition, it was found that decaying

the learning rate by a factor 10 after 50 epochs further improved the convergence of the

minimisation.

The performance of the ”resonant“ and ”nonresonant“ networks is illustrated on Fig. 3.9

with so-called ROC curves. These curves show the efficiency to select signal events

as a function of the efficiency to keep background events, when applying a sliding

requirement on the score of the classifier. A high signal efficiency for a fixed background

rejection indicates good performance.
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Figure 3.9. Visualisation, using ROC curves, of the performance of the parameterised ANN

classifiers used in the search for resonant (left) and nonresonant (right) HH production. The

networks are evaluated using one signal sample at a time, fixing the input signal parameters (m
X

on the left and κλ and κ
t
on the right) to their corresponding value.

Distributions of the resonant and nonresonant classifier scores in data and in simulation

are shown on Figs. 3.10 and 3.11. The classifiers are evaluated using a few indicative

signal samples and parameter values. As expectedwith the parameterisedML technique,

the distributions of data and background are different for each assumed value. To further

illustrate the technique we consider the resonant case, since having only one signal

parameter simplifies the visualisations. Figure 3.12 shows how the distribution of the

score evolves as a function of m
X
if for the signal, the assumed mass of the resonance

in the signal samples is varied simultaneously with the value of the parameter used

as input to the classifier. On the other hand, Fig. 3.13 illustrates the dependence of the

score distribution w.r.t. the input parameter value when keeping the signal sample fixed

at either m
X
� 350 GeV or m

X
� 800 GeV. It can be seen that the classifier has learned

to recognise signal events corresponding specifically to m
X
� 350 GeV, even though

the amount of kinematic information provided to the ANN is not sufficient to fully

reconstruct m
HH

. This indicates that the classifier relies on different features of the

signals and backgrounds at masses below, at, or above m
X
� 350 GeV. On the other hand,
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for resonances heavier than m
X
& 600 GeV the classifier response saturates, showing that

beyond a certain threshold the same set of features can be used to distinguish signal

from background events.

In order to further validate the behaviour of the parameterisedANNs,we compared their

performance with that obtained with nonparameterised alternatives. For the resonant

case, we trained dedicated ANNs using the signals at m
X
� 400 GeV and m

X
� 900 GeV,

as well as one ANN with a mixture of all signals samples. As expected, the dedicated

classifiers only performed well on a narrow range of m
X
values, and could not recognise

signal events for different m
X
than those used for training them. What’s more, the pa-

rameterised classifier performed significantly better than the ”regular“ ANNs for nearly

all values of m
X
, showing that providing the network with knowledge about the true

m
X
helped it adapting its response to the different signal hypotheses. Finally, we trained

a parameterised ANN using all signal samples, except for m
X
� 650 GeV. As it turned

out, that leave-one-out model yielded comparable performance to the full model, even

when evaluated on the signal at m
X
� 650 GeV. This indicates that the classifier learned

the dependence of the signal kinematics as a function of m
X
, and was able to interpolate

it to cases not seen during the training phase. Figure 3.14 shows the expected asymptotic

upper limits (see Sec. 2.4.2) on the cross section for X→HH→ bbVV→ bb`ν`ν, as a
function of m

X
, obtained with these different classifiers. For the nonresonant search,

we compared the ROC curves obtained with the parameterised classifiers, evaluated

on a few parameter points, with dedicated regular ANNs trained with only the corre-

sponding signals samples (see Fig. 3.14, right), and checked that the performances were

comparable.

For the statistical inference on the different considered signal hypotheses,we divided the

selected events into three exclusive regions, defined by m
jj
< 75 GeV, 75≤m

jj
< 140 GeV

and m
jj
≥ 140 GeV. The central region is enriched in signal due to H→bb decays yielding

pairs of jet with an invariant mass close to the true m
H
. Mostly due to neutrinos present

in b jets (from leptonic B and D hadron decays) escaping detection, the distribution of

m
jj
for signals does not peak at m

H
but at lower values. The boundaries of the three

m
jj
bands were not optimised for signal sensitivity, but with the aim of defining two

signal-free control regions which enable us to validate the agreement between data and

simulation of the ANN score distribution, and constrain nuisance parameters in the

background model using data. Figures 3.15 and 3.16 show the distribution of m
jj
and pjj

T
,

and of the resonant and nonresonant ANN score distribution in the three m
jj
regions

defined above.

While signal samples for resonant Higgs pair production are only available for 13

values of m
X
, we would like to probe a larger number of values to ensure we do not

miss a potential signal in data. To that end, we interpolate the predicted signal yields,

independently in each bin of the ANN templates in the m
jj
regions, as a function of m

X
.

This enables us to build signal templates for arbitrary values of m
X
, even though the

number of simulated samples is limited. The interpolation algorithm used to that end

is the Akima sub-spline method [261], which avoids pitfalls common with polynomial

or spline interpolation strategies, such as the appearance of an unwanted oscillatory

behaviour. For the background samples and the data no interpolation is necessary, and

we only need to reevaluate the parameterised ANN using the same set of m
X
values
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Figure 3.10. Distribution of the parameterised classifier for the resonant case, in the e
+

e
−
(top),

µ±e
∓
(middle) and µ+µ− (bottom) channels, after requiring the selection criteria given in Tab. 3.4.

The classifier is evaluated assuming m
X
� 400 GeV on the left, and m

X
� 900 GeV on the right.
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Figure 3.11. Distribution of the parameterised classifier for the nonresonant case, in the e
+

e
−

(top), µ±e
∓
(middle) and µ+µ− (bottom) channels, after requiring the selection criteria given in

Tab. 3.4. The classifier is evaluated assuming (κλ ,κt
)� (1,1) on the left, and (κλ ,κt

)� (−20,0.5) on
the right.
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Figure 3.12. Normalised distributions of the resonant classifier score (ordinate) on the back-

grounds (left) and the signals (right), conditional on the signal parameter m
X
(abscissa). The

classifier is evaluated on the same background events for each value of m
X
, whereas for the signals

only the sample corresponding to each mass hypothesis is used. The plots of Fig. 3.10 correspond

to vertical slices (at m
X
� 400 GeV and m

X
� 900 GeV) of these two-dimensional distributions.
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Figure 3.13. Distributions of the resonant classifier score (ordinate) on two different signals

samples, m
X
� 350 GeV (left) and m

X
� 800 GeV (right) as a function of the signal parameter m

X

given as input to the ANN (abscissa). Contrary to Fig. 3.12 (right), the same events are used for

every assumed value of m
X
, i.e. these signals are treated in the same way as the backgrounds on

Fig. 3.12 (left).

as that used for the signals. In the case of nonresonant production no interpolation is

needed either since it is possible to reweight the signal samples to arbitrary probed

values of κλ and κ
t
.

3.4. Systematic uncertainties
We investigate sources of systematic uncertainties and their impact on the statistical

interpretation of the results by considering both uncertainties in the normalisation of the
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Figure 3.14. Left: median expected upper limit at 95% CL on the product of the production cross

section for spin-0 X and branching fraction for X→HH→ bbVV→ bb`ν`ν, as a function of their

mass m
X
, obtained (without systematic uncertainties) with the binned shape of the classifier scores

using different parameterised and non-parameterised ANNs. The dashed-dotted line corresponds

to the ANN used in the search for resonant HH production. The dashed line was obtained using a

non-parameterised ANN trained using all different signals samples; the solid yellow and green

lines using only the signal samples at m
X
� 400 GeV and m

X
� 900 GeV, respectively. For the

dotted line, we trained a parameterised ANN using all signal samples, except for m
X
� 650 GeV.

Right: ROC curves showing the discrimination between signal and background obtained with the

parameterisedANNused in the search for nonresonantHH production, evaluated at (κλ ,κt
)� (1,1)

and (κλ ,κt
)� (−20,0.5)with the corresponding signal samples, compared with that obtained with

non-parameterised ANNs trained with only the signals at (κλ ,κt
)� (1,1) and (κλ ,κt

)� (−20,0.5).

various processes in the analysis, as well as those affecting the shapes of the distributions.

To each source of systematic uncertainty corresponds a nuisance parameter in the

statistical model used for inference, as described in Sec. 2.4.2. When several processes

are affected by the same source of experimental uncertainty, they are assigned a single,

common nuisance parameter.

Theoretical uncertainties in the cross sections of backgrounds estimatedusing simulation

are considered as systematic uncertainties in the yield predictions. We only consider

the uncertainties on total cross sections that are not related to the renormalisation and

factorisation scale and to the PDFs, since those are already taken into account for both

shape and normalisation uncertainties through the simulated samples. As described in

Sec. 2.3.10, the uncertainty in the total integrated luminosity is determined to be 2.5%.

Since the different sources of theoretical and experimental systematic uncertainties and

their evaluation have been extensively discussed in Sec. 1.2 and 2.3.11, they will only

be briefly recalled here.

The following sources of systematic uncertainties that affect both the normalisation and

shape of the templates used in the statistical evaluation are considered:

• Trigger efficiency, lepton identification and isolation: uncertainties in the T&P

measurements of trigger efficiencies as well as electron and muon isolation and
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Figure 3.15. The dĳet system invariant mass (left) and p
T
(right) distributions in the e

+
e
−
(top),

µ±e
∓
(middle), and µ+µ− (bottom) channels. Shaded bands show post-fit systematic uncertainties.
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Figure 3.16. The ANN output distributions for the e
+

e
−
(top), µ±e

∓
(middle), and µ+µ− (bottom)

channels, in three different m
jj
regions: m

jj
< 75 GeV, m

jj
∈ [75,140[ GeV, and m

jj
≥ 140 GeV. The

parameterised resonant ANN output (left) is evaluated at m
X
� 400 GeV and the parameterised

nonresonant ANN output (right) is evaluated at κλ � 1, κ
t
� 1. Shaded bands show post-fit

systematic uncertainties.
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identification efficiencies are considered as sources of systematic uncertainties.

These are evaluated as a function of lepton p
T
and η, and their effect on the analysis

is estimated by varying the corrections to the efficiencies by ±1 standard deviation.

• Jet energy scale and resolution: uncertainties in the jet energy scale are of the order

of a few percent and are computed as a function of jet p
T
and η. A difference in

the jet energy resolution of about 10% between data and simulation is accounted

for by worsening the jet energy resolution in simulation by η-dependent factors.
The uncertainty due to these corrections is estimated by a variation of the factors

applied by ±1 standard deviation. For the jet energy scale corrections, 27 different

sources of uncertainty are considered. All variations of jet energies are propagated

to ®pmiss

T
.

• b tagging: b tagging efficiency and light-flavour mistag rate corrections and as-

sociated uncertainties are determined as a function of the jet p
T
. Their effect on

the analysis is estimated by varying these corrections by ±1 standard deviation,

separately for heavy- and light-flavour jets. Figure 3.17 (left) shows the uncertainty

from the heavy-flavour jet tagging efficiency on the shape and normalisation of the

tt background.

• Pileup: the measured total inelastic cross section is varied by ±5% to produce

different expected pileup distributions.

• Renormalisation and factorisation scale uncertainty: this uncertainty is estimated

by varying the renormalisation (µ
R
) and the factorisation (µ

F
) scales used during

the generation of the simulated samples independently by factors of 0.5, 1, or 2.

Unphysical cases, where the two scales are at opposite extremes, are not considered.

An envelope is built from the six possible combinations by keeping maximum and

minimum variations for each bin of the distributions, and is used as an estimate of

the scale uncertainties for all the background and signal samples1. The impact of this

uncertainty on the shape and normalisation of the tt template is shown on Fig. 3.17

(right). A deficiency of this method is that one assumes that the variations within

the envelopes across all bins and channels in the likelihood are correlated. This

can be optimistic, as the full possible variations in the shape of the templates are

not considered. For instance, Fig. 1.3 shows that missing NLO corrections result in

changes in the SM signal kinematics that are anti-correlated between low and high

values of m
HH

, whereas the scale uncertainty envelopes at LO mostly impact the

overall normalisation of the process. However, the alternative of assuming complete

decorrelation between the variations in different bins would be overly pessimistic.

While higher-order theoretical calculations—when available—can provide some

guidance on the effectsmissedby the use of lower-order simulated samples, it is often

unclear how these effects propagate to nontrivial observables such as multivariate

classifier scores. Applying differential K-factors on a specific parton-level variable to

1 The scale uncertainty of the tW background,whichdominates the single top quark contribution,

has not been evaluated. However, the effect of this omission on the results is expected to be

negligible, as this process only corresponds to about 2 % of the total background yields.

Enlarging the scale uncertainties of other single top quark processes by a factor 100, so that the

relative uncertainty on the combined single top quark contribution is twice the one seen for

tt production, or enlarging the scale uncertainty of the tt process to account for the missing

effect only degrades the observed limit on SM HH production by less than 0.5%.
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correct its shape is indeed risky, since that might impact other variables in a poorly

controlled manner. Furthermore, the case can be made that for setting a limit on

the signal cross section, the sensitivity is driven by the overall normalisation of

the predicted signal contribution rather than by its shape, so that this evaluation

procedure does not yield an optimistic result. Resolving this question, which affects

many analyses in the field, goes beyond the scope of the present work, and in order

to remain consistent with HH searches in other final states and thus enable the

combination of their results we have stuck to the recommendedprocedure described

above.

• PDF uncertainty: the magnitudes of the uncertainties related to the PDFs and the

value of the strong coupling constant for each simulated background and signal

process are obtained using variations of the NNPDF 3.0 set [26], following the

PDF4LHC prescriptions [60, 61].

• Simulated sample size: the finite nature of simulated samples is considered as

an additional source of systematic uncertainty. For each bin of the distributions,

one additional uncertainty is added, where only the considered bin is altered by

±1 standard deviation, keeping the others at their nominal value.

• DY background estimate from data: the systematic uncertainties listed above,

which affect the simulation samples, are propagated to εk and Fkl , both computed

from simulation. These uncertainties are then propagated to the weights W
sim

and to the normalisation and shape of the estimated DY background contribution.

The uncertainty due to the finite size of the simulation samples used for the

determination of εk and Fkl is also taken into account. More details about the

propagation of uncertainties to the estimate of the DY background are given in

the next subsection. Since previous measurements [262,263] have shown that the

flavour composition of DY events with associated jets in data is compatible with

the simulation within scale uncertainties, which are taken into account, no extra

source of theoretical uncertainty has been considered for Fkl . To account for residual

differences between the e
+

e
−
and µ+µ− channels not taken into account by Fkl , due

to the different requirements on lepton p
T
, a 5% uncertainty in the normalisation

of the DY background estimate is added in both channels. This corresponds to the

difference in the corrections to the normalisation of the data-driven DY predictions

in the two channels, which are given in Tab. 3.5.

The effects of these uncertainties on the total yields in the signal region are summarised

in Tab. 3.6. However, these figures give only a limited insight into the impact of the

different sources of systematic uncertainty on the final analysis sensitivity. To better

diagnose the behaviour of the profile likelihood fit of (2.25), two methods are often used.

First, it is important to check whether the profiled values of the nuisance parameters are

not too different from their default values. Indeed, the modelling of shape uncertainties

relies on interpolations between templates corresponding to variations of ±1 standard

deviations of the associated parameter, and there is no sufficient control far beyond these

bounds to extrapolate their behaviour much. The left panel of Fig. 3.18 shows the post-fit

value and uncertainty of a set of nuisance parameters, for the statistical model used

for the resonant spin-0 signal at m
X
� 400 GeV. None of the 150 nuisance parameters

in the model (not shown here) are pulled beyond their pre-fit uncertainty. In addition,
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Figure 3.17. Effect of heavy-flavour jet b tagging efficiency uncertainties (left) and of the renor-

malisation and factorisation scale variations (right) and on the shape and normalisation of the

templates for the tt process. The distribution of the resonant ANN evaluated at m
X
� 400 GeV in

the e
±µ∓ channel is shown (other channels yield similar behaviours). The yield in each bin of the

distribution is continuously interpolated between the down (“-1 std. deviation”), nominal and up

(“+1 std. deviation”) predictions, as detailed in Sec. 2.4.2.

one can ask how much the fitted signal strength is correlated with a specific nuisance

parameter, which gives a measure of its impact on the uncertainty in the signal strength,

i.e. the analysis sensitivity. This can be estimated by freezing that parameter to its ±1σ
post-fit values and repeating the fit while profiling the remaining nuisances as before.

The differences between the signal strengths given by those fits and the nominal one,

for the ten nuisance parameters leading to the largest differences, are shown on Fig. 3.18

(right panel). Clearly, theoretical uncertainties in the tt background modelling have the

largest impact on the sensitivity to the signal, followed by experimental uncertainties

such as jet energy scale, integrated luminosity, and lepton identification efficiencies.

Drell–Yan estimation
Uncertainties inherent to the estimation method used for the DY background described

in Sec. 3.2 stem from two sources:

1. Uncertainties on the simulated samples (chiefly tt) being subtracted from the

reweighted data. These are estimated in the same way as for non-reweighted (i.e.

truly b-tagged) contributions.

2. Uncertainties in the estimation of the weights W
sim

. These propagate to both the

reweighted data, and the reweighted simulation being subtracted from the data.

Their treatment is detailed in the following sub-sections.

Since the reweighted untagged data and subtracted background simulations are imple-

mented as separate contributions in the statistical model, we can assign to each only

the relevant sources of uncertainties. Uncertainties affecting both the event reweighting

through the weights W
sim

and the subtracted background contributions are taken to be

fully correlated.
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Table 3.6. Summary of the systematic uncertainties and their impact on total background yields

and on the SM and m
X
� 400 GeV signal hypotheses in the signal region. Uncertainties are quoted

as a percentage of the yield in each channel separately; uncertainties affecting specific processes

are given relatively to the yield of these processes.

Source Background yield variation Signal yield variation

Electron identification and isolation 2.0–3.2% 1.9–2.9%

Jet b tagging (heavy-flavour jets) 2.5% 2.5–2.7%

Integrated luminosity 2.5% 2.5%

Trigger efficiency 0.5–1.4% 0.4–1.4%

Pileup 0.3–1.4% 0.3–1.5%

Muon identification 0.4–0.8% 0.4–0.7%

PDFs 0.6–0.7% 1.0–1.4%

Jet b tagging (light-flavour jets) 0.3% 0.3–0.4%

Muon isolation 0.2–0.3% 0.1–0.2%

Jet energy scale <0.1–0.3% 0.7–1.0%

Jet energy resolution 0.1% <0.1%

Affecting only tt (87.4–96.2% of the total bkg.)

µ
R
and µ

F
scales 12.8–12.9%

tt cross section 5.2%

Simulated sample size <0.1%

Affecting only DY in e±µ∓ channel (0.6% of the total bkg.)

µ
R
and µ

F
scales 24.6–24.7%

Simulated sample size 7.7–11.6%

DY cross section 4.9%

Affecting only DY estimate from data in same-flavour events (6.6–9.6% of the total bkg.)

Simulated sample size 18.8–19.0%

Normalisation 5.0%

Affecting only single top quark (2.4–2.7% of the total bkg.)

Single t cross section 7.0%

Simulated sample size <0.1–1.0%

µ
R
and µ

F
scales (excluding tW) <0.1–0.2%

Affecting only signal SM signal m
X
� 400 GeV

µ
R
and µ

F
scales 24.2% 4.6–4.7%

Simulated sample size <0.1% <0.1%
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Figure 3.18. The ten nuisance parameters with the largest impacts on the fitted signal strength

r̂ for the resonant (spin 0) signal at m
X
� 400 GeV. These nuisances amount to about 8 % of the

overall variance of r̂. The left panel shows the shifts between post- and pre-fit values (θ̂−θ
0
) and

uncertainties of these parameters, relative to their pre-fit uncertainty ∆θ, while the right panel

shows the impact of each parameter on the signal strength, when varied within ±1 standard

deviation. The fourth entry corresponds to the statistical uncertainty due to the finite number of

simulated events for the signal in the bin with the largest signal yield (see Fig. 3.16, right).

Statistical uncertainties Due to the finite size of the simulated samples used to

compute εk and Fkl , there is a statistical uncertainty attached to these numbers (for

each bin they are computed in). We consider a Bayesian approach to propagate these

uncertainties and obtain a 68%-level central credible interval on W
sim

, on each single

event. The low and high edges of this interval define “down” and “up”weight variations,

which are used to build corresponding “down” and “up” reweighted estimates, so that

this uncertainty is propagated all the way through the analysis.

For a given event to be reweighted, its jet kinematics and BDT score define what values

of εk , εl and Fkl are to be used. Their uncertainties are computed and propagated to

W
sim

as follows:

1. We start from a flat prior on εk . The likelihood for this quantity is obtained using a

binomial probability mass function (pmf), hence the posterior distribution for εk
is a Beta distribution whose parameters depend on the number of jets of flavour k
falling in the p

T
/|η| bin considered and passing/failing the b tagging requirement

in the simulation.

2. Similarly, we also take a flat prior for the set of Fkl fractions. The likelihood for

these nine quantities is obtained from a multinominal pmf, hence the posterior

distribution for the Fkl ’s is a Dirichlet distribution whose parameters depend on

the number of simulated events with jet flavours (k , l) falling in the considered bin

of the BDT output variable.

3. We then estimate the per-event uncertainty on the weight W
sim

using toys. For

each event we generate 10000 toys, whereby εk , εl (independently for the two jets)

and Fkl follow their posterior distributions as described above. From the resulting

distribution of values for W
sim

we compute 16% and 84% quantiles which define

the desired low and high variations of W
sim

.

This approach has the following advantages:

• We fully take into account the non-Gaussian nature of uncertainties on ratios such
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as εk and Fkl .

• Thedependence between the different Fkl fractions (due to the constraint
∑

k ,l Fkl �1)

is propagated to the final uncertainties.

• The resulting low and high error values for W
sim

are well-defined, in particular one

always has W
sim
≥ 0.

The dependence of the estimated uncertainties on the choice of priors has been checked

by choosing reasonable alternate priors (such as Jeffreys’ priors [264]) and turns out to

be negligible. Given the size of the available simulated samples, the resulting statistical

uncertainty on W
sim

turns out to be (on average) around 20% for 12<m`` < 76 GeV. This

is the same order of magnitude as the statistical uncertainty of the DY prediction when

requiring b-tagged jets in the simulation, which might question the relevance of the

approach followed here. However, the impact of these uncertainties is quite different:

when relying solely in the simulation, every bin in the final discriminant is subject

to an independent uncertainty of around 20%, i.e. a large uncertainty on the overall

shape of the predicted distributions. On the other hand, the dedicated procedure for

estimating the DY contribution yields smooth distributions with a much more limited

shape uncertainty and thus a reduced impact on the overall sensitivity.

Systematic uncertainties The effect on εk and Fkl due to all the uncertainties consid-

ered in the analysis and relevant for the considered DY simulation samples has been

checked. Some of them turn out to be entirely negligible, and only the following are

propagated to the analysis:

• On εk , εl : jet energy scale, jet energy resolution and pileup. Since the b tagging

efficiencies are corrected by scale factors, the uncertainties on these scale factors are

also considered.

• On Fkl : jet energy scale, jet energy resolution, pileup and renormalisation and

factorisation scales.

Given an event and a source of systematic uncertainty, its effect on W
sim

is propagated

as follows:

1. The errors on εk , εl (independently for both jets) and Fkl are computed from the

nominal and corresponding ±1σ (“up”/“down”) variations:

∆(εk)� ε
up/down

k − εk (3.8.)

∆(Fkl)� Fup/down

kl −Fkl (3.9.)

2. These errors are propagated to W
sim

using a Taylor expansion:

∆
up/down(W

sim
)�

∑
k ,l�b ,c ,light

(
ε
j
2

l Fkl∆(ε
j
1

k )+ ε
j
1

k Fkl∆(ε
j
2

l )+ ε
j
1

k ε
j
2

l ∆(Fkl)
)

(3.10.)

3. The “up” and “down” values for W
sim

are taken to be W
sim

+∆
up/down(W

sim
).

The systematic up and down variations on W
sim

are then propagated just as for the

statistical uncertainties described above.
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3.5. Results
A binned maximum likelihood fit is performed in order to extract best fit signal cross

sections. The fit is performed using templates built from the DNN output distributions

in the three m
jj
regions, as shown in Fig. 3.16, and in the three channels (e

+
e
−
, µ+µ−,

and e
±µ∓). The likelihood function is of the form of (2.25), i.e. it is the product of the

Poisson likelihoods over all bins of the templates and over the three channels, as well as

constraint terms associated with the nuisance parameters of the model.

The best-fit values for all the nuisance parameters, as well as the corresponding post-fit

uncertainties, are extracted by performing another binnedmaximum likelihood fit, in the

background-only hypothesis, of the m
jj
vs. DNN output distributions (such as Fig. 3.16)

to the data. Only nuisance parameters affecting the backgrounds are considered in

that case. These best-fit values are used for the visualisation of post-fit background

predictions shown in Figs. 3.15 and 3.16. The post-fit uncertainties are obtained by

drawing random samples from the fit’s covariance matrix and building envelope

templates for each background process, thereby taking into account the correlations

between fitted nuisance parameters.

3.5.1. Resonant production
The fit results in signal cross sections compatible with zero; no significant excess above

background predictions is observed for X particle mass hypotheses between 260 and

900 GeV. We set upper limits at 95% confidence level (CL) on the product of the

production cross section for X and branching fraction for X→HH→ bbVV→ bb`ν`ν
using the asymptotic modified frequentist method with the CL

s
citerion, as described

in Sec. 2.4.2, as a function of the X mass hypothesis. The limits are shown on Fig. 3.19.

The observed upper limits on the product of the production cross section and branching

fraction for a narrow-width spin-0 resonance range from 430 to 17 fb, in agreement with

expected upper limits of 340
+140

−100
to 14

+6

−4
fb. For narrow-width spin-2 particles produced

in gluon fusion with minimal gravity-like coupling, the observed upper limits range

from 450 to 14 fb, in agreement with expected upper limits of 360
+140

−100
to 13

+6

−4
fb.

The left plot of Fig. 3.19 shows possible cross sections for the production of a radion, for

the parameters Λ
R
� 1 TeV (mass scale) and kL� 35 (size of the extra dimension). The

right plot of Fig. 3.19 shows possible cross sections for the production of a Kaluza–Klein

graviton, for the parameters k/M
Pl
� 0.1 (curvature) and kL� 35. These cross sections

are taken from Ref. [135], and assume absence of mixing with the Higgs boson.

3.5.2. Nonresonant production
Likewise for the nonresonant case, the fit results in signal cross sections compatible with

zero; no significant excess above background predictions is seen. We set upper limits at

95% CL on the product of the Higgs boson pair production cross section and branching

fraction for HH→ bbVV→ bb`ν`ν using the asymptotic CL
s
, combining the e

+
e
−
,

µ+µ− and e
±µ∓ channels. The observed upper limit on the SM HH→bbVV→bb`ν`ν

cross section is found to be 72 fb, in agreement with an expected upper limit of 81
+42

−25
fb.

Including theoretical uncertainties in the SM signal cross section, this observed upper
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Figure 3.19. Expected (dashed) and observed (continuous) 95% CL upper limits on the product

of the production cross section for X and branching fraction for X→HH→ bbVV→ bb`ν`ν,
as a function of m

X
. The inner (green) band and the outer (yellow) band indicate the regions

containing 68 and 95%, respectively, of the distribution of limits expected under the background-

only hypothesis. These limits are computed using the asymptotic CL
s
method, combining the

e
+

e
−
, µ+µ− and e

±µ∓ channels, for spin-0 (left) and spin-2 (right) hypotheses. The solid circles

represent fully-simulated mass points; the interpolation method described in Sec. 3.3 is used

between those points. The dashed red lines represent possible cross sections for the production

of a radion (left) or a Kaluza–Klein graviton (right), assuming absence of mixing with the Higgs

boson [135]. Parameters used to compute these cross sections can be found in the legend.

limit amounts to 79 times the SM prediction, in agreement with an expected upper limit

of 89
+47

−28
times the SM prediction.

In the BSM hypothesis, upper limits are set as a function of κλ/κt
, as shown on Fig. 3.20

(left), since the signal kinematics depend only on this ratio of couplings. Red lines show

the theoretical cross sections, along with their uncertainties, for κ
t
� 1 (SM) and κ

t
� 2.

The theoretical signal cross section is minimal for κλ/κt
� 2.45, corresponding to a

maximal interference between the diagrams shown on Fig. 1.2.

Excluded regions in the κ
t
vs. κλ plane are shown on Fig. 3.20 (right). The signal cross

sections and kinematics are invariant under a (κλ , κt
) ↔ (−κλ ,−κt

) transformation,

hence the expected and observed limits on the production cross section, as well as the

constraints on the κλ and κ
t
parameters respect the same symmetry. The red region

corresponds to parameters excluded at 95% CL with the observed data, whereas the

dashed black line and the blue areas correspond to the expected exclusions and the 68

and 95% bands. Isolines of the product of the theoretical cross section and branching

fraction for HH→ bbVV→ bb`ν`ν are shown as dashed-dotted lines.

These results show that the sensitivity to nonresonant HH production in the considered

channel, which is three times smaller than the next-best result obtained by CMS (see

Tab. 1.3), is not sufficient to probe values of the Higgs boson self-coupling that might

be generated by reasonable scenarios of BSM physics, assuming all the other Higgs

boson couplings take their SM value. However, given the amount of available data, we

start being sensitive to simultaneous deviations of both the self-coupling and the top
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quark Yukawa coupling. Such large deviations are still conceivable when considering

marginalised constraints on the O
tφ operator (see e.g. Ref. [94]), and while not explicitly

considered in this work, other non-SM Higgs boson couplings might yet increase the

cross section ofHiggs boson pair production. This indicates thatHH production remains

a crucial experimental channel for probing nonresonant new physics effects.
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Figure 3.20. Left: expected (dashed) and observed (continuous) 95% CL upper limits on

the product of the Higgs boson pair production cross section and branching fraction for

HH→ bbVV→ bb`ν`ν as a function of κλ/κt
. The inner (green) band and the outer (yellow)

band indicate the regions containing 68 and 95%, respectively, of the distribution of limits expected

under the background-only hypothesis. Red lines show the theoretical cross sections, along with

their uncertainties, for κ
t
� 1 (SM) and κ

t
� 2. Right: exclusions in the (κλ , κt

) plane. The red region

corresponds to parameters excluded at 95% CL with the observed data, whereas the dashed black

line and the blue areas correspond to the expected exclusions and the 68 and 95% bands (light and

dark respectively). Isolines of the product of the theoretical cross section and branching fraction

for HH→ bbVV→ bb`ν`ν are shown as dashed-dotted lines. The diamond marker indicates the

prediction of the SM. All theoretical predictions are extracted from Refs. [68–73].
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4.
Chapter

Perspectives and conclusion

Before presenting our conclusions, we will briefly discuss some possibilities for im-

provement that have been considered, as well as prospects for the near future. On the

one hand, the results obtained in the bb`ν`ν final state are being combined with the

analyses carried out by the CMS collaboration in the three other final states mentioned

in Sec. 1.7 (bbγγ , bbbb and bbττ), as well as with the results obtained at

√
s � 8 TeV

with LHC Run 1 data. Figure 4.1 shows the limits obtained for scalar resonances by

the CMS experiment in the different final states probed so far, as a function of m
X
. The

combined sensitivity on Higgs boson pair production should significantly exceed that

obtained in the single most sensitive final state, bbγγ . On the other hand, Run 2 data

delivery by the LHC is ending this year. Run 2 will be followed by a year-long shutdown,

which will provide us with the opportunity to analyse the whole dataset obtained at√
s � 13 TeV, expected to amount to almost 150 fb

−1

. For the analysis of that large dataset,

a few improvements to the methodology presented in Chap. 3 that could be studied

and implemented are listed in the following.
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HH final state assuming SM Higgs boson branching ratios. The grey line corresponds to the result

obtained in this work. Figure taken from Ref. [265].
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Event selection
As explained in Sec. 2.3.11, the identification algorithm used for selecting electrons was

unnecessarily restrictive. Using a more efficient algorithm might bring the selection

efficiency for the signals in the e
+

e
−
and e

±µ∓ channels to almost the same level as in the

µ+µ− channel. If possible, emulating the triggers in the simulation would also suppress

the need for the tight HLT-safe criteria used for identifying electrons. More generally,

the identification and isolation criteria for electrons and muons could be loosened, since

this analysis is not plagued by backgrounds due to jets faking leptons. Doing so will

likely require to estimate the level of backgrounds—however small—from fake leptons

using proven data-driven techniques (see e.g. Ref. [266]).

The use of dilepton trigger paths in this analysis was justified by the observation that

the signals feature relatively low-p
T
leptons. Considering single-lepton trigger paths,

although with a higher threshold on the leading lepton, would allow us to relax the

criteria applied on the sub-leading lepton. However, this requires extra care to avoid

any double-counting of events selected by both paths, and should only bring a small

improvement (. 10%) to the selection efficiency. Other possibly suitable trigger paths

require the presence of two leptons and one or several jets or b-tagged jets. Their lepton

p
T
thresholds are impressively low (going as low as 8 GeV), but their high thresholds

on the p
T
of the jets (O(300GeV)) limits their relevance to our situation.

The working point used for the b tagging algorithm (see Sec. 2.3.7) was chosen to balance

efficiency and purity, but has not been rigorously optimised. Using a looser requirement

in the e
±µ∓ channel might increase the sensitivity to the signal since that channel is

dominated by the irreducible tt background, so that the signal-to-background ratio is

relatively unaffected by the b tagging requirements. In addition, completely avoiding the

use of b tagging in that channel would remove one of the leading sources of systematic

uncertainty (see Tab. 3.6). Yet, doing so will increase the contamination from lesser

backgrounds such as DY plus light jets, tW or VV, and it is hence necessary to precisely

quantify the potential sensitivity gains.

The estimation method of the DY background, presented in Sec. 3.2, was designed to

be general and provide us with predictions for the DY background in every possible

kinematic distribution. Strictly speaking, one could dispense with this requirement and

tailor the method for a few key distributions, such as the shape of the ANN classifier

used for signal extraction. This could be done by computing the flavour fractions Fkl
not in bins of the score of a BDT, but directly in the bins of the chosen distributions.

The ultimate goal of designing a completely data-driven estimation method of all the

backgrounds in this analysis (chiefly tt) is extremely challenging, given that the main

backgrounds are irreducible and that the signals do not feature any clear resonance

standing out over a smooth background distribution.

Other decay channels of the Higgs boson pair could be considered, in particular the

HH→ bbW(`ν)W(jj) channel. While its branching ratio is higher than that of the

channel chosen in this work (see Tab. 3.1), a difficulty arises from the combinatorial

ambiguity in the assignment of selected jets to the decay of either Higgs bosons. In

addition, triggering on the signal in this channel is challenging, given that leptons in the

signal have low p
T
, and that single-lepton trigger paths have thresholds of O(45GeV).
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Preliminary studies have shown that with this single-lepton channel, a sensitivity to HH

comparable to that of the dilepton channel studied in this work can be attained [153,154].

Multivariate classifiers
We suspect that there is some latitude to improve the performance of the multivariate

classifiers used in this analysis. To begin with, new input variables can be added on top

of the eight kinematical quantities used to build the classifiers. Provided the simulated

samples are large enough so that the extra information provided by these variables

can be used efficiently, this should ameliorate the discrimination between signals and

backgrounds. Since the main backgrounds are irreducible, all the relevant information

is in principle contained in the kinematics (p
T
, η and φ) of the reconstructed particles.

If we remove an irrelevant overall azimuthal angle, this represents a reasonable total of

13 input variables.

A major difficulty in training multivariate classifiers resides in choosing values of

parameters that have to be specified a priori. In the case of BDTs, one could vary the

maximum depth of the individual trees, or the number of trees in the ensemble. With

ANNs, both the structure of the network and the loss minimisation algorithm depend on

a large number of these so-called hyperparameters. There is no general rule for choosing

the values of all these parameters, and they are very often tuned by trial-and-error

based on some ad-hoc objective (as was done in Sec. 3.3). Since these parameters can

have a large impact on the convergence of the training procedure and the performance

of the classifier, hyperparameter optimisation constitutes an active area of research. By

quantifying the performance of the classifier in terms of a single objective (cost), the

problem can be phrased as that of minimising a noisy, costly and discontinuous function

over the multi-dimensional space of hyperparameters. The function is noisy because

the training involves random components (e.g. the initial values of the weights in an

ANN), and because it is evaluated on a sample of finite size. It is also costly, since

evaluating the function means going through a complete training and evaluation of a

multivariate classifier. Finally, it is discontinuous since the space of parameters can be

partly categorical. The simple method of drawing random points in the parameter space

has been shown to find good parameter values significantly faster than an exhaustive

grid-based sampling [267]. A faster convergence can be attained by attempting to

model the objective function, e.g. using Gaussian processes [268, 269], so that previous

evaluations of the function provide some insight on where the next point should be

sampled1.

We have attempted to implement an hyperparameter optimisationmethod for the param-

eterised classifier of Sec. 3.3 in the nonresonant case, using the hyperopt package [270].

The objective to be minimised was defined as the expected asymptotic limit obtained us-

ing the binned shape of the classifier score (without systematic uncertainties), averaged

over the previously used set of nonresonant signals. For each set of hyperparameters

proposed by the optimisation algorithm, we have trained two classifiers on independent

subsamples, evaluated them on yet other independent samples, and averaged the two

results. This cross validation procedure somewhat reduces the variance of the evaluated

1 These optimisation algorithms often have hyperparameters of their own.
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cost. The space of hyperparameters can be defined, for instance, by the following range

of possible choices for the ANN structure and training procedure:

• Number of neurons per layer: 20, 50, or 100

• Number of hidden layers: 3, 4, or 5

• Dropout layer: yes or no

– If yes, dropout rate ∈ [0, 1] (sampled uniformly)

• Batch normalisation: yes or no

• Batch size: 512, 1024, 2048, 4096 or 8192

• Learning rate ∈ [10
−5

, 10
−3

] (sampled uniformly in log space)

After 60 evaluations of the objective, a set of parameters was found that ameliorated

the expected limit on the SM signal by about 10%. Figure 4.2 shows the average

expected limits as a function of the learning rates and batch sizes sampled by the

optimisation algorithm. The set of considered hyperparameters might be extended by

including e.g. different choices of input variables, other parameters of the minimisation

procedure, training stopping criteria, regularisation parameters, . . . , or refined to a

lower-dimensional space by removing configurations that never lead to a competitive

limit. In conclusion, for the next iteration of this analysis we can recommend the use of

hyperparameter optimisation techniques based on a physics-driven objective.
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Figure 4.2. Expected limits obtained without systematic uncertainties using the binned distribu-

tion of the score of parameterised classifiers trained on the set of nonresonant signals defined in

Sec. 3.3, and averaged over that set, as a function of the learning rate (left) and the batch size (right)

used for the training of the classifiers. While there is a clear trend, in this case, that larger training

rates and smaller batch sizes yield better-performing classifiers, that conclusion can by no means

be generalised.

Two issues stand in the way of further improving the sensitivity of the analysis using

a more powerful classifier. First, the sensitivity does not only depend on the level of

discrimination between the signals and the backgrounds, but also on the impact of

systematic uncertainties on the shape of the classifier score. Second, when including too

much information as input to the classifier, it can become increasingly difficult to define
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control regions in which to validate the agreement between data and simulation of the

classifier score distribution. These problems are related to the machine-learning field

of domain adaptation. In Ref. [271] a method was proposed that could address both of

the quoted issues, based on the notion of domain-adversarial training first introduced

in Ref. [272]. The goal is to make the distribution of the classifier score independent of

a given variable, which can be e.g. a nuisance parameter used to model a systematic

uncertainty, or the property of being present or not in a signal-free control region. This

can be achieved by building a secondANN, the “adversary”, that tries to retrieve the true

value of that variable using as only information the score of the initial classifier. The loss

function of the classifier can then be modified so that the performance of the adversary

acts as penalty during the training, thus compelling the classifier score to provide no

information on the value of the variable from which it should be independent.

We have shown that this technique could be implemented in our analysis, for the

purpose of building a classifier that has the same distribution in the signal region

defined by 75 ≤ m
jj
< 140 GeV as in the complementary region. For this exploration,

we have considered a non-parameterised classifier trained to recognise solely the SM

HH signal from the tt background. Obviously, the condition of independence is only

imposed on the background sample. Figure 4.3 shows that using adversarial training, the

shape of the classifier score evaluated on the background can become almost identical

in the signal and control regions. However, we have found that training the adversary

classifiers is extremely delicate and that obtaining the desired behaviour requires a large

amount of trial-and-error. Furthermore, it is unclear whether applying the technique to

nuisance parameters would bring any significant gain in the overall sensitivity of the

analysis. Hence, more work is needed to clarify the relevance of the proposed method

for this analysis.

Signal definition and interpretation of the results
While in this work we have followed a conservative approach in the optimisation and

interpretation of the analysis in terms of nonresonant New Physics effects, based on the

discussion of Sec. 1.5 we believe that these points should be refined as the sensitivity to

HH production increases. Since there is currently no consensus on which of the linear or

nonlinear EFT parameterisations should be favoured, it seems reasonable to call for an

agnostic approach in which both models are considered. By relying on reweighting and

morphing techniques, the difficulty of probing the EFT parameter space and taking into

account effects on experimental acceptance and sensitivity can be efficiently addressed.

As explained in Sec. 1.5 and 1.7, ideally these measurements should be combined with

the results obtained on single Higgs production modes, so that a consistent picture of

our knowledge of all Higgs boson couplings can be extracted out of LHC data.

For what concerns the resonant production of Higgs boson pairs, there are numerous

difficulties in going beyond the narrow-width assumption used in this analysis. Relaxing

this hypothesis implies taking into account interference effects between amplitudes

involving the new heavy state X and the SM amplitude. These effects depend on the

considered models (see e.g. Ref. [72]), which may involve numerous parameters—some

also affecting the SM HH background. Since event reweighting is largely inefficient as

soon as resonances of unknownmass are involved, it is unclear on how to best probe the
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Figure 4.3. Distribution of the score of ANNs evaluated on the tt background, in the signal region

(SR) defined by 75≤m
jj
< 140 GeV, and in the background region (BR) defined as the complement

of the SR. The ANNs are trained to discriminate the HH signal in the SM hypothesis from the tt

background. On the left, where the ANN used is a regular one, the distributions of background

scores are significantly different in the SR and BR. On the right, the technique of adversarial training

is successfully employed to force the shape of the classifier output to be nearly identical in the SR

and BR. Although the signal distribution is not shown here, the performances of both ANNs are

equivalent.

parameter space of these models, and it will be likely necessary to settle for a limited set

of benchmark models and parameter points. In any case, there are two separate issues

that need to be considered:

1. Making sure experimental analyses are not blind to deviations from SM predictions

that are not explicitly searched for, and

2. Interpreting the results to constrain the parameter space of arbitrary models.

While the second point is certainly the most challenging given the above discussion, we

would argue that the first point represents the most pressing one.

Prospects for the HL-LHC
The expected sensitivity to Higgs pair production in the SM at the end of the HL-

LHC programme, in the different channels considered by CMS, has been estimated

using different approaches. In Refs. [153,155,156] the HH and background processes

were simulated using simplified detector response functions, or using the Delphes fast

parametric simulation framework [273]. Conversely,in Ref. [154] the sensitivity at the

HL-LHC was projected based on preliminary results obtained at

√
s � 13 TeV using

data collected by CMS in 2015, by scaling the expected yields to 3000 fb
−1

and using

different sets of assumptions on the size of the systematic uncertainties. While some

assumptions taken in these projections are optimistic, other are pessimistic, so that their

effects on the quoted sensitivity should average out. The expected uncertainties on the

HH production cross section in the different final states are shown on Fig. 4.4. Clearly,

the four channels probed—including the one studied in this work—are complementary,
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and only by combining these and possibly further channels can we hope to reach a

meaningful precision on double Higgs production.

expected uncertainty

2− 1− 0 1 2 3 4 5

bbbb
µ

VVbb
µ

bbττ
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bbγγ

µ

ECFA16 S2 ECFA16 S2+

Stat. Only

 = 13 TeVs Projection CMS  HH→SM gg 

Figure 4.4. Expected uncertainty on µ � σ
HH
/σSM

HH
in various final states with 3000 fb

−1

, com-

puted by scaling preliminary results obtained with 2.3 fb
−1

[154]. In the “Stat. Only” scenario, all

systematic uncertainties have been removed. The “ECFA16 S2(+)” correspond to different sets of

assumptions about the size of the theoretical and systematic uncertainties at the end of the HL-LHC

data taking, in 2035.

Conclusions
To summarise, we have analysed 35.9 fb

−1

of data collected in 2016 by the CMS detector

at the LHC at

√
s �13 TeV,which (at the time) represented the largest amount of data ever

collected by a hadron collider, at the highest centre-of-mass energy ever achieved by any

particle collider. We have used these data to put SM predictions for the production of

Higgs boson pairs (HH) to the test, in the case where the Higgs bosons decay as H→bb

on the one hand and H→VV(→ `ν`ν) on the other hand (with ` � e ,µ ,τ). Observing

and characterisingHiggs boson pair production is themost direct method formeasuring

the trilinear Higgs boson self-coupling. The self-coupling is a crucial parameter of the

mechanism of spontaneous symmetry breaking at the heart of the SM, whose value can

be predicted but which has never been directly measured. Moreover, HH production is

highly sensitive to possible indirect effects from New Physics present at higher energy

scales. We have targeted some of these effects by searching for deviations from SM

predictions for HH as a function of modifications to the Higgs boson self-coupling (κλ)
and the coupling between the Higgs boson and the top quark (κ

t
), the heaviest fermion

in the SM. In addition, we have searched for new, heavy states decaying to pairs of

Higgs bosons, a possibility predicted by numerous models that have been developed in

attempts to extend the SM.

The sample of data used in this work consists of events with two charged leptons

(electrons or muons) and two b-tagged jets. These events were divided into three
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categories with different background compositions, depending on the flavour of the

selected leptons. We have computed the contamination from SM background processes

in part by relying on a detailed simulation of these processes and of the CMS detector, as

for themain backgrounddue to top quarkpair production, in part using a dedicateddata-

driven technique. The latter technique has been designed to estimate the contribution

of Z/γ∗ plus heavy flavour jet production to the selected dataset, using a sample of

events where the b tagging requirements have been relaxed. In order to increase the

sensitivity of our analysis, we have built multivariate classifiers designed to discriminate

signal from background events. These classifiers make use of modern machine-learning

technology and employ the novel approach of parameterised learning, used here for the

first time in an analysis of LHC data, to ensure an optimal sensitivity over the range of

considered signal hypotheses.

We have confronted the distributions of the classifier score in data with the background

predictions in three different ranges of the invariant mass of the pair of selected b-tagged

jets. One of these regions was designed to be enriched in signal, taking advantage

of the H→ bb decay yielding pairs of b-jets with invariant mass close to the true

Higgs boson mass. The remaining two regions were used to check the agreement

between data and predictions and to constrain the nuisance parameters associated

with systematic uncertainties in the modelling of the background processes. A good

agreement between data and SM predictions has been found, hence we have set limits

at 95% CL on the cross section of Higgs boson pair production in the considered final

state. These limits indicate the largest possible signal cross sections that are statistically

compatible with the observed data. Since the sensitivity to HH production strongly

depends on the hypothesised production mechanism, the limits are computed as a

function of the parameters governing the signal properties. In the hypothesis of resonant

production of Higgs boson pairs, we give limits on the product of the production cross

section for narrow-width spin-0 and spin-2 resonances and the branching fraction for

X→HH→ bb`ν`ν as a function of the mass of the resonance. For nonresonant HH

production, limits have been set on the cross section for HH→ bb`ν`ν as a function

of κλ and κ
t
, thereby constraining the possible values of these couplings. In particular,

in the hypothesis of SM HH production, we have excluded production rates larger

than 79 times the SM prediction, which represents a significant improvement of a factor

of five compared to previous results obtained in the same final state. Our results are

being combined with those obtained by analyses targeting different decay channels,

thereby increasing our overall sensitivity to the crucial HH process. Finally, we have

given several indications for possible improvements, in the hope that they be useful to

those who may attempt a similar analysis with an even larger amount of data.
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Figure 1.1. Selection efficiency of nonresonant signal events as a function of κλ/κt
, for the

different steps of our selection described in Sec. 3.1.2, in the e
+

e
−
(top left), µ+µ− (top right) and

µ±e
∓
(bottom) channels.
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Figure 1.2. Selection efficiency of resonant signal events as a function of m
X
, for the different

steps of our selection described in Sec. 3.1.2. The spin-0 and spin-2 signals are shown on the left

and on the right, respectively, for the e
+

e
−
(top), µ±e

∓
(middle) and µ+µ− (bottom) channels. All

efficiencies are given with respect to the total signal samples, which include the possibility of

W bosons decaying to τ leptons. For the ”acceptance“ step we apply the listed requirements on

lepton identification, isolation, p
T
and η, and jet p

T
, η and angular separation from the leptons.

The efficiency of the trigger step is computed after having applied the previous requirements.
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Figure 2.1. Distributions of the remaining kinematic input variables, not shown in Chap. 3, of the

ANNsused to discriminate signal frombackgroundevents, in the e
+

e
−
channel. All selection criteria

described in Sec. 3.1.2 are applied. Top left: pseudo-angular distance between the b-tagged jets.

Top right: minimal pseudo-angular distance between the leptons and jets. Bottom left: ∆φ between

the dilepton and dĳet systems. Bottom right: m
T
�

√
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)]. Shaded bands

show pre-fit systematic uncertainties.



146 Appendix B. Classifier input variables
Ev

en
ts

 / 
0.

12

0

200

400

600

800

1000

1200

1400

1600

1800

2000 Data tt
Signal (5 pb) Drell-Yan
SM Single top

) = (5, 2.5)tκ, λκ( VV
) = (-20, 0.5)tκ, λκ( Vtt

= 400 GeVXm SM Higgs
= 900 GeVXm Other

Uncertainty

(13 TeV)-135.9 fbInternalCMS 

R(leading jet, sub-leading jet)Δ

0 1 2 3 4 5 6

D
at

a 
/ M

C

0.6
0.8

1
1.2
1.4

channelsµe + eµ

Ev
en

ts
 / 

0.
10

0

500

1000

1500

2000

2500
Data tt
Signal (5 pb) Drell-Yan
SM Single top

) = (5, 2.5)tκ, λκ( VV
) = (-20, 0.5)tκ, λκ( Vtt

= 400 GeVXm SM Higgs
= 900 GeVXm Other

Uncertainty

(13 TeV)-135.9 fbInternalCMS 

R(l, j)Δmin

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

D
at

a 
/ M

C

0.6
0.8

1
1.2
1.4

channelsµe + eµ

Ev
en

ts
 / 

0.
13

500

1000

1500

2000

2500 Data tt
Signal (5 pb) Drell-Yan
SM Single top

) = (5, 2.5)tκ, λκ( VV
) = (-20, 0.5)tκ, λκ( Vtt

= 400 GeVXm SM Higgs
= 900 GeVXm Other

Uncertainty

(13 TeV)-135.9 fbInternalCMS 

(ll, jj)φΔ

0 0.5 1 1.5 2 2.5 3

D
at

a 
/ M

C

0.6
0.8

1
1.2
1.4

channelsµe + eµ

Ev
en

ts
 / 

10
.0

0 
G

eV

0

500

1000

1500

2000

Data tt
Signal (5 pb) Drell-Yan
SM Single top

) = (5, 2.5)tκ, λκ( VV
) = (-20, 0.5)tκ, λκ( Vtt

= 400 GeVXm SM Higgs
= 900 GeVXm Other

Uncertainty

(13 TeV)-135.9 fbInternalCMS 

MT

0 50 100 150 200 250 300 350 400 450 500

D
at

a 
/ M

C

0.6
0.8

1
1.2
1.4

channelsµe + eµ
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of the ANNs used to discriminate signal from background events, in the e
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selection criteria described in Sec. 3.1.2 are applied. Top left: pseudo-angular distance between the

b-tagged jets. Top right: minimal pseudo-angular distance between the leptons and jets. Bottom left:

∆φ between the dilepton and dĳet systems. Bottom right: m
T
�

√
2p

``

T
pmiss

T
[1−cos∆φ(``, ®pmiss

T
)].

Shaded bands show pre-fit systematic uncertainties.



147
Ev

en
ts

 / 
0.

12

0

200

400

600

800

1000

1200

1400

1600

1800

2000
Data tt
Signal (5 pb) Drell-Yan
SM Single top

) = (5, 2.5)tκ, λκ( VV
) = (-20, 0.5)tκ, λκ( Vtt

= 400 GeVXm SM Higgs
= 900 GeVXm Other

Uncertainty

(13 TeV)-135.9 fbInternalCMS 

R(leading jet, sub-leading jet)Δ

0 1 2 3 4 5 6

D
at

a 
/ M

C

0.6
0.8

1
1.2
1.4

channelµµ

Ev
en

ts
 / 

0.
10

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200 Data tt
Signal (5 pb) Drell-Yan
SM Single top

) = (5, 2.5)tκ, λκ( VV
) = (-20, 0.5)tκ, λκ( Vtt

= 400 GeVXm SM Higgs
= 900 GeVXm Other

Uncertainty

(13 TeV)-135.9 fbInternalCMS 

R(l, j)Δmin

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

D
at

a 
/ M

C

0.6
0.8

1
1.2
1.4

channelµµ

Ev
en

ts
 / 

0.
13

500

1000

1500

2000

2500
Data tt
Signal (5 pb) Drell-Yan
SM Single top

) = (5, 2.5)tκ, λκ( VV
) = (-20, 0.5)tκ, λκ( Vtt

= 400 GeVXm SM Higgs
= 900 GeVXm Other

Uncertainty

(13 TeV)-135.9 fbInternalCMS 

(ll, jj)φΔ

0 0.5 1 1.5 2 2.5 3

D
at

a 
/ M

C

0.6
0.8

1
1.2
1.4

channelµµ

Ev
en

ts
 / 

10
.0

0 
G

eV

0

200

400

600

800

1000

1200

1400

1600

1800

2000 Data tt
Signal (5 pb) Drell-Yan
SM Single top

) = (5, 2.5)tκ, λκ( VV
) = (-20, 0.5)tκ, λκ( Vtt

= 400 GeVXm SM Higgs
= 900 GeVXm Other

Uncertainty

(13 TeV)-135.9 fbInternalCMS 

MT

0 50 100 150 200 250 300 350 400 450 500

D
at

a 
/ M

C

0.6
0.8

1
1.2
1.4

channelµµ

Figure 2.3. Distributions of the remaining kinematic input variables, not shown in Chap. 3,

of the ANNs used to discriminate signal from background events, in the µ+µ− channel. All

selection criteria described in Sec. 3.1.2 are applied. Top left: pseudo-angular distance between the

b-tagged jets. Top right: minimal pseudo-angular distance between the leptons and jets. Bottom left:

∆φ between the dilepton and dĳet systems. Bottom right: m
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Shaded bands show pre-fit systematic uncertainties.
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Acronyms

µGT micro global trigger 65
2HDM 2 Higgs doublet model 47
ANN artificial neural network 91,

92, 93, 115–118, 121, 122, 124, 127,

136–140, 145–147

APD avalanche photodiode 60
ASIC application-specific integrated

circuit 63

AVR adaptive vertex reconstruction

75, 76
BCM beam conditions monitor 80
BCMS batch compression merging

and splitting 51, 54
BDT boosted decision tree 7, 76, 89,

108, 109, 110, 114, 136, 137
BMTF barrel muon track finder 65

BSM beyond the SM 35, 36, 38–41, 45,
49, 50, 132

BU builder unit PC 65
BX bunch crossing 63, 64
cdf cumulative distribution function

97
CERN European Organisation for

Nuclear Research 51, 52, 54, 55, 66

CHS charged-hadron subtraction 77,
78

CKM Cabibbo–Kobayashi–Maskawa

23, 34
CL confidence level 49, 95, 96, 104, 122,

131, 132, 133, 142
CMS Compact Muon Solenoid 49, 51,

53, 55, 56–59, 62–67, 76, 80, 85, 87, 99,
101, 132, 135, 140–142

CMSSW CMS software 65

cMVAv2 combined multivariate algo-

rithm 76, 88, 104, 105
CSC cathode strip chamber 62, 63, 64,

68

CSVv2 combined secondary vertex

75, 76, 88
CTF combinatorial track finder 67, 68,

69, 78

DAQ data acquisition 63
DGLAP Dokshitzer–Gribov–Lipatov–

Altarelli–Parisi 26
DT drift tube 62, 63, 64, 68, 80
DY Drell–Yan 101, 102, 104, 106,

108–114, 116, 126–128, 130, 136

EB electromagnetic calorimeter barrel

59–61, 72

ECAL electromagnetic calorimeter 59,
60, 63, 64, 68–73, 79, 86

EE electromagnetic calorimeter endcap

59, 60, 72

EFT effective field theory 35, 36–46,
48, 50, 139, 150

EMTF endcapmuon trackfinder 65, 82

FED front-end driver 65
FEROL front-end readout optical link

65
FPGA field-programmable gate array

63

FSR final-state radiation 24, 27

FU filter unit PC 65
GM Georgi–Machacek 47
GMT global muon trigger 65
GoF goodness-of-fit 42



150 Acronyms

GPGPU general-purpose graphical

processing unit 116
GSF Gaussian sum filter 68, 70, 71, 85
GUT grand unified theory 35
HB hadron calorimeter barrel 60, 61

HCAL hadron calorimeter 60, 63, 64,
69, 70, 72, 73, 79, 86

HE hadron calorimeter endcap 60, 61

HEFT Higgs EFT 31–33, 40

HF forward hadron calorimeter 60, 61,

64, 69, 74, 80

HL-LHC High-Luminosity Large

Hadron Collider 55, 99, 140, 141

HLT high-level trigger 63, 65, 78, 79,
82, 85, 103, 105

HO outer hadron calorimeter 60, 61

HPD hybrid photodiode 61
ID identification 70, 71–74, 82, 105
IP impact parameter 74, 87, 88
IP interaction point 52, 53, 55–60, 74, 78
IPS impact parameter significance 74,

75, 76

ISR initial-state radiation 26, 27

IVF inclusive vertex finder 75, 76
JBP jet b probability 75, 76
JEC jet energy correction 86, 87
JER jet energy resolution 87
JP jet probability 75, 76
KF Kalman filter 67, 68
KK Kaluza–Klein 48, 102
KLN Kinoshita–Lee–Nauenberg 26
L1 level 1 trigger 63, 64, 65, 78, 79, 82
L1A L1 accept 64, 65
LHC Large Hadron Collider 11, 12, 35,

51, 52–56, 60, 63, 65, 80, 116, 139, 141,
142

LO leading order 16, 26–28, 30–34, 38,
39, 41, 43, 44, 102, 125

LS luminosity section 65, 69, 80, 101

ME matrix element 15, 28–30
ML machine learning 89, 117
MLE maximum-likelihoodestimate 95
MLP multilayer perceptron 76, 89, 91
MPI multiple parton interactions 27,

29

MSSM minimal supersymmetric

standard model 47
NLO next-to-leading order 16, 27–30,

32, 33, 39, 50, 101, 102, 125

NNLL next-to-next-to-leading log

31–33, 102

NNLO next-to-next-to-leading order

16, 28, 30–33, 39, 40, 50, 101, 102
NWA narrow-width approximation

28, 34
OMTF overlap muon track finder 65

OOT out of time 77
PCA point of closest approach 66, 69,

74

PCC pixel cluster counting 80
PD primary dataset 78
PDF parton distribution function 26,

31–33, 44, 102, 122, 126

pdf probability density function 89,
95, 96, 114

PF particle flow 66, 69–73,77,78,86,105
PLT pixel luminosity telescope 80
pmf probability mass function 129
PMNS Pontecorvo–Maki–Nakagawa–

Sakata 23
PMT photomultiplier tube 61
PS Proton Synchrotron 51, 52
PSB Proton Synchrotron Booster 51, 52
PV primary vertex 69, 74, 75, 79
QCD quantum chromodynamics 23,

24, 25, 26, 29–32, 34, 39, 101, 102
QED quantum electrodynamics 19,

21, 37



Acronyms 151

QFT quantum field theory 13, 14
RF radio frequency 52
ROC receiver operating characteristics

117, 118, 122

RPC resistive plate chamber 62, 63, 64,
68

RS Randall–Sundrum 47, 48
RU readout unit PC 65
SC super cluster 68, 86
SET soft electron tagger 75, 76
SF scale factor 81, 82, 85, 87, 88

SGD stochastic gradient descent 92
SI International System of units 14
SM standard model 11, 12, 13, 14, 17,

18, 23, 24, 31, 33–50, 99–102, 125, 132,

133, 135, 138–142, 149

SMT soft muon tagger 75, 76
SPS Super Proton Synchrotron 51
SV secondary vertex 74–76, 88

T&P tag and probe 71, 81, 82, 83, 85,
88, 104, 122

TCDS trigger control and distribution

system 64
TEC tracker endcap 58, 59
TIB tracker inner barrel 58, 59
TID tracker inner disk 58, 59
TOB tracker outer barrel 58, 59
TT trigger tower 64
UE underlying event 27, 29
VdM van der Meer scan 55, 80
VEV vacuum expectation value 21, 22,

31, 34, 37, 47

VPT vacuum phototriode 60
WED warped extra dimension 47, 48,

102
WLS wavelength shifting fibre 61
WP working point 70, 76, 105
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