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Chapter 1
Theoretical Introduction and
Motivation

With the observation of the Higgs Boson by the CMS and ATLAS in 2012 [1, 2]
the Standard Model of Particle Physics (SM), which represents the maximum expres-
sion of human understanding of the infinitely small, is considered complete since all
its predictions are confirmed. However both theoretical and experimental evidence
indicates that the SM cannot be the ultimate model of Nature. It should rather be con-
sidered as an effective description of a more fundamental theory that should emerge
at a higher energy scale. During the last decades a lot of extensions of the SM (BSM)
were proposed, but no evidence has yet been found of any of them after nine years
of activity of the Large Hadron Collider (LHC) [3]. The present work is driven by
the desire to contribute to address this challenge and it is based on the search for a
generic heavy scalar resonance using the ZZ → 2l2ν topology.
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1.1. Phenomenological Description of the Standard Model 9

1.1 Phenomenological Description of the Stan-
dard Model

The Standard Model of particle physics describes two fundamental interactions
of the sub-atomic word: the electroweak force and the strong force. The first one is
obtained via the unification of two forces, the electromagnetic interaction from one
side and the weak interaction on the other side. They are responsible for the elec-
tromagnetic phenomena and some decays, such as the neutron disintegration (β de-
cay) or the top quark decay, respectively. Their unification in the same theoretical
model was proposed independently by S.Glashow, A.Salam, and S.Weinberg during
the 60ies [4–6], but not before the 1980s with the direct measurements of the heavy
vector bosons (W± and Z) its validation was achieved. The experiments involved in
the measurements were the UA1 and UA2 experiment all based at CERN [7, 8].

If the study of the electroweak interaction has seen an asynchronous development
between the experimental side and the theoretical part, the exploration of the strong
interaction has seen a more cogent collaboration between the two sides. The basis of
the understanding of the strong interaction had been set during the 50ies through the
formulation of a static model of quarks capable of classifying all the known hadrons.
The first experiment aiming to the study of the internal structure of the hadrons goes
back to R.Hofstader thanks to the electron scattering in atomic nuclei [9]. The exper-
iments during the 1970s laid for the development of the deep-inelastic scattering at
the hand of J.I.Friedman, H.W.Kendall, and R.Taylor in the US at SLAC using elec-
trons [10] and the Gargamelle experiment at CERN using deep-inelastic scattering
with neutrinos [11]. The inputs coming from the static model of quarks and the re-
sults of the deep-inelastic scattering put the basis for the development of a perturbative
theory of quarks, the Quantum CromoDynamics (QCD) [12–14], whose validity was
sanctioned by the e+e− experiment Mark-I [15], at SLAC in US, and Tasso [16] at
DESY in Germany.

All the particles predicted by the SM and their property are summarized in the
portrait 1.1. The entire group of fundamental particles can be classified in two big
families according to the value of their intrinsic angular momentum: fermions with
spin equal to 1/2 and bosons with spin equal to 1. The fermions can be divided in
two other big families: leptons and quarks. The leptons are affected only by the elec-
troweak interaction mediated by the neutral bosons γ and Z and the charged bosons
W+ and W−. In addition to the electroweak interaction, the quarks are affected by
the strong force mediated by the gluons.

All the fermions can be grouped in three different families but a fourth generation
made by heavier particles is disfavoured by the recent discovery of the Higgs Boson
[17,18]. Indeed, a fourth generation would increase strongly the gluon fusion rate and
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Figure 1.1: Schematic representation of the Standard Model.

decrease the diphoton decay rate. In particular the ZZ and WW decay channels would
be enhanced contradicting the current measurement.

All families enter in the SM in the same way but they differ for their mass range.
Indeed the particles of each next generation are significantly much heavier then the
previous one. The heaviest fermion is the top quark, t, with a mass equal to 173 GeV
and it was discovered in 1995 by CDF andD0 collaborations at the Tevatron collider
in the US [19, 20]. The big variety of the elementary particles is not reflected in the
composition of the common matter which is based only on the first generation particles
(e−, νe, u, d), the other two families can be produced only in laboratory. Despite
terseness of the common matter, the quarks can produce a big variety of particles,
called hadrons, this is the only way in which the quarks manifest themselves in nature.
Due to the color confinement [21], quarks (except for the top quark), can’t stay in a
free-particle mode but first try to get rid of their color charge by radiating gluons,
end eventually combine in pairs or triplets in order to create a colorless state, the
hadron. The hadrons formed by a couple of quark-antiquark are called mesons, the
baryons, as the proton, are instead composed by a triplet of partons. Hadrons with
four quarks are also present in nature as reported in one of the latest results of the
LHCb collaboration [22].
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The interactions between fermions are mediated by five different vector bosons:
the photon, γ, the heavy bosons, W±, Z and the gluons, g, which are responsible
respectively of the electromagnetic interaction, the weak interaction and the strong in-
teraction. The electromagnetic force is a long range interaction thanks to the massless
photon, whereas the weak interaction is mediated by three heavy bosons (m±W = 80.4
GeV, mZ = 91.2 GeV) which limit the interaction range of the weak force. The gluons
are massless and their scale of interaction is of the order of the nucleus. The mass of
the elementary particles is obtained by interaction with the Higgs field [23–28], me-
diated by the Higgs boson which is the only scalar particle of the SM and has mass
of 125 GeV. The discovery in 2012 of the Higgs boson [1, 2] completed the particle
spectrum of the Standard Model.
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1.2 The theory of the Standard Model
The Standard Model is a renormalizable quantum field theory (QFT) where each

particle and each interaction is identified by a field defined in each point of the space-
time. The model is developed in terms of the Lagrangian formalism and the entire
theoretical structure is based on the Noether Theorem [29] which claims that for a La-
grangian invariant under a continuous group of transformations corresponds a conser-
vation law and a conserved symmetry. In the context of the QFT, these transformations
are known as gauge transformations and the associated theoretical model is defined as
gauge invariant. Two group of transformation can be defined: a global transformation
and a local transformation. The first group acts identically and simultaneously in all
the points of the space-time associated to the Lagrangian, instead a local transforma-
tion depends on each point of the space-time in which it is applied and the associated
variations can be independent by each other.

The SM is a gauge theory based on the local symmetry

GSM = SU(3)C ⊗ SU(2)L ⊗ U(1)Y (1.1)

The sub-group SU(3)C governs the strong interaction described by the Quantum
Cromodynamics (QCD). The SU(3)C symmetry group is based on eight generators
(Gell-Man matrices) to which the local invariance under the color symmetry associate
eight gauge fields: the gluons. The QCD Lagrangian for each quark flavor is

LQCD = q̄ij
(
iγµD

µ
ij − δijmq

)
qj −

1

4
GaµνG

µν
a , (1.2)

where i and j are the indices of the fundamental representations of the SU(3)C
group. The covariant derivative is defined as

Dµ = ∂µ − igs
λa

2
Gaµ, (1.3)

gs is the coupling of the strong interaction, λa is the Gell-Man matrices and Gaµν
is the gluon field strength tensor defined as

Gaµν = ∂µG
a
ν − ∂νGaµ + gsf

abcGbµG
c
ν . (1.4)

where fabc are the structure constants of the group. A specific feature of the
Quantum Cromodynamics is the dependancy of gs from the energy. Indeed, it de-
creases as a function of the energy transferred in the process making the strong interac-
tion weaker with the increasing of the energy and stronger when the energy decreases.
This property is known as asymptotic freedom and it explains the color confinement
such that the quarks can be always observed bounded together in hadrons. Moreover,
the symmetry group SU(3) generated by λa, is non-abelian and it translates in the fact
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that gluons present both cubic and quartic self-interaction terms. Finally, the gauge
boson fields have to be massless to preserve the local symmetry.

The symmetry group SU(2)L⊗U(1)Y governs the electroweak interaction which
is described by the following Lagrangian

LEW = iQ̄LγµD
µQL + iūRγαD

αuR + id̄RγβD
βdR+

+ iL̄LγφD
φLL + iēRγτD

taueR+

− 1

4
W i
µνW

µν
i −

1

4
BµνB

µν .

(1.5)

The covariant derivative is defined as

Dµ = ∂µ − ig
σi

2
W i
µ − ig′

Y

2
Bµ (1.6)

where g and g′ are the couplings for the group SU(2)L and U(1)Y respectively.
σi are the Pauli matrices, and Y is the weak hypercharge of the field on which the
derivative acts. The field strength tensors is defined as

W i
µν = ∂µW

i
ν − ∂νW i

µ + gεijkW i
µW

k
ν , (1.7)

Bµν = ∂µBν − ∂νBµ (1.8)

where εijk is the Levi-Civita symbol.
As expressed in the Lagrangian 1.5, the SU(2)L ⊗ U(1)Y group effects dif-

ferently on the left-handed and the right-handed chiral state which composed each
fermion field. SU(2)L sub-group acts only on the left-handed component of each
fermion, which are grouped in doublets

QiL =

(
uiL
diL

)
, LiL =

(
νiL
eiL

)
, (1.9)

where the index i runs on the family generation. Differently, the right-handed
fermions νiR, eiR, uiR, diR are not affected by SU(2)L transformations. On the contrary,
U(1)L sub-group acts on all fermions both left and right-handed except for the right-
handed neutrinos, whose U(1)Y charge is zero. Three gauge bosons correspond to
the SU(2)L symmetries and one field to U(1)Y , which are identified respectively as
W i
µ, i = 1, 2, 3, and Bµ. The conserved quantity under SU(2)L transformation is

called isospin, whereas the charged which is conserved under U(1)Y transformation
is called hypercharge.
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1.2.1 The Electroweak symmetry breaking
Although from experimental results elementary particles are massive, from a

theoretical point of view in order to keep the electroweak sector invariant under the
SU(2)L⊗U(1)Y transformation, any explicit mass term is present in the Lagrangian.
The Brout-Englert-Higgs (BEH) mechanism [23–28] is the elegant solution adopted
to restore the mass term in it. It describes the spontaneous breaking of the SU(2)L ⊗
U(1)Y symmetry down to U(1)Em and it generates masses for both the weak bosons
and the fermions, as discussed below.

The keystone of the BEH mechanism is the introduction of a quadratic potential
V(φ) defined for a SU(2)L doublet of complex scalar fields, φ, invariant under the
gauge group SU(2)L ⊗ U(1)Y . The field φ has hypercharge equal to unity and is
obtained as a linear combination of four real and scalar fields

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(1.10)

whereas the potential is defined as following

V (φ) =
1

2
µ2φ2 +

1

4
λφ4. (1.11)

and it is dependent from the parameter µ2 and λ which has to be positive in
order to ensure an absolute minimum in the Lagrangian. If µ2 is greater than zero,
the potential has one minimum which corresponds to the vacuum expectation value
〈0 |φ| 0〉. On the other hand, if µ2 is lower than zero, the potential presents an unstable
local maximum in |φ| = 0 and a ground state which is not unequivocally defined
anymore because it lies on a hypersurface identified by the following equation

|φ|2 = −µ
2

2λ
. (1.12)

Without loosing any kind of generality, the minimum can be choosen as

〈φ〉 =
1√
2

(
0

ν

)
(1.13)

where ν is the vacuum expectation value, defined by the following relation ν =√
−µ2/λ. Due to the choice of a precise value of the minimum, the ground state is

no longer invariant under SU(2)L ⊗ U(1)Y transformations, but it remains invariant
under the electromagnetic symmetry U(1)Em. The scalar field on the vacuum state
can be parametrized as following

φ(x) =
eiτ ·

~ψ(x)/ν

√
2

(
0

ν + h(x)

)
(1.14)
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in which four new scalar fields emerge. The three fields ψi identified the un-
physical and massless Goldstone bosons, instead h(x) defines the Higgs field. With
the choice of the unitarity gauge, the Goldstone bosons can be reabsorbed into the
theory, leaving only the Higgs field in the definition of the scalar field φ(x)

φ(x) =
1√
2

(
0

ν + h(x)

)
. (1.15)

The BEH mechanism is described by the Lagrangian

LHiggs = (Dµφ)†Dµφ− V (φ†φ), (1.16)

where the potential is the one just described and the covariant derivative is de-
fined as for LEW . The mass term for the electroweak gauge boson can be obtained
substituting into the Lagrangian the explicit expression of the scalar field φ after the
symmetry break. It can be proven that the mass of the heavy scalar bosons are gv/2
and v

√
g2 + g′2/2 respectively for the W and Z boson, while the photon remain mass-

less. The mass of the Higgs boson is v
√

2λ.
BEH mechanism is used also to recover the mass of the fermions by the Yukawa

interaction between the fermions and the Higgs field. This term is defined by the
following Lagrangian

LY ukawa = −Y uabQ̄Laφ̃uRb
− Y dabQ̄LaφdRb

+

− Y eabL̄LaφeRb
− Y νabL̄LaφνRb

+ h.c.
(1.17)

with φ̃ = iσ2φ
∗, Y u,d,e,νab represents the Yukawa coupling for the different

fermions family identified by a and b. As in the case of the gauge bosons, also in
this case the mass of the different fermions can be obtained by the explicit substitu-
tion of the Higgs field and it can be proven that the mass of the fermions is yfv/

√
2

where yf is the corresponding fermion component of the diagonalized Yukawa matrix.
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1.3 Beyond Standard Model examples

1.3.1 Motivation to look beyond the SM
Despite the discovery of the Higgs boson and its consistency with all the experi-

mental facts, the SM can’t be considered the ultimate theory of Nature. Experimental
and theoretical considerations in support of this aspect are:

• The SM has 18 free parameters in total and they can’t be justified by the model
itself. All the ordinary matter can be constructed out of four fermions of the first
family, even if the model predicts three generations which have no obvious role
in common life, furthermore there is no explanation both of their masses and
the hierarchical mass structure they have (there are 5 orders of magnitude be-
tween the top quark mass and the electron mass, and the discrepancies increase
further if the neutrino mass is taken into account). Another important aspect
related to the parameters is the amount of CP violation: while the CP violation
measured in laboratory is properly predicted by the theory, this measurement is
not enough to explain the CP violation required in the universe to explain its
matter-antimatter asymmetry.

• In order to properly describe both the dynamic, the structure of the universe,
and its evolution the modern cosmology has to introduce the dark matter. At
the moment there is no way to incorporate dark matter inside the SM except to
extend it by the introduction of new symmetries like in Supersymmetry [30].

• Another important aspect is the "naturalness" (sometimes referred to as hierar-
chy) problem. The Higgs mass in the SM is fixed by mean of an experimental
parameter. However, if new physics was to appear first at the Planck scale, then
new heavy particles (M « new scales) should be there, coupling to the Higgs
field and thus inducing loop corrections to its physical mass; these correction
terms would be extremely large so, in order to keep the physical mass of the
Higgs to the 125 GeV region, such large corrections should almost exactly can-
cel in a statistically unlikely fine-tuned manner. This problem is known as the
"naturalness" problem, as such level of fine-tuning seems quite unnatural for a
fundamental theory.

• Gravity is not unified with the other interactions, and there is no obvious way
to generate General Relativity within the standard model context. In addition a
hierarchy problem appears between the scale of the EW spontaneous symmetry
breaking, about 250 GeV, and the scale at which the quantum gravity should
appear, the Planck scale, about 1019 GeV.
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During the last decades a lot of extensions of the SM were proposed to the high
energy physics community in order to solve some of these problems. Among all
the available strategies one possibility is to introduce new scalar particles. This is
the approach implemented in the Electroweak Singlet Model (EWS) and in the two-
Higgs-doublet Model (2HDM). The next lines will be devoted to their description.

1.3.2 Electroweak Singlet Model
The Electroweak Single Model is the simplest extension of the SM Higgs sector,

where an additional real scalar field is added. It contains a complex scalar doublet
(φ(x)), and an additional real scalar field S which is singlet under the SM gauge
group. The Lagrangian which describes the EWS model is

LEWS = (Dµφ)†Dµφ+ ∂µS∂µS − V (φ, S), (1.18)

where the potential is defined as

V (φ, S) = −m2φ†φ− µ2S2 + λ1(φ†φ)2 + λ2S
4 + λ3(φ†φ)S2, (1.19)

Denoting with v and x the expectation value of the Higgs field φ and S respec-
tively, in the unitarity gauge the scalar boson fields become

φ =
1√
2

(
0

h̃+ v

)
S =

h′ + x√
2

(1.20)

After the diagonalization of the mass matrix, the EWS presents two mass eigen-
states defined by a linear combination of h̃ and h′(

h

H

)
=

(
cosα − sinα

sinα cosα

)(
h̃

h′

)
(1.21)

where the mixing angle α is given by

sin 2α =
λ3xv√

(λ1v2 − λ2x2)2 + (λ3xv)2
, (1.22)

cos 2α =
λ2x

2 − λ1v
2√

(λ1v2 − λ2x2)2 + (λ3xv)2
. (1.23)

The mass values of h and H are

m2
h = λ1v

2 + λ2x
2 −

√
(λ1v2 − λ2x2)2 + (λ3xv)2, (1.24)

m2
H = λ1v

2 + λ2x
2 +

√
(λ1v2 − λ2x2)2 + (λ3xv)2. (1.25)
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and by convention mh ≤ mH . From the equation 1.21 follows that the light h
boson couplings to SM particles are suppressed by cosα factor and the heavy scalar
particle by a factor sinα.

The model is completely defined by five physical parameters: mh, mH , sinα,
tanβ ≡ v/x, and v. In the case the light scalar boson h is identified as the SM Higgs,
the EWS is totally described by three independent parameters

mH , sinα, tanβ. (1.26)

This particular case corresponds to the decoupling region which correspond to
the case when sinα→ 0.

The Figure 1.2 reports the available phase space for the mixing angle sinα in
the high mass region in the case different theoretical and experimental constrains are
taken into account [31]. The direct Higgs searches with the measurement of the Higgs
signal strength constrain the most the mixing angle value in the region withmH ≤ 250

GeV, whereas the region with 250 GeV ≤ mH ≤ 800 GeV is constrained by the
measurement on the W boson mass. Finally, the region with mH ≥ 800 GeV is
constrained by perturbativity of the couplings λi up to high energy scale (µ = 4 · 1010

GeV) [32].

1.3.3 The two-Higgs-doublet Model
Although the 2HDM [34] represents the second simplest extension of the SM,

its structure is able to answer some open questions mentioned before as the dark mat-
ter [35], the asymmetry between matter and antimatter observed in the Universe [36],
and both the CP-violation in the Higgs sector [37] and the non-CP violation of the
QCD sector [38].

The 2HDM is characterized, as suggested by its name, by two complex doublets
(1.27):

φ1 =

(
φ+

1

φ0
1

)
φ2 =

(
φ+

2

φ0
2

)
(1.27)

The presence of an invisible Z boson (Z → 2ν) in the H → ZZ → 2l2ν decay
channel, doesn’t allow any kind of measurement of the CP property of the heavy scalar
resonance. For this reason the following discussion is focused on the particular case of
the conservation of the CP-simmetry in the Higgs sector. The most general potential
V = (φ1, φ2) imposing the gauge invariance, has the following form (1.28):
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Figure 1.2: Upper limit of the mixing angle value in the mass region between 130
GeV up to 1 TeV combining both theoretical and experimental constrains. The direct
LHC Higgs measurements and the Higgs signal strength measurement are drawn in
green and magenta respectively. The constrain associated to the measurement of the
W boson mass is reported in red, whereas the precision measurements of electroweak
observables via S,T and U [33] are reported in orange. Finally the distribution in
blue and grey report respectively the allowed region for the mixing angle due to the
perturbative requirements on the λi couplings and the perturbative unitarity of the
2→ 2 S-matrix associated to the model evaluated requiring tanβ = 0.1 [31].
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where all the parameters are real and the minimum of the potential is defined by
(1.29):

〈φ1〉0 =

(
0
v1√

2

)
〈φ2〉0 =

(
0
v2√

2

)
(1.29)

With two complex doublets correspond five scalar fields: two charged bosons
H±, one pseudo-scalar A and finally two neutral scalar boson h,H .

φa =

(
φ+
a

(va + ρa + iηa)/
√

2

)
(1.30)



1.3. Beyond Standard Model examples 21

where a = 1, 2, with v1 = v cosβ and v2 = v sinβ. In particular, the neutral
scalar bosons, h and H, are an orthogonal combinations of ρ1 and ρ2:

h = ρ1 sinα− ρ2 cosα (1.31)

H = −ρ1 cosα− ρ2 sinα (1.32)

and the SM Higgs boson can be obtained via a linear combination of h and H:

hSM = h sin(α− β)−H cos(α− β). (1.33)

In the specific case of the decoupling region defined as the phase space region
where cos(β − α)� 1, the hSM ≈ h [39].

The model is fully defined by six free parameters:

MA,MH ,MH± ,M
2
12, tan(β), cos(β − α) (1.34)

where tan(β) is defined as the ratio between v2 and v1 and α is the rotation angle
which diagonalizes the mass-squared matrices of the neutral scalars.

The 2HDM is constrained by three experimental considerations:

• the measurement of the SM Higgs boson with mass of 125 GeV constrains the
parameter space regions to not depart from SM-like condition cos(β − α)� 1

corresponding to the decoupling region.

• v1 and v2 have to satisfy the following relation: v =
√
v2

1 + v2
2 = 246 GeV

which is the vacuum expectation value of the Higgs field.

• the suppression of tree-level flavor-changing neutral current (FCNC) obliged
precise interactions between fermions and the Higgs doublet.

In particular due to the last item, four different Types of 2HDM can be distin-
guished. The interaction between the bosons and the fermions is Type dependent and
it is determined by the following Yukawa Lagrangian:

L = −
∑

f=u,d,l

mf

v

(
ξfhffh+ ξfHffH − iξfAfγ5fA

)
+

−
{√

2Vud
v

u
(
muξ

u
APL +mdξ

d
APR

)
dH+ +

√
2mlξ

l
A

v
νLlRH

+ +H.c.

}
(1.35)
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Type-I Type-II Type-III Type-IV
ξuh cosα/ sinβ cosα/ sinβ cosα/ sinβ cosα/ sinβ

ξdh cosα/ sinβ − sinα/ cosβ cosα/ sinβ − sinα/ cosβ

ξlh cosα/ sinβ − sinα/ cosβ − sinα/ cosβ cosα/ sinβ

ξuH sinα/ sinβ sinα/ sinβ sinα/ sinβ sinα/ sinβ

ξdH sinα/ sinβ cosα/ cosβ sinα/ sinβ cosα/ cosβ

ξlH sinα/ sinβ cosα/ cosβ cosα/ cosβ sinα/ sinβ

ξuA cotβ cotβ cotβ cotβ

ξdA − cotβ tanβ − cotβ tanβ

ξlA − cotβ tanβ tanβ − cotβ

Table 1.1: Yukawa couplings of u, d, l to the neutral scalar bosons h, H , A in the
different 2HDM Types. The couplings for H± boson follow Eq. 1.35.

Type-I Type-II Type-III Type-IV
ui φ2 φ2 φ2 φ2

di φ2 φ1 φ2 φ1

li φ2 φ1 φ1 φ2

Table 1.2: Overview of the four 2HDM Types according on the way the fermions
couple to the Higgs doublets. ui identifies all the quarks with charged 2/3, di the
quarks with charged -1/3, and finally li all the charged leptons. The parameter i runs
over all the flavor families. At each 2HDM Type is associated the complex doublet
interacting with the corresponding fermion reported in the right colon.

where PL/R are projection operators for left-/right-handed fermions, and the
factors ξ are reported in the Table 1.1. The Table 1.2 summarizes all the possible
combinations allowed by the model between the fermions and the Higgs doublets.

As it emerges from both the equation 1.35 and the table 1.1, the couplings to the
fermions are the same of the SM rescaled by a factor which contains the informations
of the mixing angle α and β. The coupling of the neutral scalar bosons to the W± and
the Z bosons are the same in all the Types: the couplings of h and H to WW and ZZ
are the same of the SM coupling times sin (β − α) and cos (β − α) respectively. The
coupling of the pseudo-scalar, A, to the vector bosons vanishes as the one between the
neutral scalar bosons and the photons.

Hints of phenomenology of the 2HDM

After this very general description of the 2HDM, it would be obvious wondering
about the implications that the recent Higgs discovery has on the model just described.
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Actually, a lot of work has been done on this side over the last few years [40–44].
In particular some limits on the 2HDM phase space were set fixing the mass of the
light CP-even Higgs h to 125 GeV and taking into account both theoretical consid-
erations (i.e vacuum stability, unitarity) and experimental results (i.e measurements
on the Higgs Boson performed both by ATLAS and CMS experiments in different
decay channels and the precision measurements for the Z boson production process
performed during LEP era [45]). The available region is reported in the Figure 1.3 by
the dark red contour in the tan(β) versus sin(α−β) plane. As it can be seen from the
picture, three regions are still available: the two narrow region at sin(β − α) = ±1

and one extended region with 0.55 < sin(β − α) < 0.9. A similar exclusion plot can
be obtained considering the mass of the remaining scalar bosons versus sin(β −α) or
tan(β), the corresponding results are reported in figure 1.4.

Figure 1.3: The available 2HDM phase space region defined by tan(β) and sin(β−α)

in the assumption that the light 2HDM higgs is the one measured by ATLAS and CMS.
The results report the specific case of the 2HDM-Type-II scenario. Each color is asso-
ciated to a different constrain condition: the blue region is associated to the theoretical
constrains discussed in the text, the green and orange regions show the available re-
gion after the constrains associated to theLEP results on the Z boson measurements,
and finally the yellow contour represents the region which is still available after the
LHC measurements. The final regions that survive to the combination of all the theo-
retical and experimental constraints, and the requirement that the light CP-even Higgs
(h) has the gg → h→ γγ,WW/ZZ cross-section compatible with the one measured
by ATLAS and CMS experiments [40] is the dark red region.

Targeting the heavy CP-even boson, the Higgs search bounds from the LHC re-
moves a large region in negative sin(β−α) space, instead the positive side of this vari-
able is less constrained since gg → H → WW/ZZ is much more suppressed [40].
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Requiring further to h to fit the observed Higgs signal, the available region is further
narrows down the favored as shown in dark red bands. For sin(β − α) = ±1, mH

could be as large as 650 GeV whereas for 0.55 < sin(β−α) < 0.9, mH is constrained
to be less than 300 GeV (Fig. 1.4). The Fig. 1.4 reports the exclusion region as a func-
tion of mH and tan(β). In this case the excluded tan(β) region is below 0.5 and
above 4. The correlation between the mass of the heavy scalar boson and sin(β − α)

indicates that if it is discovered to be between 300 GeV and 650 GeV, then sin(β−α)

is constrained to be very close to±1, indicating the light Higgs has SM-like couplings
to the gauge sector.
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Figure 1.4: The distributions present the phase space region excluded as a function
of sin(β − α) (top left) and tan(β) (top right) versus the mass of the heavy CP-
even Higgs (H), the CP-odd Higgs (A) (bottom left), and charged Higgs (H±) (bottom
rigth) in the 2HDM Type-II scenario. The results as a function of tan(β) (top right)
are obtained assuming sin(β − α) ≥ 0. The meaning of the colors is the same as in
the Fig. 1.3 [40].

Focusing now a bit more in the region still allowed by the previous results, it
could be interesting to analyze some properties that characterize the production of the
CP-even Higgs in the ZZ channel. The results reported in the Figure 1.5 show the
width range associated to a heavy scalar boson with the mass between 200 GeV up to
1 TeV. As can be seen, the heavy scalar boson width stretch a big range of values from
a dozens of GeV up to hundreds of GeV for each mass point.

Another important aspect to consider is the rate at which this boson is expected
to be produced in the ZZ channel. To have a better idea of the cross-section at stake,
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Figure 1.5: Distributions showing the range of the width for a heavy scalar boson
H as a function of its mass, sin(β − α), and tan(β) in the 2HDM Type-II scenario.
The result on the left is obtained in the case the sin(β − α) = 0.99, whereas the
plot on the right reports the case where the tan(β) is fixed to 2. All these results
were obtained privately using SusHi code [46] assuming that mA = mH + 30 GeV,
mH± = mH + 50 GeV. These studies were used as phenomenological support to
the analysis performed in ZZ → 2l2ν using the data collected by CMS experiment
during 2015 and targeting 2HDM. These results are not reported in this manuscript
but are available in this article [47].

it could be interesting to look to both the distributions reported in Fig. 1.6. They
report the gluon fusion cross section and the fraction of time the heavy scalar boson
decays in two Zs. In both of them the contour distributions define the allowed region
still available in the tan(β)-sin(β − α) plane, assuming for the light scalar boson h
the same h → ZZ branching ratio estimated by the "Higgs Cross Section working
group" [48] and measured by CMS experiment [49] in the context of the SM Higgs.
As can be seen from the distribution of the cross-section, its value is tightly connected
to both the mH and the mixing angles α and β. Focusing on the allowed region, the
cross section varies from a fistful of picobarn as for 350 GeV or 650 GeV, up to a
dozens of femtobarn for masses close to 1 TeV. Comparing now this numbers with
the different cross sections at 13 TeV reported in Fig. 2.1, it is evident the magnitude
of the discrepancy between the total proton-proton cross section or the W boson cross
section with the gluon fusion cross section in the 2HDM: about 11 orders of magnitude
separate the total cross section of a proton-proton collision and the gluon fusion in the
2HDM, whereas 5 orders of magnitude considering the W boson production. Roughly
speaking, this means that each 1011 p-p collisions there will be a single CP-even Higgs
boson H and 105 W vector bosons. The discrepancies are further increased as soon
as the proper decay chain is taken into account. All these considerations draw the
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conclusion that two ingredients are needed in order to be sensitive to a possible 2HDM
signature: a huge amount of collisions at the energy of tens of TeV. The Large Hadron
Collider [3] (LHC) was built to fulfill both the requirements in order to prove the SM
Higgs and to discover hints of new physics. For a more detailed description of the
LHC can be found in the second Chapter of this thesis.

Figure 1.6: Gluon fusion cross section (bottom) and branching ratio in ZZ channel
(top) for a heavy scalar boson in 2HDM Type-II scenario as a function of tan(β) and
sin(β − α) variables. The contour distributions report the allowed region in the case
the decay in ZZ of the light higgs h is constrained to be compatible with the SM Higgs
boson branching ratio considering both theoretical considerations [48] and experimen-
tal measurements [49]. All these results were obtained privately using SusHi code [46]
assuming that mA = mH + 30 GeV, mH± = mH + 50 GeV. These studies were used
as phenomenological support to the analysis performed in ZZ → 2l2ν using the data
collected by CMS during 2015 and targeting 2HDM. These results are not reported in
this manuscript but are available in this article [47].
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Figure 1.7: Production cross sections and corresponding event rates for different pro-
cesses at LHC reported as a function of the center-of-mass energy

√
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spondence of a instantaneous luminosity L (t) = 1033cm−2s−1 [50].
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1.4 A Slice of Phenomenology at the LHC
As described in the previous paragraph, the protons are not fundamental parti-

cles but they are constituted by three valence quarks of the first generation, uud. With
the increase of the energy in the collision point a new contribution appears inside the
proton and during the collision, the quantum vacuum characterized by a continuous
creation and annihilation of quark-antiquark pairs and gluons which actively partici-
pate in the interaction. The most exhaustive description of the proton structure is given
by the Parton Distribution Functions (PDF) [51–54], which describes the probability
density to find a partons (quark or gluon) with a precise fraction of momentum of the
proton inside the proton itself. The figure 1.8 shows that for low fractions of momen-
tum (x) the biggest contribution inside the protons comes from the gluons, instead
the valence quarks carries the biggest fraction of the proton momentum. The energies
reached by LHC are such that allow to probe regions of low x.
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Figure 1.8: Parton distribution function as function of the fraction carried by partons
(x) and the collision energy Q. The x-axis reports the fraction of momentum carried
by the parton, whereas on the y-axis reports the mean value of the parton momen-
tum [55].

The PDFs are a crucial ingredient to estimate the cross section of a proton-proton
collision. Indeed, according to the QCD factorization theorem [56], the total cross
section for a hadronic process pp→ X assuming a scalar resonance can be written as:
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σpp→X =
∑
a.b

∫ ∫
dxadybfa(xa, µ

2
F )fb(xb, µ

2
F )σ̂ab→X(xa, xb, µF , αS(µR)).

(1.36)
The probability to produce a particle X depends on the cross section of the sub-

process σ̂ab→X mediated by the initial particles a and b weighted by the PDF func-
tions, fa(xa, µ

2
F ) and fb(xb, µ2

F ). The sum takes into account all the free degrees of
freedom of each parton (the flavor, the color and the spin), while the integration is
performed over the momentum fraction of the two partons. Finally, µR, the renor-
malization scale, represents the energy at which the strong coupling constant αS is
measured, instead the factorization scale, µF , is the energy scale at which the decou-
pling of short and long range physics happens.

In the particular case of a resonance, σ̂ab→X can be factorized as:

σ̂ab→X = σ̂ab→Y
mY Γ2

(s−m2
Y )2 +m2

Y Γ(s)2
ΓY→X (1.37)

where σ̂ab→Y identifies the mechanism to generate the resonance Y , instead
σ̂Y→X represents its decay process.

Both σ̂ab→Y and σ̂Y→X are derived directly from the theoretical model under
investigation. In the following lines the particular case of the SM will be described
aware that this choice is not exhaustive of the entire phenomenological spectrum that
could populate the physics at the LHC. This approach, moreover, lies outside the goals
of this thesis.

At the same time, however, as described in the previous section, the vertex in-
teractions between the neutral scalars and the other particles can be properly obtained
rescaling the SM ones. Therefore, if from one side this difference creates a more rich
phenomenology, on the other side the interaction building blocks between the parti-
cles are shared between the SM and the 2HDM. Finally, it has to be underlined that
these conclusions can be drawn in first approximation also for other BSM models like
the Electroweak Singlet Model [57, 58] and the Minimal Supersymmetric Standard
Model [59].

Higgs Production Mechanism

According to the particular case of the SM, a scalar resonance can be produced
through four different mechanisms: gluon fusion (ggF ), vector boson fusion (V BF ),
associated production with a vector boson (V H), and finally an associated production
with heavy quarks (ttH, bbH and tH). Their contributions to the total cross section
production for the heavy scalar resonance is related to both the energy in the collision
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Figure 1.9: Theoretical cross sections of the main SM Higgs production mechanisms
reported as a function of the Higgs boson mass. The computation has been performed
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√
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point and the mass of the produced scalar. The figure 1.9 shows the cross section of
each mechanism as a function of the mass of the heavy scalar boson at 13 TeV.

As illustrated in the picture, the dominant contributions are represented by ggF
and VBF. In particular the gluon fusion is the dominant process up to the region where
the mass of the heavy scalar boson SM-like reaches the value of 1 TeV whereas the
VBF process dominates the region above 1 TeV. The others contributions (V H, tt̄H, bb̄H

and tH) are almost one or two order of magnitude below the dominant cross-section.

The dynamics of gluon fusion, whose its Feynman diagram is reported in figure
1.10, is controlled by the strong interaction. Its main contribution arises from the top
loop thanks to the coupling with the scalar boson. In recent years a big effort was
put to reduce the uncertainties related to the missing order of the perturbation theory.
Recently, an effective approach was proposed to estimate the gluon fusion total cross-
section at the N3LO +N3LL precision in QCD expansion. With this procedure the
uncertainties associated to the missing higher order is reduced to about 5% [60]. In
the following analysis the gluon fusion is estimated using Powheg generator, [61–65],
at NLO precision in QCD expansion and the events are subsequently reweigthed by
NNLO scale factors computed using hNNLO Monte Carlo code [66–68].
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Figure 1.10: Feynman diagram for the gluon process at LO in αS .

The production of the heavy boson with two additional jets quoted as vector-
boson-fusion (Feynman diagrams available in figure 1.11) is the second mechanism
that contributes to its production up to 1 TeV and the first in the above kinematic
region. This process is characterized by two hard jets with a strong tendency to be
forward-backward in contrast to the other mechanisms and present a high jet invariant
mass. These two features offer a good background suppression. At the state of the
art the best prediction of the VBF process are at the NNLO precision in the QCD
expansion and its corresponding theoretical uncertainties is about 1% [60]. In the
analysis this process is modeled by Powheg at the NLO precision in αS without further
corrections applied.

Figure 1.11: Feynman diagram for Vector Boson Fusion at LO in αS .

The others three processes are not used in the final ZZ → 2l2ν analysis due to
their relative tiny cross-section. For this reason they will not be described further.

Higgs decays

The second part of the equation 1.37 describes the decay of the resonance Y into
the X particle. In the case more then one decay channel is accessible, an important
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physical quantity that described the probability of the resonance Y to decay either in
the X particle or in the other channels is the Branching ratio (BR). The Figure 1.12
shows all the decay channels available for the Higgs boson. The Higgs particle can
decay in both the fermions and the bosons of the standard model and in particular
the decay is related to the coupling between them. Indeed, the couplings between
the Higgs boson and the vector bosons depends quadratically by the vector boson
mass, in the other case the coupling present a linear dependency to the mass of the
fermions [69].

Figure 1.12: The different branching ratios for a heavy scalar boson SM-like as func-
tion of its mass from 90 GeV up to 1 TeV [70].

It can be observed that, depending on the Higgs mass boson, some decay chan-
nels are favored with respect to the others. This behavior can be explained taking into
account that the increasing of the Higgs mass allows to access new decay mechanisms
involving heavier SM particles. The fact that the total sum of the BR has to be equal to
one at a fixed Higgs mass, constrains the branching ratios to compensate each others.

In the region below the WW threshold, the most dominant decays are those to
bb̄ and ττ pairs. Despite being experimentally clean, the H → γγ decay is highly
theoretically suppressed in this region (such a process can only happen through loops
of a W boson). The decays to WW and ZZ pairs start to be dominant for MH of 200

MeV, which is the region of interest of our analysis. In particular even if the WW
decay channel is the most promising, the ZZ is, in the end, the most sensitive process
as can be seen in the Fig. 1.13. The picture reports the combination results of the ZZ
and WW channels using the data collected during Run-I using 7-8 GeV of energy for
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the range between 200 GeV up to 1 TeV by CMS [71]. As reported in the plot the
combined limits are guided by ZZ → 4l in the region below 500 GeV, whereas in the
region above 500 GeV the channel ZZ → 2l2ν is the most sensitive.

Figure 1.13: Upper limits at the 95% CL for each WW and ZZ decay channel. The
observed and expected limits of the individual decay channels are compared with each
other and with the combined results [71].
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1.5 Interference Effects in H → 2l2ν channel
One aspect that needs to be considered in the H → ZZ → 2l2ν analysis is

the interference between the signal and the background. In this specific case, two
different sources of interference have to be considered (Fig. 1.14): the one between
H → ZZ → 2l2ν, the SM-Higgs (Mh = 125 GeV), and the continuum background
(ZZ → 2l2ν) and the interference between the H → ZZ → 2l2ν and the H →
WW → llνν channels.

Figure 1.14: Representative Feynman graphs for the specific case of gluon fusion in
ZZ and WW channel decay. The heavy Higgs (h2) graphs define the signal process,
which interferes with the light Higgs (h1) graphs (a,b). They also interfere with the
gluon-induced continuum background graphs (c,d). In the case where the two Zs
decay in the 2l2ν final state the interference between the ZZ and the WW decay chain
can occur [72].

If the second contribution can be substantially reduced applying some kinemat-
ical cuts, the first interference can range from O(10%) to O(1) effects for integrated
cross sections [60, 73]. Indeed, the heavy scalar signal is affected by both the inter-
ference with the continuum background, and a non-negligible interference with the
off-shell tail of the light Higgs boson. In this case, the interference effects increase
significantly with the increasing of heavy scalar mass and width. Moreover the inter-
ference spreads more and more around the peak as the width increases, while its effects
are totally limited close to the region around the peak for lower values of the width.
It has to be finally underlined that in the heavy scalar resonance region a strong can-
cellation occurs when both interference contributions (continuum and light Higgs) are
added together because the heavy scalar boson-continuum background interference is
negative above MH and positive below MH , while the heavy scalar-light Higgs inter-
ference has the opposite behavior [73] as documented by the Figure 1.15 for the case
of an heavy scalar boson with mass of 450 GeV and width 46.8 GeV.
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Figure 1.15: Differential cross section of the process
gg → (X(450)/H(125)→)ZZ/Zγ∗/γ∗γ∗ → 2l2l

′
(where l, l

′
= e, µ, or τ )

as a function of the final four lepton invariant mass. The cross section is computed
with MCFM [74, 75] and JHUGen generator [76–79], including the NNLO QCD
K-factors. The different distributions show the impact on the invariant mass shape
of the different processes in the case the heavy scalar boson, the SM higgs and the
continuum background are considered isolated or combined in the total cross section
computation [60].
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1.6 Latest Results for BSM physics in di-boson
channels

Experimental constraints on a scalar boson have been set in the context of searches
performed exploiting the data collected by CMS during 2015 and 2016. In this sec-
tion an overview of the main results in the di-boson channels will be presented. Such
searches refer to ZZ → 2l 2ν [47] (ZZ2l2ν), ZZ → 4l [80] (ZZ4lep), and ZZ → 2l
2q [81] (ZZ2l2q) for the ZZ channel, WW → lν lν [82] (WWlνlν), X → γγ [83]
(γγ), and finally X→ Zγ [84] (Zγ).

In all of them any deviation from the expected background was measured.
Although each analysis has its own peculiarity, they can be classified in three

different groups according to the signal modeling strategy adopted.
Most of them have used a model independent approach targeting a generic heavy

resonance. This is the case ofZZ → 4l, ZZ → 2l2q, and finallyX → Zγ. The range
in mass covers the region from 130 GeV up to 4 TeV, whereas the width hypothesis is
analysis dependent. The ZZ4lep used a fixed width from 0 GeV up to 40 GeV, in the
Zγ analysis the width changes as a fraction of the associate mass point, and finally
the ZZ2l2q analysis uses a narrow width approximation approach.

TheWW → lνlν has targeted the ElectroWeak Singlet Model (EWS) as ZZ2l2ν.
The first analysis has looked for a new resonance in the mass range between 200 GeV
up to 1 TeV, testing only four width hypothesis 9%, 25%, 49%, and 100% the width
of the heavy scalar boson SM-like. For ZZ → 2l2ν the range in mass is slightly
different because the upper value reaches 1.5 TeV, whereas for the width the analysis
performed a scan from 1% up to 100% the width of the heavy scalar boson SM-like.

Finally, the ZZ → 2l2ν has tested also the 2HDM model in both the Type-I and
the Type-II scenario in the decoupling region. The limits are set as a function of the
CP-even Higgs boson (H) mass and tan(β). Also X → γγ targets the 2HDM but its
limits are set as a function of the mass and the width. The results of the ZZ → 2l2ν

channel are reported in the Fig. 1.16.
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tom) [47].



Chapter 2
Experimental setup

To test the SM, one needs to probe the interactions among elementary particles
up to the highest energy scales. One way to achieve this purpose is to let a particle
accelerator to produce collisions between known particles. The particles produced in
the collision produce electric signals in particle detectors. These signals allow the
particles to be identified and measured thanks to dedicated software [85]. The next
two chapters will be devoted entirely to the description of the experimental setup used
in this thesis. Chapter 2 is focusing on the description of the two instruments involved
in the experiment: the Large Hadron Collider (LHC) [3] and the Compact Muon
Solenoid (CMS) [86] detector. Chapter 3 describes in more detail how the particles
are reconstructed and identified starting from the informations recorded by CMS.

39



40 Chapter 2. Experimental setup



2.1. The Large Hadron Collider 41

2.1 The Large Hadron Collider
The LHC is currently the largest and the most powerful proton-proton collider

in the world. It was built by European Organization for Nuclear Research (CERN)
between 1998 and 2008 and it lies in a tunnel of 26.7 km as deep as 175 m at the
border between France and Switzerland near Geneva, previously occupied by the LEP
collider.

The LHC is a synchrotron designed to operate at a centre-of-mass energy of√
s = 14 TeV with an Instantaneous Luminosity of 1034 cm−2s−1.

The instantaneous luminosity is defined as [87]:

L (t) =
N2
b nbfrevγr
4πεnβ∗

· F (2.1)

and it quantifies the amount of particles that are brought into collision for unit
of time and surface. The equation contains all the properties of one bunch of proton
in one LHC beam (the beam is composed of separate bunches of protons): γr is the
Lorentz factor of the colliding protons, frev is the revolution frequency and nb is
the number of bunches per beam; Nb and εn, are respectively the number of protons
per bunch and the normalized transverse beam emittance1. The betatron function β∗

quantifies the beam focusing by the magnetic optics at the interaction point2.
In the design configuration of the LHC parameters, there are 2808 bunches per

beam (nb) each containing about 1.15 · 1011 protons and covering 11245 turns of the
LHC ring each second (frev[Hz]). The emittance (εn[mm·mrad]) is 3.75 mm ·mrad,
while the β∗ = 0.55 m. All theses parameters combined together give an instantaneous
luminosity of L (t) = 1034cm−2s−1 which means that in a certain amount of time,
the average number of events N for a process defined by the cross-section σ is given
by N = σ ·

∫
L (t)dt. In the vicinity of each collision point both beams share the same

1The transverse emittance is the area in the phase space (x,x′) or (y,y′) containing the beam particles
and it is given by the following expression:

ε =

√
〈z2〉 〈z′2〉 − 〈z · z′〉2 (2.2)

where z = x, y and z′ is defined as z′ = dz/ds where s is the direction along the beam. The beam
emittance decreases with increasing beam energy during acceleration and a convenient quantity for the
operation of a hadron storage rings is the normalized emittance, εn, which stays constant along this period.
It is defined as εn = εγrβr , where γr and βr are the relativistic gamma and beta actors [88].

2The β function is determined by the accelerator magnet configuration (basically, the quadrupole magnet
arrangement) and powering. When expressed in terms of the cross-sectional size of the bunch (σ) and the
transverse emittance (ε), it becomes:

β = πσ2/ε (2.3)

Beta gives the width of the beam squared divided by the emittance. In particular in the interaction point
it is identified by β∗.
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beam pipe of about 130 m in length. If the beams were collinear, this would result in
about 30 parasitic collisions along the common beam pipe. In order to prevent this,
the beams are crossed at an angle θc ∼ 300 µrad. This non-null crossing angle causes
a reduction in the instantaneous luminosity that is described by the factor F in Eq. 2.1:

F = 1/

√
(1 +

(
θcσz

2rbeam

)2

), (2.4)

where σz is the bunch length and rbeam =
√

(εnβ∗/γr) is the beam radius at the
interaction point.

These designed parameters are crucial to address all the questions which the
accelerator was built for: the probe of the existence of the Higgs boson, the discovery
of new resonances or the measurement of some deviations from the SM predictions
require both high energy (order of TeV) and a huge amount of collisions. Figure 2.1
shows how the cross section of various processes varies with the center of mass energy
of the proton-proton collisions.

The LHC ring consists of eight circular arcs and eight straight sections. The
straight sections, long 0.5 Km, accomodate the collision points, the beam injection,
the extraction facilities, the collimation system and the radio-frequency systems used
to accelerate particles. Along the collider there are four different interaction points
to which four different experiments are assigned: two general purpose detectors, AT-
LAS [89] and CMS [86], in addition to the LHCb [90] and ALICE [91] detectors,
the first one is designed specifically to study the physics of the b-quark whereas the
second studies heavy ions collisions.

To accelerate and bend the two proton beams, the collider uses respectively su-
perconducting radio-frequency cavity system, and approximately 9000 different mag-
nets of about 50 different types. The cavities are made of copper and niobium main-
tained at a temperature of 4.5 K. Each beam has eight cavities which operate at a fre-
quency of 400 MHz. The core of the magnet system is represented by the dipoles and
the quadrupoles. The LHC has 1232 dipole magnets, used to bend the trajectory of the
circulating beams. All the dipoles have a cylindrical shape with a diameter of 1 m and
a length of 16 m and weight about 35 t. They are made of superconducting niobium-
titanium coils and generates a magnetic field of 8.3 T; the operational temperature is
1.9 K. In addition to the dipoles, the collider hosts 392 superconducting quadruple
magnets used to focus the beams, the magnetic optics of the machine is further tuned
using other multipole magnets. Other groups of magnets are used for beam injection,
the beam extraction and instrument the straight sections with collision points, where
the two beams are guided into a single beam pipe and squeezed to provide the desired
luminosity. In particular, at the two general purpose detectors collision points, where
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Figure 2.1: Production cross sections and corresponding event rates for different pro-
cesses reported as a function of the center-of-mass energy

√
s [50].

high luminosity is required, the beams are squeezed by quadrupoles such that their
radius is decreased from about 1 mm to 17 µm

The LHC can’t accelerate particles that are initially at rest. Because of this
reason, protons are pre-accelerated through the complex accelerator chain hosted at
CERN, before being injected in the LHC (Fig. 2.2). Protons, which are obtained
by ionization of hydrogen, are first accelerated up to 50 MeV in a linear accelerator
(LINAC2), and secondly are injected into the Proton Synchrotron Booster (PSB) to
increase their energy to 1.4 GeV. The Proton Synchrotron (PS) is used to increase fur-
ther the proton energy to 26 GeV and to form the LHC bunch structure: it captures six
bunches from two consecutive cycles of the PSB and splits them in 72 bunches. At this
point the LHC bunch spacing of 25 ns is formed. Finally, bunches in the PS are 120
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cm long. The bunches from PS are then accumulated in the Super Proton Synchrotron
(SPS), and accelerated to an energy of 450 GeV and shortened to 50 cm. Twelve cy-
cles of the SPS are used to fill the LHC, in total the Large Hadron Collider contains
2808 bunches organized into 39 groups. Within the group the bunch spacing is 24.97
ns, but the groups are separated by larger gaps. After the LHC is filled, protons are
accelerated to the target energy and the bunches are further shortened to 30 cm.

Figure 2.2: Schematic view of the CERN acelerator complex [92].

A direct consequence of the high luminosity is the high probability of having
multiple interactions within the same bunch crossing. The average number can be
found as

µ =
σtot

L nbfrev
(2.5)

where σtot is defined as the total cross section of inelastic scattering in p − p

collisions. This effect gives rise to the so-called in-time pileup. The mean number of
interactions per bunch crossing for the 2016 data taking was about 27 (Fig. 2.4). There
is also the out-of-time pileup which is caused by particles that are produced in the pre-
vious or following bunch crossings and produce signals in the current bunch crossing
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time window either because of detector timing inaccuracy or because they are still in
the volume of the detector. The overall effect is a degradation of the performance of
the event reconstruction.

Commissioning of the LHC with beams was started in 2008 but it was followed
nine days later by big damage to 50 superconducting magnets, their mountings and the
vacuum pipe caused by the magnet quenching. Recovery from the incident delayed the
start of the machine by one year. In the 2010 the centre-of-mass energy was

√
s = 7

GeV and the integrated luminosity was 45 pb−1, whereas 6.1 fb−1 and 23.3 fb−1 were
accumulated in 2011 and in 2012, respectively. The first period of data taking (Run-I)
ended in 2012, which was followed in 2013 by the first LHC long shutdown (LS1).
In 2015 the LHC started the second period of data taking (Run-II) with an energy of√
s = 13 TeV. The integrated luminosity delivered in 2015 was 4.2 fb−1 and 41.1 fb−1

in 2016. The results presented in this thesis are obtained analyzing the data collected
by CMS during 2016.
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2.2 The CMS Detector
The primary design goal of the Compact Muon Solenoid experiment is to be able

to discover the Standard Model Higgs boson. Additionally, the precise measurements
of standard model processes (QCD, electroweak, flavor physics, etc.), the search for
supersymmetric particles and new massive vector bosons, complete the challenging
physics program the CMS detector has been built for. The experimental signatures
from these processes are numerous and include involve high energy muons, electrons,
taus, photons, neutrinos and jets. In order to cleanly detect these signatures the iden-
tification and precise energy measurement of these objects over a large energy range
and at high luminosities is essential.

CMS is a general purpose proton-proton detector designed to run at the highest
luminosity (L (t) > 1034cm−2s−1) at the LHC. The presence of about 27 (Fig. 2.4)
inelastic events every 25 ns causes a severe increase of the detector occupancy and
requires high-granularity subdetectors.

The CMS detector distinctive features include a high solenoidal magnetic field (4
T) coupled with a multilayer muon system, a homogeneous scintillating crystal elec-
tromagnetic calorimeter and an all-silicon inner tracking system based on fine-grained
microstrip and pixel detectors. Additionally, the 25 ns bunch spacing constraints the
trigger system, the time-response of each subdetector and the readout to cope with a
collision rate of 40 MHz. The high radiation levels, caused by copious flux of parti-
cles, requires radiation-hard detectors and front-end electronics.

The experimental apparatus has a cylindrical shape with a length of 21.6 m and
a diameter of 14.6 m and it can be roughly divided in a central part called barrel and
in two caps called endcaps. The CMS experiment adopts two different coordinate
systems. The cartesian system has its origin in the nominal collision point inside the
detector: the x axis points radially inwards towards the centre of LHC ring, while the
y axis aims vertically up, and finally the z axis points towards the Jura mountains in
the direction of the counter-clockwise beam. The cylindrical coordinate system is also
used. The radial distance is defined as r =

√
x2 + y2, and the φ angle is measured

in the plane defined by the x and y axe. The polar angle θ is measured relative to the
beam axis and is used to define the pseudorapidity, η = log(tan θ/2).

The detector has an onion-like structure: the sub-detector closest to the interac-
tion point is the tracker which is used to measure the trajectory of the charged particles
and it is wrapped by the calorimeter part aimed to measure the energy carried by the
photons, electron and hadrons. The outermost detector is the muon system which per-
mits to measure the trajectory and the momentum of the muons. Both the tracker and
the calorimeter are accommodated inside the magnet.
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Figure 2.5: Tridimensional view of the CMS detector [86].

2.2.1 Magnet
In order to achieve a high momentum and position resolution in a very compact

detector, the CMS Collaboration has adopted a superconducting coil to generate a 3.8
T solenoidal magnetic field over the entire tracking region. Such an intense magnetic
field is achieved with a current of 18 kA and by cooling the magnet at the temperature
of -268.5◦C. The inner diameter of the coil is 6.22 m, and its length is 13.48 m. The
tracking and calorimetry subsystems are completely enclosed within the field. The
flux of the solenoid is returned by a set of iron disks in the endcaps and concentric
twelve-sided cylinders in the barrel. Figure 2.6 shows the intensity of the magnetic
field and its field lines on a longitudinal cross section of the CMS detector. In the
central region of the detector, inside the solenoid, the magnetic field is uniform and
mostly directed along the beam direction, on the contrary outside the solenoid and
in the endcap the field is no longer uniform and no longer axial. Figure 2.7 shows
the radial contribution of the Magnetic field considering one quadrant of the detector.
Finally, the effects of the magnetic field propagates also outside the iron plates: at a
radius of 8-9 m, the field si about 0.05 T, whereas at a distance of 35 m (roughly the
location of the underground control room) the field is still 0.0005 T.

The magnetic flux density in the central region of the CMS detector which ac-
commodates the tracker and electromagnetic calorimeter is known with a precision of
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Figure 2.6: Value of Magnetic field (left) and field lines (right) predicted on a longi-
tudinal section of the CMS detector, for the underground model at a central magnetic
flux density of 3.8 T [94].

Figure 2.7: Radial component of the solenoidal magnetic field in the CMS detec-
tor [95].

less than of 0.1%, whereas it degrades to 2.5% in the iron yoke incorporated in the
muon spectrometer [94].
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2.2.2 Inner Tracking System
The tracker is the sub-detector closest to the interaction point. Its aim is the

measurement of the trajectories of all the charged particles produced in the collisions.
This information can be used further to measure the position of the primary and sec-
ondary vertices which is crucial to identify pile-up particles and the jets produced by
a b quark.

To fit with the needs of high granularity, speed and radiation hardness, the tracker
is built entirely using the silicon technology. In the region closer to the beam a Pixel
sub-detector is used, while a Silicon Microstrip sub-detector is used in the rest of the
tracker volume.

To ensure reliable charge assignment for muons and electrons up to the TeV
scale, the design resolution on the transverse momentum of a track, δpT /pT , is ≈
0.15 · pT (TeV) ⊕ 0.5% in the barrel. This relative resolution gradually degrades to ≈
0.6 · pT (TeV) ⊕ 0.5% as | η | approaches to 2.5. Figure 2.8 shows a schematic view
of the inner tracker.

Figure 2.8: View of the inner tracking system. The violet part shows the pixel detector,
instead the pink region the strip modules [96].

The pixel is composed by three concentric detection layers in the barrel and two
detection disks in each endcap. Every layer is composed by matrices of 100 × 150 µm2

of silicon pixels. The distance of the layers from the beam line in the barrel is r = 4.4,
7.3 and 10.2 cm, while in the endcap the disks are located at |z| = 34.5 cm and 46.5
cm. The spatial resolution is 10 µm for the r-φ measurement and 20 µm for the z
measurement.

The silicon strip tracker is divided in two sub-structures characterized by a dif-
ferent granularity in the silicon strip arrangement. The innermost part is composed by
the TIB in the barrel region and the TID in the endaps, whereas the outer part consists
of the TOB and the TEC. The TIB is composed by four layers while the TID consists
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of three disks of trapezoidal modules for each endap. The TIB covers the region up to
55 cm in r-direction and up to 65 cm in the z-direction. The silicon strip sensor used
in both the TIB and the TID have a thickness of 320 µm. The pitch varies from 80 µm
in the innermost barrel layer to 120 µm in the outermost disks. The TOB surrounds
the TIB and the TID and it is composed by six layers of silicon strips modules of 500
µm of thickness and pitch of 122 µm for the innermost four layers and 183 µm for the
remaining. The endcap is completed with the TEC sub-detector which is composed by
nine different disks on each side of the tracker, covering the regions 124 cm < |z| <
282 cm and 22.5 cm < |r| < 113.5 cm. Each disk is divided into seven rings of
trapezoidal modules having a thickness of 320 µm in the first four rings and 500 µm
in the last two rings, the average pitch is between 97 µm and 184 µm according to the
distance to the beam line.

The strip technology provides a poor (resolution of O(5 cm)) measurement of
the particle crossing point in the direction along the strips. To mitigate this limitation,
the first two TIB and TOB layers, the first two TID rings, and the first, the second and
the fifth rings of the TEC, are characterized by the so-called "stereo" structure. These
components present a second microstrip module mounted back-to-back and turned of
an angle by 100 mrad. In the barrel, this configuration permits to have a resolution of
about 23-34 µm in the r-φ plane and 230 µm in the z direction in the TIB, whereas
for the TOB the resolution is 35-52 µm in the r-φ plane and 530 µm in the z direction.
In the endcap any measurement of the tracker resolution was provided by the CMS
experiment and for this reason it is not quoted in this thesis.

2.2.3 Electromagnetic Calorimeter
To measure the energy of electrons and photons the CMS detector takes advan-

tage of the Electromagnetic Calorimeter (ECAL) placed immediately after the tracker
detector. The overview of this subdetector is reported in Figure 2.9.

ECAL is an homogeneous calorimeter composed by crystal scintillator made of
lead tungstate (PbWO4) characterized by a very high containment of electromagnetic
showers thanks to its radiation length of X0 = 0.89 cm and its small Moliere radius,
RM = 2.2 cm. In the barrel (|η| < 1.476) the crystals have a length of 23 cm, and
a section of 22 × 22 mm2, corresponding to a granularity of ∆η × ∆φ = 0.0174 ×
0.0174. The endap is composed by crystals of a bigger section, 30 × 30 mm2. The
crystals are arranged according a η - φ grid in barrel, while the disposition is organized
along x-y in the endcaps.

A quality of the lead tungstate crystal is its fast response delivering about 80%
of the light within 25 ns. The crystals are also radiation resistant. However the biggest
part of the stored energy is thermally dissipated, then, in order to cope with the rela-
tively low light yield (30 γ/MeV), photodetectors with intrinsic high gain, and able to
operate in a high magnetic field, are used. Silicon avalanche photodiodes, APDs, are
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used in the barrel, while the vacuum phototriodes, VPTs, are employed in the endcap.
Moreover, considering that the sensitivity of the crystals and the APDs changes with
the temperature, a cooling circuit is used to keep the operating temperature constantly
at 18 ± 0.05 ◦C. The energy resolution of the detector for electrons with an energy of
20 GeV is about 1% and it improves to below 0.5% for energies above 100 GeV.

Figure 2.9: Longitudinal view of the ECAL of the CMS detector [86].

The Electromagnetic Calorimeter presents an additional sub-detectors placed in
the forward region covering the pseudorapidity between 1.653 and 2.6, called ECAL
Preshower (ES). This sampling substructure, composed by two layers of lead radiator,
interleaved with silicon strip detector, permits a better discrimination between genuine
prompt photons and the ones coming from the decay on flight of the neutral pions.

2.2.4 Hadronic Calorimeter
The last sub-detector enclosed by the solenoid, is the hadron calorimeter (HCAL)

whose goal is to allow the measurement of the energy of the charged hadrons, the
neutral hadrons, and the missing transverse energy (MET). The structure of the HCAL
is more complex compared to the ECAL. Indeed it is composed by four different sub-
detectors: HCAL Barrel (HB) in the barrel region, the HCAL EndCap (HE) in the
endcaps, an outer hadronic calorimeter in the barrel around the solenoid to contains
the tails of the showers (HO) and finally the very forward region is covered by the
HCAL Forward (HF).

The HB is a sampling calorimeter built with brass as the passive material and a
scintillator used as the active part. It covers the central region of the detector (|η| <
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1.3) and it occupies a radial distance from 177 cm to 295 cm. It consists of 36 identical
azimuthal wedges, which are constructed out of flat absorber plates parallel to the
beam axis. The innermost and outermost absorber plates are made of stainless steel to
provide an additional structural support and present a thickness of 40 mm and 75 mm
respectively. The intermediate absorber plates, 14 in total, are made of brass and have
a thickness of 50.5 mm or 56.5 mm. This translates into a total absorber thickness
of 5.8 nuclear interaction lengths λI at η = 0, which increases to 10.6 λI at η = 1.3
due to the diagonal trajectory of the particle. The sensitive material is made of plastic
scintillator organized in 17 sensitive cylindrical layers, divided into 32 segments along
the z direction. The final segmentation in the η-φ plane is 0.087 × 0.087. The readout
of the barrel is implemented using embedded wavelength-shifting fibers and hybrid
photodiodes.

The endcap region (1.3 ≤ |η| ≤ 3.0) of the hadronic calorimeter consists of a
sampling detector characterized by 17 layers of brass absorber with a thickness of 79
mm and 18 layers of plastic scintillator. The total nuclear interaction length is about
10 λI . The granularity is 0.087× 0.087 in the η-φ if |η| ≤ 1.6 and 0.17 × 0.17 when
1.653 < |η| ≤ 3.0.

Figure 2.10: Longitudinal profile of CMS detector. In the picture the different com-
ponents of the hadronic calorimeter are highlighted [86].

The HO is placed in the the central region (|η| ≤ 1.3) between the solenoid and
the innermost layer of the muon detector. The total nuclear radiation length obtained
is 11.8 in the central region. Its granularity is also 0.087 × 0.087 in the η-φ plane.

The last sub-detector, belonging to the HCAL family, is the HF. It is located at
a distance of 11.2 m from the center of the detector in the |z| direction and it covers
the very forward region between 3.0 ≤ |η| ≤ 5.2; it presents a cylindrical shape
with an external radius of 130 cm and internal one of 12.5 cm. The HF designed was
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totally driven by its forward location. Indeed, the detector experiences a large flux of
particles and thus must be able to operate under very harsh radiation conditions. The
depth of the steel absorber is 1.65 m, for an equivalent nuclear interaction length of
10 λI , penetrated by quartz fiber parallel to the beam. The fibers form a rectangular
grid in the (x, y) plane with a step size of 5 mm. They are bundled to provide 0.175×
0.175 segmentation in the (η, φ) plane. By using a different disposition of half of the
fibers (half of them start at 22 cm from the front face of the detector) the HF is able
to distinguish between hadronic and electromagnetic showers. Indeed the hadronic
shower presents a more uniform energy distribution whereas the electromagnetic ones
are mostly contained within the first 22 cm.

The energy resolution is σ/E = 65%/
√
E (GeV) ⊕ 5% in the barrel, σ/E =

83%/
√
E (GeV) ⊕ 5% in the endcaps and σ/E = 100%/

√
E (GeV) ⊕ 5% in the HF.

2.2.5 Muon System
The description of the following detector will be more accurate in order to give

all the most interesting and useful informations to appreciate better the peculiarity of
the Dynamic Truncation Algorithm (DYT) that will be presented in the Chapter 5.

The muon system, represented in the Fig. 2.11, is the last and outermost detector
that composes CMS. It has to provide an independent muon tracking in the momentum
range from 1 GeV up to a few TeV, and provide a robust and independent trigger
system. To reach this goal the muon spectrometer is composed by three different sub-
detectors, each built with a different technology. The barrel (|η| < 1.2), where the
residual magnetic field (Fig. 2.6) is mostly contained in the iron yoke and the total
hit rate is low ( about 1 Hz/cm2), is covered by drift-tubes (DT) and resistive-plate-
chambers (RPC). Cathode-strip-chambers are used in the 0.9 < |η| < 2.4 region
characterized by a strong and non uniform magnetic field (up to 3.5 T) and a high
total hit rate (about 1 kHz/cm2). Each of these three types of Muon chambers is
an independent, modular tracking detector capable of determining the position and
direction of a passing muon from the measurements of the muon crossing points,
which will be called "hits" in the following.

The resolution on the transverse momentum measurement is estimated to be 9-
10% at 10 GeV and it degrades to 20-40% for muons with a transverse momentum of
1 TeV. When the tracker is also used in the pT measurement, the resolution improves
1-1.5% at 10 GeV and 5-6% at 1 TeV in the barrel and the endcap respectively.

In the next three sub-sections a more detailed description of the three components
is presented.
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Figure 2.11: Muon Spectrometer profile. The dashed lines correspond to fixed η

values. The DTs are in orange, the CSC in green, and finally the RPC in blue [97].

DT chambers

The DT sub-detector is composed by five concentric wheels, with three layers
of iron are interleaving four stations of drift-tube chambers (MB1, MB2, MB3 and
MB4). Each wheel is divided in 12 sectors covering 30◦ in the r-φ plane; the DT
detector has a total of 250 chambers. Each DT chamber is composed of three super-
layers (SLs), two of them presenting wires parallel to the beam direction in order
to measure the position in the transverse plane of the detector, and a third, which is
present only in the first three stations of each wheel, placed orthogonally to the other
two SLs to measure the |η| position. The first SL is separated from the other two,
by a 128 mm thick aluminum honeycomb spacer. Each SL consist of 4 layers of DT
tubes which have a rectangular section of 42× 13 m2 and a wire of length 2-3 m. The
tube is filled by a mixture of Ar/CO2 (85% / 15%) which provides a drift velocity of
about 55 µm/s. The resolution of a single tube in the r-φ plane is about 200 µm in the
first station and degrades to about 300 µm in the station four, whereas the resolution
of position of the single local segment (track stubs reconstructed with a straight-line
fit of the hits in the different measurement layers) fitted in r-φ layers is about 80 µm
in the first station and about 100 µm in the last station. The poorer resolution of the
r-φ layers in the last station compared to the others is because in this station, where a
measurement of the longitudinal coordinate is missing, it is not possible to correct for
the actual muon time-of-flight and signal propagation time along the wire.
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The local reference frame of the DT chamber is defined by the z-axis pointing
to the center of the CMS detector, the y-axis parallel to the beam line and finally the
x-axis perpendicular to the y-z plane along the φ direction.

At the operating value of B = 3.8 T for the magnetic field inside the solenoid,
typical values of the magnetic field inside the steel return yokes of the magnet structure
in the barrel region range between 1.2 T and 1.8 T. The magnetic field lines are parallel
to the beam in a direction opposite to the one in the region inside the solenoid.

CSC chambers

Due to the high B field in the volumes occupied by the detectors and the high
rate of background in the forward region, the drift-tube chambers are not usable in
this region of the detector, which is thus instrumented with chatode-strip-chambers
(CSC).

The CSC detector is a multi-wire proportional chamber with cathode strips run-
ning orthogonally to the wires. Each endcap is composed by four stations (ME1, ME2,
ME3 and ME4). Within a station the chambers are grouped into rings. With the excep-
tion of the first station, which has three rings, all the remaining stations have two rings.
Each ring is composed by 18 or 36 trapezoidal chambers placed in the r-φ plane and
overlapping in the φ direction. Each chamber consists of 6 gas gaps 9.5 mm thick and
each of them composed by a plane of radial cathode strips and a plane of anode wires
running perpendicularly to the central strips. The gas is a mixture of Ar/CO2/Cf4, in
proportion of 40% / 50% / 10%. The wires have a diameter of 50 µm and are spaced
by 3.2 mm, and they are read out in groups of 5 to 16 in order to reduce the number of
channels, finally the strips have a width of 6.7-16.0 mm. The wires permit to measure
the r coordinate and the strips the φ direction. The precisely measured coordinate in
the CSCs is the one measured by the strips, since it is in this direction that muons are
deflected by the CMS magnetic field. The spatial resolution of the CSC strip measure-
ment depends on the relative position at which a muon crosses a strip: it is better for
a muon crossing near a strip edge than at the center because then more of the induced
charge is shared between that strip and its neighbor, allowing a better estimate of the
center of the charge distribution. To benefit from this fact, alternate layers in a CSC
are staggered by half a strip width. The resolution in the direction orthogonal to the
strips is of about 200 µm. This value translates into a resolution of 10 mrad in the φ
coordinate.

Each station is divided in two rings with the exception of the first station which
has three rings. In particular the first ring of the first station, ME1/1 is located inside
CMS solenoid in the gap between the hadron endcap calorimeter and the return iron
joke and it operates in the strong coaxial magnetic field of the solenoid. The ME1/1
unites 36 identical trapezoidal chambers covers an angle in φ = 10.8◦ to allow an
overlap between two neighboring chamber and avoiding the appearance of dead zones
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in the ME1/1 station. To reduce the rate in the channels of the cathode electronic
circuits, the ME1/1 is divided in two parts: the first one is ME1/1B characterized by a
strip length of 1065 mm and covering the pseudorapidity region 1.6 < |η| < 2.1, the
second part is ME1/1A with a strip length of 440 mm and covering the pseudorapidity
region 2.1 < |η| < 2.4. The magnetic field of the CMS degrades the spatial resolution
of the chamber because the electrons are deflected by the Lorentz force while they
drift toward the anode wire. This effect is compensated by rotating the wires by 29◦

with respect to the the chamber axis. Each anode wire readout channel corresponds to
a group of 11-12 wires. The resolution in the φ angle is about 2.5 mrad.

The CSC local reference frame is defined in the following way: the local z-axis
is parallel to the beam, whereas the y-axis is parallel to the r-axis direction and finally
the x-axis is perpendicular to the y-z plane.

RPC chambers

The main goal of the RPC system is to provide a trigger response system com-
plementary to the one provided by DT and CSC. The detector are installed both in the
barrel and in the endcap, and are characterized by a fast response and a high accuracy
of the time measurement. The RPC in the barrel mimic the DT installation. There are
six layers of RPC detectors in every wheel: two layers are installed in the first and
second station and one in each of MB3 and MB4. In the barrel the strips run parallel
to the beam with a pitch that increases with the layer, 2.1 cm in the first one and 4.1
cm in the last one. In the endcap the RPC system covers the region up to |η| ≤ 1.6

using chambers with trapezoidal shape, as for the CSC the strips run radially with a
trapezoidal shape such that the angle covered by each strip is constant. The dimen-
sions of the strips change with the layer as in the barrel: in ME1 they are 25 cm long
and 0.7 cm thick, whereas in the ME2, ME3 and ME4 stations the strips have a length
of 80 cm and a pitch of about 3 cm. Each chamber has two gas gaps, each made out of
a two planes of bakelite coated by graphite for the voltage distribution. Each gas gap
has a thickness of 2 mm and it is filled with a mixture of gases composed of 95% of
Freon (C2H2F4) and 5% of Isobutane (iC2H10). The RPCs are operated in avalanche
mode, which allows rates as high as a few kHz to be withstood with high efficiency.

Magnetic field in Muon Detector

The Muon spectrometer is the sub-detector affected the most by the magnetic
field and its flux return region with the iron plates. Large forces on the endcap disks
appear as a result of these magnetic fields. The overall magnetic force on the first
endcap disk is roughly 7000 metric tons for an object that weighs about 900 metric
tons, so the magnetic forces dwarf the gravitational forces even for such heavy disks



58 Chapter 2. Experimental setup

meaning that the iron structure in which the chambers are mounted is not fixed and
continue to change.

The full field is present in the region in which the innermost endcap CSCs, the
ME1/1 chambers, must operate. However, the field at this position is uniform and
almost entirely axial. At the next endcap station going out radially, called ME1/2, the
field has fallen off to a considerable degree, but it is no longer uniform and no longer
axial as shown in the left plot of Fig. 2.12, where the radial component is the same or
even bigger then the longitudinal one. The same problem affects all the chambers in
the second station of the CSC detector.

A radial component is present also in the first station of the DT sub-detector,
indeed at the end of the coil and in the iron gaps there are large stray fields in the
chamber area as reported in the right plot of Fig. 2.12. Near the end of chambers in
the first station second wheel (ME2/1) the radial component reaches 0.8 T. Fortunately,
these regions are small with respect to the entire area covered by the DTs

Figure 2.12: Axial and radial components of the magnetic field in the ME1 (left) and
in the MB1(right) stations . [95].

2.2.6 Trigger
One of the most challenging tasks for the CMS detector is the online selection of

the interesting events. Three constraints make this task highly demanding. The bunch
crossing rate of the LHC is 40 MHz, but only about 1kHz on average can be saved
on permanent storage. The rate of the interesting events with production of on-shell
heavy bosons, top quarks or new physics, is very small compared to the total rate of
the inelastic p-p scattering, which is about 109 Hz at the LHC nominal luminosity.
The bunch crossing separation of 25 ns constrains the time available to analyze online
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all raw data collected by the detector. CMS performs the online event selection with
a double level trigger: the Level 1 (L1) trigger is built using custom hardware, and
reduces the event rate down to 100 kHz. The High-Level-Trigger uses software run on
a processor farm and exploits all the available detector information resulting in a more
accurate selection of the events passing the L1 triggers. After the HLT selection, the
event rate is reduced to about 1kHz on average, which is what is permanently stored
on disk for further offline analysis.

Level 1 Trigger (L1)

The L1 trigger has the aim to apply the first and rough skim to the events pro-
duced in the LHC collision. Part of the L1 trigger electronics is on the detectors, while
the rest operates in the so-called service cavern located next to the underground detec-
tor cavern and it is built from custom and programmable electronics. The time needed
to decide whether an event could be of interest or has to be discarded, and transfer
back this decision to the sub-detectors, which keep the high resolution data in pipeline
memories in the meantime is 3.3 µs.

The L1 uses only the information coming from the calorimeter, Global Calorime-
ter Trigger, (GCT) and from the muon spectrometer, Global Muon Trigger, GMT. The
GCT and GMT identify trigger objects of different flavor (e/µ/τ/γ and jets) and as-
sign to them the measured direction and energy or the transverse momentum. The final
decision is taken by the Global Trigger, which can run in parallel up to 128 trigger
algorithms based on the event trigger objects.

In the following the description will focus on the muon L1 trigger.

All three sub-detectors of the muon spectrometer are involved in the trigger.
Both in the DT and in the CSC chambers local segments are reconstructed starting
from hits recorded in individual detector layers. In each DT, a segment is constructed
in the (r,φ) and (r,z) planes in order to obtain a full three dimensional trajectory.
In particular in the (r,φ) plane the so-called DT track finder (DTTF) combines all
the segments found in all the stations to identify trajectories compatible with muons
produced close to the interaction point. The same procedure is done in the CSC sub-
detector where the segments exploited by the CSC track finder (CSCTF) come from
the independent reconstruction done within an individual chamber using wire and strip
hits. The RPC trigger system doesn’t reconstruct any local segment but it searches for
pattern of hits matching predefined ones corresponding to the expected trajectories of
muons produced close to the interaction vertex.

Each sub-component gives to the global muon trigger (GMT) up to four candi-
dates ranked by the transverse momentum; the GMT combines the candidates based
on the spatial information and the duplicates are removed. The GMT receives infor-
mation about energy deposits in each calorimeter from the GCT. This information is
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used to apply isolation criteria to the muon candidates. If the event satisfies at least
one trigger algorithm the event is passed to the HLT.

High Level Trigger (HLT)

The High Level Trigger has about 100 ms average time to analyze each event.
More time allows to use more sophisticated algorithms which can exploit the entire
information coming from the detectors including the tracker, which represents almost
80% of the event size.

The HLT is composed by about 400 triggers paths. Every path is designed as a
combination of intermixed reconstruction and filter modules. Once some part of the
event is reconstructed, a filter module decides if it satisfies or not some thresholds and
in the first case, the event is passed to the next reconstruction step. To save time the
steps are ordered by CPU time. If an event is not accepted by a path, it can be accepted
by another one.

Some triggers paths are characterized by very loose thresholds mostly for control
and calibration purposes. In order to keep their accept rate within acceptable limits.
These trigger paths are pre-scaled.



Chapter 3
Particle Reconstruction and
Simulation

The previous chapter was entirely devoted to the metering equipment adopted
by the CMS collaboration, the next one will be used to describe the offline software
data reconstruction steps. Event reconstruction starts from the "hits" recorded by the
detectors of the CMS experiment. Hits carry the information on the particle crossing
point and time, and in some cases also on the energy deposited by the particle in
the detector. The reconstruction process transform the hits information into physical
objects like electrons, photons, muons or jets. The first part of the chapter will focus
on the reconstruction of the two main physical quantity needed to identify a particle:
its momentum and its energy. Instead, the second part will be used to describe how the
particles are reconstructed focusing on the main algorithm used by the collaboration,
the Particle-Flow Algorithm (PF).

61
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3.1 Detector Basic Reconstruction
The tracker, thanks to the bending of the trajectory of charged particles due to

the magnetic field, allows the measurement of the momentum and the charge of each
particle passing through it. The calorimeters sub-detectors permit the determination
of the energy released by photons, electrons and hadrons. Finally, muon tracks are
identified and reconstructed by the muon spectrometer.

The next section is devoted to describe how the CMS collaboration manages both
the reconstruction of the track and the energy deposit in the calorimeters starting from
the hits building block.

3.1.1 Track Reconstruction in the tracker
Track reconstruction refers to the process of estimating of the momentum and

the position parameters of each charged particle that is produced in the collision [98].
Reconstructing the trajectories of charged particles is a computationally chal-

lenging task that is tackled with an iterative approach (iterative tracking). The track-
ing algorithm adopted by CMS is commonly referred to as the Combinatorial Track
Finder (CTF) [98], which is an adaptation of the Kalman filter [99] that simultaneously
performs the determination of the set of detector position measurements believed to
originate from the same particle (track finding) and the estimate of the set of param-
eters describing the kinematical state of the particle at some point in space (track
fitting). The basic idea of the iterative tracking is that the initial iteration searches for
tracks with a high transverse momentum and produced at the primary collision point.
These tracks are easier to identify. After each iteration all the hits associated to a new
track are removed from the hit collection, in this way the combinatorial complexity is
reduced and more complex track topologies can be reconstructed.

Each iteration is characterized by four different steps: seed generation, track
finding, track fitting and track selection.

Seed Generation

A charged particle inside a uniform magnetic field traces, in the absence of in-
teractions with matter, a helicoidal trajectory. The state of the track on a given two-
dimensional surface can be defined by five different parameters. The Seed generation
aims to determine some estimate of the track parameters and their associated uncer-
tainties using the information of three 3-D hits or two 3-D hits constrained by some
requests on the origin of the trajectory itself. In order to reduce the number of seeds
and obtain the highest possible accuracy in the track parameters seeds are built using
the inner part of the tracker made of pixels.
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Track Finding and Track Fitting

The Track Finding step aims to collect the hits associated with each seed. The
track fitting step performs the estimate of the particle trajectory starting from the seed
and the set of hits associated to it by the track finding step. The track fitting results
in the determination of the track parameters and associated uncertainties at all detect-
ing surfaces intercepted by the reconstructed particles trajectory. These two steps are
clearly distinguished, but in the CMS track reconstruction algorithm, called Combina-
torial Kalman Filter (CKF), they use the same basic tool: the Kalman Filter (KF) [99].
In the CKF the seed track parameters are propagated a first time to the following de-
tecting layers that could possibly carry measurements produced by the particle. This
first propagation assumes a uniform magnetic field and does not take into account
neither Coulomb scattering nor energy loss (analytical propagator). Once candidate
track hits are identified, a more accurate propagation that takes into account energy
loss and Coulomb scattering is performed in order to estimate the track parameters on
the detection surface of each candidate hit. These track parameters are combined with
the hit information and the procedure is iterated until the outermost detection layer
is reached. The procedure is then reproduced by moving inward in order to use full
track information for the estimate of the track parameters on each layer. In case more
than one compatible hit is found on a detection layer, new track candidates are created
and processed independently. If no hits are found a conventional "ghost" hit, with no
position information, is attached to the track candidate.

The track of a single particle can be reconstructed more than once, either starting
from a different seed or when one seed develops in more than one possible candidate.
To remedy to this problem a cleaning procedure is applied: the track candidate with
the lowest number of hits or worst χ2 is discarded for each couple of tracks that share
an amount of hits greater then a precise threshold.

The track finding produces a collection of track candidates. In order to obtain
the most accurate estimate of the track parameters on all detecting layers, the KF
procedure outlined above is repeated on each track candidate in both the direction of
the momentum, outwards and inward. This refitting step is based on the Runge-Kutta
propagator [100] taking into account both the material effects and the in-homogenity
of the magnetic field.

Track Selection

The last part of the track reconstruction consists of a cleaning procedure of all
the track candidates with the aim to reduce the contributions of the fake tracks that
are generated during the previous steps. The cleaning is performed applying require-
ments like a minimum number of layers with hits, a minimum number of 3-D hits, a
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maximum value for the χ2 and a compatibility with the beam spot1. The amount of
fake tracks decreases exponentially with the number of layers with hits.

Using a tt̄ sample simulated at
√
s = 7 GeV and assuming 2011 LHC pileup con-

ditions, the tracking efficiency for prompt particles2 with pT greater than 0.9 GeV, is
estimated to be about 94% in the Barrel region and 85% in the EndCap (Fig. 3.1). The
deterioration of the performance in the forward region is caused by hadron-nuclear
interaction in the tracker material that are not properly handled by the tracking al-
gorithm. The fake rate of the tracking algorithm is of the order of few percents for
particles with a transverse momentum between 1 GeV and 10 GeV. In the lower and
upper region of the momentum range the fake rate tends to increase. At low momen-
tum values the multiple scattering increases the window to be used when searching for
additional hits associated to the track candidates increasing the probability of wrong
assignment of hits to the track. Instead, in the high pT region there is a higher possibil-
ity to assign incorrectly the hits to the track in case collimated secondary particles are
produced following a nuclear interaction between the particle and the tracker material.

The relative resolution on the transverse momentum, and the absolute resolution
on the two components of the impact parameter for the tt̄ sample3 is reported in fig-
ure 3.2. At high momentum (pT ≥ 100 GeV), the resolution of both the components
of the impact parameter are affected by the position of the innermost hit in the pixel
detector, whereas the lower momentum region is affected by multiple scattering. In
the high momentum region, the material in the tracker accounts for between 20% and
30% of the transverse momentum resolution, whereas at lower momenta, the resolu-
tion is dominated by multiple scattering [98]. The impact of the pileup on the track
resolution is negligible.

3.1.2 Energy Reconstruction in the calorimeters
The reconstruction of the energy in the calorimeters represent the second es-

sential step to reconstruct and identify charged particles in an efficient way, and the
only one for neutral particles like photons and neutral hadrons. The Electromagnetic
Calorimeter is dedicated to the electrons and photons reconstruction, and to unambigu-
ously detect and measure the energy and the direction of stable neutral and charged
hadrons (given that hadronic showers can start in the ECAL volume). The Hadron

1The beam spot represents a 3-D profile of the luminous region, where the LHC beams collide in the
CMS detector. For more details about its determination and the relative performance refer to [98].

2A particle is defined as prompt if it is produced during a physics process in the collision point. A
particle is defined as non-prompt if it is produced at a significantly displaced vertex (>∼100 µm).

3The transverse impact parameter (d0) is defined as the distance of closest approach to the primary
vertex. The longitudinal component (dz) is the z coordinate of the point on the track that determines d0.
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Figure 3.1: Tracking efficiency (left) and fake rate (right) for tt̄ events simulated
with and without superimposed pileup collisions. The number of pileup interactions
superimposed on each simulated event is generated assuming 2011 LHC conditions.
The efficiency results are for charged particles produced less than 3 cm in r direction
and 30 cm in z direction from the centre of the beam spot and with pT > 0.9 GeV [98].

Calorimeter, in conjunction with the ECAL, is used to measure the remaining hadron
energy deposits.

In the ECAL, the energy is determined thanks to a clustering algorithms, which
is different in barrel and in endcap. The goal of these algorithms is to collect all the en-
ergy deposits of a given electromagnetic shower and recover also the radiated energy.
After the identification of the seed, defined as a cell with a local maximum of energy
deposit, the different clustering algorithms identify the energy clusters. The group
of energy deposits must be compatible with an electromagnetic shower caused by an



3.1. Detector Basic Reconstruction 67

Figure 3.2: Resolution as a function of pT and η for tracks produced in tt̄ sample as-
suming 2011 LHC pileup condition. The following variables are reported: transverse
(top right) and longitudinal (top left) impact parameters, and pT (bottom). For each
distribution, the solid (open) symbols correspond to the half-width of the 68% (90%)
intervals centered on the mode of the distribution in residuals [98].
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electron or a photon. Subsequently, nearby clusters are collected into a supercluster
(SC), in order to recover the energy irradiated by bremsstrahlung by electrons. More
details about the different clustering algorithms can be found in [85]. Following the
same strategy used in the electromagnetic calorimeter, in the HCAL the energy deposit
above a certain threshold, is group in order to form a calorimeter tower consisting of
one or more HCAL cells geometrically corresponding to ECAL crystals. In the bar-
rel region of the calorimeters, the unweighted sum of one single HCAL cell and 5×5
ECAL crystals form a projective calorimeter tower. The association between HCAL
cells and ECAL crystals is more complex in the endcap regions. A four-momentum
is associated with each tower deposit above a certain threshold, assuming zero mass,
and taking the direction of the tower position as seen from the interaction point.

3.1.3 Reconstruction of Primary Vertices
The goal of primary-vertex reconstruction is to measure the position, and the as-

sociated uncertainty, of all proton-proton interaction vertices in each event, including
the signal vertex and any vertices from pileup collisions, using the available recon-
structed tracks. The reconstruction procedure consists of three steps. Initially the
tracks are selected according to their consistency of being produced promptly in the
primary interaction region. The consistency is measured imposing some requirements
on the transverse impact parameter, the number of strip and pixel hits associated with
a track and finally a cut on the normalized χ2 of the fitted trajectory. Subsequently,
the tracks that appear to be produced from the same interaction vertex are clustered
on the basis of their z-coordinates at their point of closest approach to the centre of
the beam spot. This clustering allows for the reconstruction of primary proton-proton
interactions in the same LHC bunch crossing and it is performed by the Deterministic
Annealing (DA) algorithm [101]. Finally those vertex candidates containing at least
two tracks are then fitted to compute the best estimate of vertex parameters, including
its x, y and z position and the covariance matrix.

Results of the primary-vertex resolution in x and z positions are reported in
Fig. 3.3 for the minimum-bias sample4 and the jet-enriched data samples obtained
by requiring each event to have a reconstructed jet with transverse energy greater then
20 GeV. The resolution in y coordinate is identical to x and it is not reported. For the
minimum-bias events, the resolution of a vertex built out of 50 tracks in the x direction

4The minimum bias events ware selected by a trigger signal in any of the beam scintillator coun-
ters (BSC) [102], coincident with a signal from either of the two Beam Pick-up Timing for Experiments
(BPTX) [103] detectors indicating the presence of at least one proton bunch crossing the interaction point.
The events are then selected offline by requiring BPTX signals from both beams passing the interaction
point, at least one reconstructed charged particle trajectory in the pixel detector originating from within 0.2
cm of the beam position in the transverse direction, a coincidence of at least one HF calorimeter tower with
more than 3 GeV total energy on each of the positive and negative sides of the HF and finally requiring at
least one reconstructed primary vertex.
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is less than 20 µm, and less than 25 µm in z direction. Considering the same number
of tracks for the jet data samples the situation is slightly better, indeed the resolutions
is less than 10 µm and 12 µm in x and z, but it worsens to 100 µm and 150 µm in the
case there are about 5 tracks. The efficiency of the primary-vertex reconstruction is
estimated to be close to 100% when more than two tracks are used to reconstruct the
vertex whereas it decreases to 98% when only two tracks are used [98].

Figure 3.3: Primary Vertex resolution in x (left) and z (right) coordinates as a function
of the number of primary tracks at the fitted vertex. The comparison is performed on
data considering the minimum-bias sample and the jet data sample. The jets selected
form the second sample have ET > 20 GeV [98].

3.1.4 Track Reconstruction in the muon spectrometer
The first part of the muon reconstruction occurs at an individual chamber level,

and in this sense it is labeled as local reconstruction. It is characterized by two steps:
in the first part the hit position in each chamber are reconstructed and then this infor-
mation is arranged in a more complex object called segment.

In the DT chambers the hit position is obtained combining the information of
the electron drift velocity and the lapse of time needed by the electrons to reach the
wire, assuming initially the same amount of time for each muon to reach the same
layer of the DT chamber. However this assumption is not totally true due to both an
intrinsic time-of-flight spread related to the muon momentum, and the possibility that
the hit could have been produced by a muon from another collision. In order to take
these effects into account each segment reconstruction in the DTs is performed as a fit
assuming three free parameters: the muon crossing time, the muon crossing position,
and finally the muon direction. The segments are reconstructed separately in each r-φ
and r-z superlayer (SL), then the r-φ segments are refitted together in order to create
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a single segment in the r-φ plane. Finally the segments reconstructed in the SLs are
combined together to obtain a global segment in the chamber defined by the local x,
and y position and the φ, and θ directions. The final segment has an angular resolution
of 0.7 mrad in the φ direction and about 6 mrad in the θ direction.

Local hit reconstruction in the CSC detector measures the position of the travers-
ing muon by combining information from the cathode strips and anode wires inde-
pendently in each of the six layers of a chamber. Each CSC layer thus provides a
measurement in two dimensions. The wires measure the radial coordinate r and the
strips the azimuthal φ-coordinate. The charge distribution of a cluster of three neigh-
bouring strips is fitted to the so-called Gatti function [104] to obtain a precise position
measurement. Using the individual hits, segments are built as straight-line tracks in-
side the chamber. Their reconstruction starts by considering pairs of hits from the first
and the last layers that are roughly compatible with a straight line passing through the
beam spot. Compatible hits from the intermediate layers are added to the segment
candidate, and a linear fit is performed. If the track segment is accepted, its hits are
masked out and the procedure is repeated until all the hits in the chamber are used.
The position resolution depends on the station: it ranges from 50 µm in the first one
to about 250 µm in the fourth one; the direction resolution varies with the chamber,
with an average of about 40-50 mrad in the φ direction and slightly worse in the θ
direction.

The barrel and the endcap RPC systems are mainly used as trigger detectors.
However they also contribute to the muon reconstruction by providing additional po-
sition and time information both in the barrel and in the endcap region. In particular
in the RPCs the result of local reconstruction are points in the plane of the detector.
The local hit position is obtained from the centroid of the clustered strips. Indeed,
since the charges from a muon can be shared by more than one strip, adjacent strips
are clustered together. In the barrel, where strips are rectangular, the centroid is sim-
ply the center of a rectangle. In the endcap, the computation is more complicated as
the area covered by the clusters present a trapezoidal shape. The assumption here is
that each group of strips is fired as a result of a single particle crossing and that the
crossing can have taken place anywhere with flat probability over the area covered by
the strips of the cluster [105].

After the local reconstruction in each muon sub-detector, the track reconstruction
in the muon spectrometer continues using the Kalman filter technique. Reconstruction
starts from the seed made up of groups of DT or CSC segments. At this point the seed
is propagated up to the next compatible detecting layer and the track parameters are
updated using the best measurement found on the layer. At this stage the Kalman filter
is applied in the inside-out direction. Reconstructed hits from RPC chambers are also
included. The propagation of the track parameters take into account both the material
effects and the ionization energy losses in the return yoke. The best measurement is
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searched looking at the compatibility based on a χ2 method between the extrapolated
track state and the measurement on the detection layer. As soon as the outermost
compatible layer of the muon detector is reached the track propagation is stopped.
The final filter is applied in the outside-in direction down to the innermost compatible
layer of the muon detector. The final trajectory to be accepted has be composed by at
least two measurements, one of which must be of the DT or CSC type. After the fake
track suppression, the parameters are extrapolated to the point of closest approach to
the beam line. In order to improve the momentum resolution a constraint represented
by the passage of the muon through the nominal interaction point is imposed. The
muons reconstructed using this approach are called Standalone muon tracks.
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3.2 Particle-Flow Algorithm
The Particle-Flow Algorithm (PF) [106], aims to reconstruct and identify all the

stable particles by combining all the informations obtained from all the CMS sub-
detectors. The output is a list of particles with their energy, point of production and
direction like the ones coming from simulations. The particles are then further used
to identify jets, and reconstruct the missing transverse momentum. To fulfill this goal,
the algorithm needs that some basic building blocks like the tracks reconstructed in
the tracker and in the muon systems as well as the energy deposits in the calorimeter
system are available. A key ingredient in this approach is the fine spatial granularity
of the detectors layers. Thanks to the tracker immersed in a uniform 3.8 T and the
iterative tracker algorithm, charged track particles can be reconstructed with large
efficiency and small fake rate, while the granularity and tightness of the calorimeters
permits the identification of photons and charged hadrons. Electrons are reconstructed
combining the informations of the tracker and the calorimeter, instead the muons are
obtained combining the two spectrometers. All these identified and measured particles
are then clustered into jets. Finally the imbalance in the momentum on the transverse
plane, the missing transverse momentum ~EmissT , permits to identify the presence of
invisible particle like neutrinos in the event.

3.2.1 PF building blocks
The building units, particle-flow elements, that are fed to PF are the tracks re-

constructed neither in tracker or in the muon spectrometer and the clusters of energy
identified in the calorimeters.

In general a particle is expected to produce more then one particle-flow element
in the CMS detector. It is then mandatory to find a strategy to try to connect all the
elements to each others avoiding any double counting. The connection is obtained by
defining either a distance in the (η, φ) plane or a χ2 restricted to the nearest neighbours
in the (η, φ) plane. The output of this step of the algorithm are PF blocks of elements
linked together. In each PF block, the identification and reconstruction sequence pro-
ceeds in a very precise order. The first particle to be reconstructed are muons and
the corresponding PF elements (tracks and clusters) are removed from the list of PF
elements. The electron identification and reconstruction follows with energetic and
isolated photons. As for the muon case, the corresponding tracks and ECAL clus-
ters are excluded from further consideration. The remaining elements in the block are
then subject to a cross-identification of charged hadrons, neutral hadrons, and photons,
arising from to jets [106].
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3.2.2 Muon Reconstruction
At the LHC a lot of muon sources exist: light hadrons, heavy hadrons, charged

and neutral boson. When combined all together these sources are able to produce
muons that cover a very wide spectrum in transverse momentum from a handful of
GeV up to hundreds of GeV. The low region of the spectrum (pT < 30 GeV) is
dominated by muons coming from light hadrons like pions and kaons, the charge and
neutral bosons dominate the region above 40 GeV, whereas the heavy hadrons give a
wide range muon pT spectrum (Fig. 3.4) [107].

Figure 3.4: The distributions report the comparison between the simulations and the
data collected by CMS in 2010 at the energy of 7 TeV. The result on the left shows
the transverse momentum multiplied by its charge for global muons fired by the zero
bias trigger. The pT distribution is peaked at 0.5 GeV due to the minimum threshold
required to reach the EndCap which is 0.5 GeV while in the Barrel is about 3-4 GeV.
The result on the right reports the transverse momentum of the global muons with a
pT greater then 20 GeV. The events are selected by the single muon trigger applying a
minimum pT threshold of 15 GeV. In both the cases the muon tight requirements are
applied [107].

The minimum transverse muon momentum value needed to reach the first muon
detecting surface depends on the eta region. It is about 0.5 GeV in the EndCap region
and about 4 GeV in the Barrel [107]. Given this situation, in order to improve the effi-
ciency of the muon reconstruction over the entire spectrum, CMS adopts two different
strategies to reconstruct muon tracks: an inside-out approach starting from the tracker
track pointing to the muon spectrometer and an outside-in procedure starting from the
latest muon layer down to the tracker detector. Tracks are first reconstructed indepen-
dently in the inner tracker (Tracker tracks) and in the muon system (Standalone muon
tracks). Based on these, two reconstruction approaches are used:
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• Global muon reconstruction. The Global muon reconstruction targets all the
muons with sufficient energy to cross more then one station in the muon spec-
trometer. All the muons reconstructed by the Global muon reconstruction are
built "outside-in" propagating the Standalone muon track down to the Tracker.
After the extrapolation down to the vertex of each Standalone muon track, a
region of interest (ROI) in the η-φ plane is identified around the extrapolation
of the muon track. The determination of the region of interest is based on the
Standalone muon track parameters and their corresponding uncertainties of the
extrapolated trajectory down to the Tracker, obtained with the assumption that
the muon originates from the interaction point. Successively a matching onto
a common surface between the muon track and all the tracker tracks inside the
ROI is performed. The common surface is chosen in order to minimize the
covariant error matrix of the propagated track parameters and reduce the num-
ber of matches per Standalone muon. It is possible to attempt to propagate the
tracker track and Standalone muon track to any common plane, but it is natu-
ral to choose a plane that does not require the track to be propagated through
a lot of a material. Some of the natural choices for a common surface are the
tracker system outer boundary, the muon system inner boundary, the detector
surface of the outermost tracker track hit, and the detector surface of the inner-
most muon track hit. Once the tracks are propagated to the common surface, a
comparison of the track parameters is made using the position and the momen-
tum of the tracks. Given the 5 parameters space ~pi = {q/|P |, x, y, px, py}, the
discriminating variables are: the χ2 of the ~pi vector associated to the tracker
tracks and the muon tracks falling in the same region of interest, the distance
(d =

√
(x1 − x2)2 + (y1 − y2)2), the χ2 of the position vector (~di = {x, y}),

and the ∆R of the involved tracks in the local frame of the ROI, and finally
the ∆R of the ~pi defined at the primary vertex. The tracks that satisfy precise
requirements on the discriminating variables are selected and the global muon
track is fitted combining hits from the tracker track and standalone-muon track,
using the Kalman filter technique (KF).

• Tracker muon reconstruction. Tracker muons are built "inside-out" by propa-
gating Tracker tracks to the muon system and looking for geometrical matches
with DT or CSC segments. This reconstruction approach is designed to have
high efficiency in the low momentum region (p ≤ 5 GeV), where the muons
have not enough energy to cross completely the muon spectrometer. In order
to recover the largest possible fraction of these muons, the tracker tracks with
pT > 0.5 GeV and total momentum p > 2.5 GeV are considered as possible
muon candidates and successively they are extrapolated up the muon spectrom-
eter using the KF. The matching between the tracker track and the segment is
performed in the local frame of the muon chamber requiring that either the dis-
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tance between them in the x direction is less than 3 cm or the pull for x5 is lower
than 4 [107].

In the PF algorithm, the muon identification develops from the global and the
tracker muon as described above, requiring further selection cuts on the isolation6.
This selection is performed to improve the efficiency to identify muons in jets and
keep the fake rate from misidentified charged hadrons low. Considering the chance
that a charged energetic hadron reaches the muon spectrometer, a muon is defined as
PF muon if it has a valid hit in the muon system and if the sum of the transverse energy
of all its neighboring tracks and calorimeter cells inside a cone of radius 0.3 around
the muon direction is less then 10% of its transverse momentum.

The combination of the double informations related to the tracker and the muon
spectrometer allows to improve the resolution on the momentum as reported in the
Fig. 3.5. In particular, the resolution is about 1% in the barrel and 3% in the endcaps
for muons with momentum up to 100 GeV.

Figure 3.5: The resolution of the muon momentum as a function of its value using the
muon spectrometer only, the tracker only, and finally their combination. The results
are reported for two different pseudorapidity regions: the barrel (|η| < 0.2) on the left
and the endcaps (1.8 < |η| < 2.0) on the right.

3.2.3 Electron and Isolated Photons Reconstruction
The PF electrons are reconstructed combining two informations: the tracker

track and the energy deposits in the calorimeters [106, 108].
In principle, electron tracks can be reconstructed in the tracker using the Kalman

Filter algorithm. This procedure can be sometimes compromised in the case electrons
5The pull is defined as the difference between the position of the matched segment and the position of

the extrapolated track, divided by their combined uncertainties.
6The isolation quantifies the magnitude of the total transverse momentum of the particle in a cone with

radius 0.3 or 0.5 around its direction. Much more details will be given in the following parts of this chapter.
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experience large radiative losses in the tracker, leading in general to a reduced hit-
collection efficiency and a poor estimation of its track parameters. For these reasons,
a customized tracking procedure is designed for them. As for a generic track, also
for the electrons the first step of the track reconstruction is the seeding which is then
followed by the track building and the track fitting.

Two complementary algorithm for the seed estimation are used. The first proce-
dure is called ECAL-based seeding and it starts from the SC energy and position to
estimate the electron trajectory in the first layer of the tracker. This approach relying
on the fact that the energy-weighted average position of the clusters is on the helix cor-
responding to the initial electron energy propagated through the magnetic field without
emission of radiation. The electron seed is selected from all the reconstructed seeds.
The SC are selected in order to limit the number of misidentified seeds requiring that
both ESCT,ECAL < 4 GeV and EECALSC /EHCALTower < 15% the energy of the SC within
a cone of radius 0.15 around the electron direction. This procedure works efficiently
for isolated electrons with transverse energy greater then 4 GeV. For electrons in jets,
however, the energy and position of the associated superclusters are often biased by
the overlapping contributions from other particle deposits, leading to large inefficiency
during the linking procedure. In addition, also the backward propagation from the SC
to the inner tracker is likely to be compatible with many hits from other charged par-
ticles causing a substantial misreconstruction rate. Finally, for electrons with small
transverse momentum, their tracks are bent by the magnetic field and its radiated en-
ergy is spread over a region larger than the limits imposed to the supercluster size. As
a consequence, in these cases the position of the SC and the assignment of the tracker
hits are biased.

For all these reasons, a Tracker-based seed approach is developed. To recover
the seeding efficiency for low pT or non isolated electrons, tracker seeds are formed by
combining hits with the vertices obtained from tracks reconstructed in the pixel. For
all those tracks that fulfills the matching energy (E)-momentum (p) criterion of rth <
E/p < 3 (rth is set to 0.65 for electrons with 2 < pT < 6 GeV, and to 0.75 for electrons
with pT > 6 GeV), the algorithm starts with tracks reconstructed with the KF algo-
rithm. In this case, the algorithm collects hits up to the ECAL detector and the track is
matched to the closest PF cluster. For those tracks that have experienced a significant
bremsstrahlung radiation and fail the matching energy-momentum condition a second
selection is attempted. Initially the KF algorithm either stops collecting hits, or keeps
collecting them but relaxing their χ2 with the electron trajectory. Successively, the
new tracker-seeded candidate is refitted using a Gaussian sum filter (GSF) [109].

The final electron seed is then selected combining ECAL-seed and Tracker-seed
in a multivariate (MVA) analysis [110].

In the region where the transverse momentum is greater then 4 GeV, the intro-
duction of the Tracker-based seeding almost doubles the electron efficiency obtained
using only the ECAL-based approach. The situation is much better for lower values of
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pT . Indeed, the inefficiency of the ECAL-based seed is improved making the electron
reconstruction possible for lower transverse momentum [106] (Fig. 3.6).

Figure 3.6: Electron seeding efficiency for electrons (triangles) and pions (circles)
as a function of their transverse momentum. The results are obtained using a simu-
lated events samples enriched in b quark jets with pT between 80 GeV and 170 GeV,
and with at least one semileptonic b hadron decay. Both the ECAL- based seeding
efficiency and the Tracker-based seeding efficiency are displayed. [106].

The track-seeding is then followed by the track-building and the track-fitting.
The track-building is similar to the standard tracking workflow except that the χ2

threshold, used by the KF to decide the compatibility between an hit and the trajectory,
is weakened from 30 to 2000 and the energy loss are modeled in order to take into
account high radiative energy loss. The track fitting is performed using the Gaussian
sum filter [108].

The last ingredient needed by the PF algorithm to identify the electron is its
energy deposit in the ECAL detector. The clustering of the energy is performed sep-
arately in each subdetector in the barrel and in the endcaps. The cluster seeds are
identified as cells with an energy larger then a given threshold and the energy of the
closest cells. The topological-cluster is then grown from the seeds by aggregating cells
with at least a corner in common with a cell already in the cluster and with an energy
in excess of the cell threshold set to twice the noise level. The PF cluster correspond-
ing to the electron at the ECAL surface is the one matched to the track at the exit of the
tracker. The total ECAL energy is then corrected in order to recover all the energy dis-
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sipated by photons during the bremsstrahlung emission. Following the electron track
path, tangents are extrapolated towards the ECAL. If the extrapolation falls within the
cluster, then the cluster is added to the electron PF cluster as bremsstrahlung photon.

The final electron candidates are constructed from the association of an electron
track and a cluster in the ECAL. For ECAL-seeded a geometrical matching between
the track and the SC in the η-φ plane is required, whereas for tracker-seeded electrons
a global identification variable is defined using an MVA approach that combines infor-
mations on track observables, the electron PF cluster observables, and the association
between the two. The electron momentum resolution estimated using electrons com-
ing from the Z boson decay and with pT about 45 GeV ranges from about 2% in the
barrel region to about 4% in the endcaps for electrons with momentum close to 100
GeV. The region which benefits the most from the introduction of the tracking recon-
struction step is the low momentum region. In the Barrel region the improvement is
more then 50% for pT < 10 GeV, whereas in the EndCap is about 10% [108] (Fig. 3.7).

The isolated photons are reconstructed using only the calorimeter information.
Photon candidates are retained if they are isolated from other tracks and calorimeter
clusters in the event, and if the ECAL SC energy and the ratio between the HCAL
and ECAL energies are compatible with those expected from a photon shower. In
particular the energy measured in the HCAL tower with a ∆R from the photon SC
smaller than 0.15 must not exceed 10% of the supercluster energy. The latest studies
about photon performances are obtained targeting H → γγ process and are reported
in [111]. In the barrel the energy resolution is about 1%, whereas in the endcaps, the
resolution worsen up to about 2.5 in the case R9

7 ≥ 0.94. The resolution for photons
converted in e+e− pair is about 1.5% in the Barrel and about 3-3.5% in the EndCap.
The resolution as a function of | η | is reported in Fig. 3.7.

3.2.4 Neutral Particles and Charged Hadrons
Once muons, electrons, and isolated photons are identified the corresponding

PF blocks are removed from the PF blocks collection. The remaining particles to
be identified are hadrons from jet fragmentation and hadronization. These particles
can be detected as charged hadrons, neutral hadrons, non isolated photons, or muons
produced by early decays of charged hadrons.

The neutral hadrons and photons are reconstructed from all the clusters in ECAL
and HCAL not linked to a track. Two different cases can be distinguished. If the

7TheR9 variable is defined as the energy sum of the 3×3 crystals centered on the most energetic crystal
in the supercluster divided by the energy of the supercluster itself. This variable is used to discriminate
between converted and unconverted photons, indeed the showers of photons that convert before reaching
the calorimeter have wider transverse profiles and lower values of R9 than those of unconverted photons.
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Figure 3.7: (top) Resolution in electron momentum after combining the ESC and p
estimates (solid symbols), compared to that of the SC energy only (open symbols),
as a function of the electron pT . The circles points represent all the electrons in the
barrel not affected by bremsstrahlung, whereas the squares points show the electron
resolution in the case of tight radiative losses. Electrons are generated with uniform
distributions in η and pT [108]. (bottom) Relative energy resolution, σeff/E, as a
function of |η|, in simulated H → γγ events, for photons with R9 ≥ 0.94 (solid
circles) and photons with R9 < 0.94 (open squares). The vertical dashed lines mark
the module boundaries in the barrel, and the vertical grey band indicates the range of
|η|, around the barrel/endcap transition, removed from the fiducial region [111].

calorimeter cluster falls within the tracker acceptance (|η| < 2.5), a photon is as-
sociated with the ECAL SC and a neutral hadron with the HCAL cluster8. If the
calorimeter cluster is outside the tracker acceptance region, a photon is associated
with the ECAL cluster if there is no presence in the PF block of an HCAL cluster.
On the contrary if the HCAL cluster is present in the PF block, the combination of
ECAL+HCAL cluster give rise to a hadron.

8This choice is supported by the fact that usually 25% of the energy of a charged hadron is carried by
photons, whereas neutral hadrons leave only 3% of their energy in the electromagnetic calorimeter
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In the case where the clusters can be linked to more tracks the particles are de-
termined comparing the sum of the tracks momenta and the calorimetric energy as
explained in the following.

The simplest case happens when the energy of the calorimeter cluster is compati-
ble with the sum of the tracks momentum. In this case a charge hadron is reconstructed
and its momentum is recomputed applying a χ2 fit between the measurement in the
tracker and in the calorimeter.

If the energy in the cluster is in excess of the sum of the track momenta by
an amount larger than the expected calorimetric energy resolution of the cluster, the
excess is interpreted as photons or neutral hadrons depending of the amount of the
excess. Indeed, if the excess is smaller than the total ECAL energy and larger than
500 MeV, it is identified as a photon. Otherwise, the recalibrated ECAL energy still
gives rise to a photon, and the remaining part of the excess, if larger than 1 GeV, is
identified as a neutral hadron. A charged hadron is then reconstructed from each track
and its momentum is taken from the track momentum.

The last case identifies all the situations where the energy in the cluster is sig-
nificantly smaller compared to the sum of the tracks momentum by three standard
deviations of the energy. In this case a relaxed search for muons with little deposit in
the calorimeter is performed. As soon as a new muons is detected, its momentum is
subtracted from the sum of the track momenta associated with the calorimeter clus-
ter. If the sum of the track momenta is still larger than the cluster energy, the excess
in momentum is assumed to arise from residual mis-reconstructed tracks which are
removed until no such tracks remain in the PF block or until the momentum excess
disappears, whichever come first.

3.2.5 Jets Reconstruction
Jets are reconstructed by clustering candidate particles obtained using the PF

algorithm. In particular the results of the analysis are obtained using the anti-KT
algorithm (anti-kT) [112].

The process of collecting particles is guided by the distance between them de-
fined as:

dij = min
(
k2p
ti , k

2p
tj

) ∆2
ij

R2
(3.1)

and the distance of each particle i from the beam defined as:

diB = k2p
ti , (3.2)

where ∆2
ij = (ηi − ηj)2

+ (φi − φj)2, kti, ηi and φi are the transverse momen-
tum, the rapidity and the azimuth angle of the ith particle. The parameter R sets the
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scale of the distances between particles and basically determines the maximum dis-
tance for particles to be added to jets. In the case of the anti-kT, the distance from
the beam coincides with the square of the inverse of the transverse momentum of the
ith parton. The distance between particles (Eq. 3.1) also depends on the values of the
parameter p which is, for the particular case of the anti-kT, equal to -1.

The clustering proceeds by identifying the smallest of the distances among the
dij and diB . If the smallest distance is identified by dij then the ith and jth particle
are recombined in a single particle, in the other case ith particle is promoted to a jet
and removed from the list of the particles. The distances are recalculated and the
procedure repeated until no distance is left.

Considering the definition in the anti-kT, the distance dij between a hard and a
soft particle is smaller then the distance between two soft particles, and the algorithm
tends to cluster soft particles with hard ones rather than cluster soft particles with each
other.

After this stage the jet momenta need to be calibrated. There are several factors
that justify a need for calibrating the jet energies like the non linear response of the
calorimeter, the detector resolution, the electronic noise, the pileup, the underlying
events. Corrections can also be defined as a function of the flavor of the initial par-
tons. CMS has developed a factorized multi-level jet energy corrections (JEC) to be
applied in a precise fixed order [113]. The first jet energy correction is used to re-
move contamination from pileup, underling events and electronic noise (label as L1
correction). The contamination is event based and it is estimated considering the mean
density energy released by these sponger processes, weighted by the area associated
with each reconstructed jet [114,115]. The second and the third corrections are related
to possible variations in jet response with pseudorapidity and transverse momentum
(label as L2 and L3 corrections rispectively). Others corrections are released cen-
trally by the experiment to further improve the jet energy resolution but they are not
mandatory [113].

To further reduce the effect of pileup interactions, a dedicated pileup-jet iden-
tification algorithm [116] has been developed to identify pileup jets (Pileup Jet ID).
The algorithm exploits both the vertex and the shape properties of a jet. Indeed, each
pileup jet presents two features that allow its identification. The first characteristic is
related to the jet shape, indeed pileup jets are more spread compared to the hard jets
which are collimated. The second feature takes advantage from the fact that pileup
charged particles don’t point to the primary vertex. These characteristics allow the
pileup identification both in and out the tracker acceptance. For each jet reconstructed
by the detector, both vertex and shape informations are combined through a multivari-
ate analysis and the output discriminator is used in order to discarded the jet in the
case it is identified as a pileup jet.



3.2. Particle-Flow Algorithm 83

Another technique commonly used in CMS and orthogonal to the pileup jet id
is known as Charged Hadron Subtraction [117]. This procedure consists in removing
from the collection of particles used to cluster the jets all the charged hadrons which
can clearly be associated with a pileup vertex. Those ones without a clear association
or associated with the high pT vertex remain in the jet. This identification procedure
is applied on the jet objects before the jet energy corrections. The remaining offset
energy contamination in the hard jets has to be subsequently subtracted using the L1
corrections.

The Jet Energy Resolution is reported in Fig.3.8. The study is performed com-
paring the performance in different pileup scenari considering γ+ jets, and Z + jets

sample as a function of the jet transverse momentum. Two different pseudorapidity
region are reported. In both the regions the resolution is stable against pileup for jets
with pT ≥ 100 GeV. In particular it is better than 10% above pT = 100 GeV and 5%
when pT > 1 TeV. In the low momentum region (pT < 20 GeV) the performances
degrade up to 30% in the high pileup case (µ = 75). In both examples the CHS is
applied.

Figure 3.8: Jet energy resolution (JER) as a function of the transverse momentum
measured in simulation (γ + jets, and Z + jets) after the pileup cleaning. The jets
are reconstructed using the anti-kT clustering with R = 0.4. The JER is reported as a
function of the transverse momentum and different pileup scenario identified by the
mean number of interaction µ. For sake of illustration two pseudorapidity region are
reported 0 <| η |< 0.5 and 3.2 <| η |< 4.7 [118].

Another important task which obliged the CMS collaboration to develop a spe-
cific tools for it, is the identification of jets originating from b quarks [119]. The
tools is called Combined Secondary Vertex v2 (CSVv2) algorithm. Using a multivari-
ate technique, the CVSv2 algorithm takes advantage from different informations as
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the secondary vertex, the impact parameter significance and finally the jet kinematics.
The tool is able to discriminate between b quarks from c quarks, and b quarks from
light quarks. Several working points for CVSv2 discriminator are available: loose,
medium, and finally tight points. Each of them are defined as the values of the dis-
criminator cut for which the rate for misidentifying a light jet as a b jet is 10%, 1%,
and 0.1%, respectively, as measured for jets with pT greater then 25 GeV in tt̄ sample
and pT greater than 40 GeV in multijet sample [120].

3.2.6 Missing Energy Reconstruction
Although neurtrinos or new particles predicted by some exotic theoretical mod-

els do not leave any signal in the detector, their presence can be inferred indirectly
from the momentum imbalance in the plane perpendicular to the beam direction. This
asymmetry is quantified by the missing transverse momentum, ~EmissT , and its magni-
tude, the missing transverse energy (EmissT ). CMS presents several distinct and com-
plementary algorithms to reconstruct the EmissT [121]. The one used in the analysis
is the PF missing transverse momentum (PF ~EmissT ) defined as the negative vectorial
sum over the transverse momenta of all PF particles reconstructed in the event:

~EmissT = −
NPF

Pt∑
i=1

~PT,i (3.3)

A less commonly used algorithm is the Calo ~EmissT which uses the energies
contained in calorimeter towers and their directions relative to the centre of the detec-
tor. The sum excludes energy deposits below noise thresholds but is corrected for the
calorimeter deposits of muons, when they are present, by adding their momentum to
the sum [122].

As for jets, also the ~EmissT and its magnitude needs to be calibrated to correct
for the nonlinearity of the response of the calorimeter, inefficiencies in the tracker or
calorimeters, thresholds in the calorimeter clusters and in the transverse momentum.
The bias can be reduced correcting the transverse momentum of the jets involved in
the missing transverse energy computation applying the jet energy corrections (JEC)
on top of them.

~Emiss,Type−IT = ~EmissT −
∑
jets

(~P corrT,jet − ~PT,jet) (3.4)

The EmissT is also corrected for pileup. This correction removes all the charged
hadrons originating from secondary vertex but also the neutral pileup particles. The
estimation of the pileup neutral component is not easy. Under the assumption of no
genuine missing energy in pileup events, the neutral and charged pileup contributions
are assumed to be exactly equal [121]. Finally, a further correction has to be applied
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to take into account φ asymmetries, which cause a variation in the average ~EmissT

components along the x and y axis [121]. This asymmetry is caused by imperfect
detector alignment, inefficiencies, a residual φ dependence of the calibration, and a
shift between the centre of the detector and the beam line [123].

The resolution of the missing transverse energy is dominated by the hadronic
activity in the event and it is measured using candle process like the Drell-Yan (DY)
characterized by no physical ~EmissT . The transverse momentum of the Z or γ boson
is used as a reference. In principle this momentum should be totally balanced by the
hadronic activity in the event. The parallel and orthogonal components to the pT of
the Z or γ boson are measured and used to quantify the resolution (Fig. 3.9). The
distributions of these two components are presented in Fig. 3.10.

Figure 3.9: Illustration of the Drell-Yan event kinematics in the transverse plane for
the Z boson (left) and the photon (right). The vector ~uT denotes the vectorial sum of
the transverse momentum of all particles reconstructed in the event except for the two
leptons from the Z decay or the photons [121].

In parallel to PF EmissT , the CMS experiment has developed different alternative
strategies to estimate ~EmissT in order to face up the degradation of the missing trans-
verse energy resolution with the increasing of the pileup [121]. One of these tech-
niques, developed for Run-II, is the pileup per particle identification (PUPPI) [125]
and attempts to use local shape informations, event pileup properties and tracking in-
formations to reduce the pileup dependence on various jet and EmissT variables. A
weight for each particle is computed on an event-by-event basis based on the local
shape for a pileup associated to charged particles to rescale their momenta depend-
ing on their pileup likeliness. Although the two different approaches have the same
performance in presence of low pileup condition, the discrepancies between the two
algorithms tends to increase with the increase of the vertices. In the case of 25 ver-
tices the relative discrepancy is about 20-25%. In addition as presented in Fig. 3.11,
the missing transverse energy estimated by PUPPI is less affected by the increase of
the pileup since the difference of the resolution in both the recoil components between
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Figure 3.10: Distributions of uT (top) and u‖ + qT (bottom) for PF EmissT for
Z → µ+µ−. The points in the lower panel of each plot show the data/MC ratio,
including the statistical uncertainties of both data and simulation. The grey error band
displays the systematic uncertainty of the simulation. The first (last) bin contains the
underflow (overflow) content. The increased uncertainty in the uT and u‖ + qT dis-
tributions around ±70 GeV is due to the jet energy resolution uncertainty which is
bigger in the region where the boson goes with an hard jet [124].
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Figure 3.11: Resolution curves of the parallel (left) and perpendicular (right) recoil
component versus the number of reconstructed vertices. The comparison between PF
EmissT (blue triangle) and PUPPI EmissT (red triangle) is presented in the plots. In all
the distributions the events in Z → µ+µ− channel are reported. The upper frame of
each figure shows the resolution in data, instead the lower frame shows the ratio of
data to simulation [124].

the « no pileup » case (3 vertices) and the « pileup » case (25 vertices) is of the order
of GeV, whereas for the PF EmissT the discrepancy is about 20 GeV.

3.2.7 Lepton Isolation
Lepton isolation is one of the main variable used to select prompt muons and

electrons produced during electroweak processes and for rejecting the leptons pro-
duced in jets by the decay on flight of hadrons. The isolation is quantified by esti-
mating the magnitude of the total transverse momentum of the particle in a cone with
radius 0.3 or 0.5 around its direction (Eq. 3.5),

IPF =
1

pT
·
(∑
h±

ph
±

T +
∑
γ

pγT +
∑
h0

ph
0

T

)
(3.5)

where the sums run over charged hadrons (h±), photons (γ), and neutral hadrons
(h0), and pT is the magnitude of the transverse momentum carried by each particle
in the sums. As can be understood, this variable is strongly affected by the pileup
activity during the collision. To mitigate the impact of pileup on the discrimination
based on isolation, the expected pileup contributions are subtracted from the neutral
hadrons and photons components. Only charged hadrons associated with the primary
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vertex are used in the computation of the isolation. Three different strategies are
adopted to estimate the mean contribution of the pileup depending if a muon or an
electron/photon is considered.

In the first case the delta-beta correction is applied. This correction is achieved
by subtracting from the neutral contribution a fraction of the sum of the transverse mo-
menta of the charged particles not originating from the primary vertex. The isolation
for the muon case can then be rewritten as:

IPF =
1

pT(µ)

∑
h±

ph
±

T + max(0,
∑
h0

ph
0

T +
∑
γ

pγT −∆β ·
∑

h±,pileup

ph
±

T )

 (3.6)

The factor ∆β is estimated to be equal to 0.5 which corresponds approximately
to the ratio of the neutral particles to charged hadron in inelastic proton-proton colli-
sion [126].

When dealing with electron candidates, the neutral flux is corrected by using
the average energy density due to pileup and underlying event (ρ), and an effective
area (Aeff ) which is an ad-hoc coefficient chosen precisely to achieve an isolation
efficiency independent from pileup. Figuere 3.12 reports the energy density of the
electron produced by a Z boson as a function of the number of vertices generated
during a collision between two bunches.

IPF =
1

pT

[∑
h±

ph
±

T + max(0,
∑
h0

ph
0

T +
∑
γ

pγT −Aeff · ρ)

]
(3.7)

In the case of photons, it can happen that some deposits of its energy are missed
during the energy clusterization around its seed. This energy leaks are instead used
during the energy clusterization of hadrons or secondary photons that are used later
to estimate the γ isolation. This effect is pT dependent, and it becomes significant
at high transverse momentum, whereas it is dwarfed by the noise contribution at low
momentum. To handle this problem the requirements on the photon isolation are
parametrized with respect to its transverse momentum and they are applied separately
to each contribution (h±, γ, and h0) used to estimate the isolation (Tab. 4.8).

ρ-corrected PF charged hadron α

ρ-corrected PF neutral hadron β + θ · pT + δ · p2
T

ρ-corrected PF photon ω + µ · pT

Table 3.1: Generic transverse momentum parametrization to estimate the photon iso-
lation thresholds as a function of the photon pT .
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Figure 3.12: Average energy density as a function of the number of reconstructed
p-p collision vertices, for electron candidates with pT > 20 GeV and | η |< 1 in
Z → e+e− events. The figure reports the energy density ρ (open dots) and the energy
density on the PF isolation in the electron before (pink dots) and after (green dots) the
correction for pileup [108].
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3.3 Simulation
In the previous paragraphs and chapters it was described how it is possible to

reconstruct the data produced by particle detectors in order to identify and measure
the particles produced in the collisions. All this procedure would be totally useless
if there wasn’t anything to compare with. The goal of the simulation is precisely to
facilitate the comparison of the observed data with those that would be expected from
a model that is already known (background).

In CMS the process of obtaining simulated data is achieved through three differ-
ent steps:

• Generation. The production of a samples (background or signal) starts with
the generation of events that describe the physical processes happening in the
LHC collisions. A process can be divided in two main parts. The first part is
the hard scattering, which identifies all the phenomena that occur at a very high
energy regime and can be described by a perturbative approach. The second
part can be described by the non perturbative processes like the showering and
the hadronization of the partons in the final event.

• Simulation. The particles produced in the physical process are propagated in
this step through the experimental setup. In this step a detailed description of
the magnetic field and material of the CMS apparatus, must be provided to
simulate the propagation of the particles to the detecting layers, including their
interactions that can give rise to secondary particles.

• Digitization. This step provide a simulation of the detector response. This step
also includes the effect of the pileup, and the emulation of both the L1 and the
HLT trigger.

After these three steps, simulated data can be processed through the reconstruc-
tion software exactly like the real data produced by the CMS detector. In other words,
during the reco-step all the algorithms described previously in the chapter are run to
reconstruct and identify the particles that were simulated during the previous three
steps

The data produced by the reconstruction step is not yet the one used during the
final analysis. A skimming process is applied on top of it to obtain an high-level data
tier object to serve the needs of the mainstream physics analyses while keeping a small
event size (30-50 kb/event). The final sample is denominated "MiniAOD" [127] and
its main content is:

• High level physics objects (leptons, photons, jets, EmissT ), with detailed infor-
mation in order to allow e.g. retuning of identification criteria. Some preselec-
tion requirements are applied on the objects. If the objects fail them they are
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either not stored or stored only with a limited set of informations. The selection
is quite basic and it consists of a cut on the transverse momentum whose value
is particle dependent. Two jets collections with different R value (0.4 and 0.8)
are stored in the sample. Some high level corrections are applied, like the sets
of the Jet Energy Corrections which are mandatory for the jets or the Type-I
corrections for the missing transverse energy.

• Basic information for all PF candidates is included in Mini-AOD: four-momentum,
charge, impact parameters, and particle type (electron, photon, etc.). Quality
flags related to the association with the interaction vertex and tracking hits in the
detector are also provided. To reduce as much as possible the occupied space,
all the information is stored with a limited precision of about 0.1%. Finally, the
physics objects and PF candidates are fully cross referenced, so each object is
linked to the PF candidates from which it was reconstructed. The presence of
PF candidates is useful in the case an analysis needs to work with objects that
are not provided centrally and allow a better performance of the analysis itself.

• MC Truth information: a subset of the particles produced in the hard scattering
process, jet flavor information, and final state leptons and photons are saved.
Jets with pT > 8 GeV are also stored, and so are the other MC summary in-
formation (e.g event weights, LHE header, PDF, PU information). In addition,
all the stable particles associated with the final state are also saved, to allow
reclustering of jets with different algorithms and substructure studies.

• Trigger information: the trigger bits associated with all the trigger paths, and
all the trigger objects that have contributed to firing at least one path within the
trigger are stored in the file. In addition, all the objects reconstructed at L1,
the L1 global trigger output, and the prescale values of all the triggers are also
stored in the MiniAOD.

The production of simulated samples is usually implemented centrally by the
collaboration during some very precise periods of the data taking. All the samples
produced during the same campaign share the same configurations, the same tuning
and pileup conditions, the same beam energy, and the same software. For data, only
the reconstruction and the skimming steps are needed. Indeed the Generation step
is superseded by real physics collisions, the simulation and the digitization step is
substituted by the real CMS detector.



Chapter 4
Search for a spin-zero high
mass resonance with the
ZZ → 2l2ν channel using 2016
data in CMS

A search for a generic scalar resonance decaying in two Z bosons is described
in this chapter. The analysis has been performed using data collected by the CMS
experiment during 2016 for an integrated luminosity of 35.9 fb−1. All the aspects of
the analysis, starting from the development of the analysis framework and up to the
extraction of the final exclusion limits, have been carried out during the last three
years of the doctoral work in collaboration with the "Université Libre de Bruxelles",
the "University of Delhi", and "Beihang University". All the results presented in this
chapter have been used to perform a combination analysis with two other decay chan-
nel of the H → ZZ family: ZZ → 4l and ZZ → 2l2q [128].
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4.1 Introduction
After the observation of a new boson with mass close to 125 GeV [1, 2] by the

ATLAS and the CMS experiments at the LHC many questions seek experimental an-
swers. As presented in the first chapter of this thesis, direct searches for an additional
scalar boson can play an important role in this process, and are well motivated in the
context of many models beyond the Standard Model (SM) like the 2HDM, EWS, and
MSSM1. CMS has excluded a heavy SM-like Higgs boson in the mass range between
200 GeV and 1000 GeV using the full Run-I dataset [71]. With an increased center-
of-mass energy of 13 TeV, it is possible to extend this search to higher masses, and
probe for new physics up to 3 TeV.

The most direct way to discover a new particle is to observe a resonance at a
specific mass (m). The mass reconstruction can be achieved taking advantage from
the relativistic relation between the energy (E), the tri-momentum (~p), and the mass of
the particle:

m2 = E2 − p2 = E2 − (p2
x + p2

y + p2
z) = E2 − (~p2

T + p2
z) (4.1)

Looking at the simple case of a resonance decaying in two particles (two-body
decay) and following the notation reported in the Fig. 4.1, the previous mass relation
can be rewritten as

Figure 4.1: Definitions of the variables for the two-body decays. P, p1 and p2 identifies
the tri-momentum of the particles involved in the process, whereas M, m1, and m2

their mass.

m2 = E2 − p2 = (E1 + E2)2 − (p1 + p2)2

= (E1 + E2)2 − ((~p1,T + ~p2,T )2 + (p1,z + p2,z)
2)

(4.2)

1A search for a scalar boson in the context of EWS and 2HDM (Type-I and Type-II) was performed in
the H → ZZ → 2l2ν channel using the data collected in 2015 by the CMS detector. Their results are
reported in this article [47] but they will not be described in this manuscript.
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When all decay products of the particle can be properly reconstructed and iden-
tified the mass is well defined. This is the case of the Drell-Yen process when the Z
boson decays in a pair of electrons or a pair of muons. However, it can also happen that
the final state is composed by particles which don’t interact with the detector like the
neutrinos, as the case of the W boson when it decays leptonically or the case of the Z
boson when it decays in two neutrinos. A similar situation occurs in the ZZ → 2l2ν

channel where the event can’t be totally reconstructed due to a lack of information
originating from the presence of neutrinos.

Despite this problem, a partial identification can be achieved exploiting the con-
servation of the transverse component of quadri-momentum. Indeed, since both the
colliding particles gee along the longitudinal direction and the momentum has to be
conserved, the total final momentum on the transverse plane has to be zero. The
estimation of the total transverse momentum of the final invisible particles must bal-
ance the total transverse momentum of the visible particles. The imbalance of the
transverse momentum is quantified by the missing transverse momentum ( ~EmissT ) as
already explained in Chapter 3.

In this context, even if the direct measurement of the mass can’t be achieved
anymore, its value can be constrained with the transverse mass variable (MT ) [129].
Defining the transverse energy ET as

√
M2 + ~p2

T , the transverse mass is defined as

M2
T ≡ (ET (1) + ET (2))2 − (~pT (1) + ~pT (2))2 (4.3)

The decay channel used in this analysis search is characterized by the presence of
two Z bosons decaying respectively in two leptons and two neutrinos. For this reason
the property of the missing transverse energy and the transverse mass are exploited in
order to search for hints of possible new heavy scalar particles.

More precisely, the following analysis targets a generic heavy scalar resonance
(indicated as X for the entire chapter) with mass between 200 GeV up to 3 TeV and
width between 5 GeV up to 100 GeV. The search is performed in the ZZ → 2l2ν

channel characterized by the presence of large missing transverse energy (EmissT ).
The selection of the signal region is based on a pure identification of events with a
Z → l+l− (l = µ, e) candidates in different event categories characterized by dif-
ferent numbers of accompanying jets. The optimization of the search in both flavor
channels requires a good understanding of the background processes as well as precise
predictions, and simulations, of the assumed heavy scalar signal. Where feasible, the
backgrounds are estimated using data-driven methods as in the case of Drell-Yan and
“non-resonant” backgrounds (i.e. di-lepton events not produced from a Z candidate).
Alternatively, simulation predictions are used as in the case of the irreducible back-
ground (ZZ, WW, ZVV). The signal is modeled taking into account its interference
with the continuum background (pp→ ZZ) and the SM Higgs.
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Finally, the statistical analysis is performed using the transverse mass shape dis-
tribution.
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4.2 Datasets and Simulated Samples
To test the hypothesis of a heavy scalar boson three ingredients are needed: the

real data measured by the experiment, the background simulations, and finally the
signal simulations.

4.2.1 Data
The Data used in the analysis are the ones collected and certified by CMS during

2016 for an integrated luminosity of 35.9 fb−1. The search is performed using the dou-
ble and single lepton trigger datasets. The Double lepton dataset (DoubleElectron,
DoubleMu) is composed by all the events which present at least two leptons with a
transverse momentum greater than a precise threshold depending on the trigger path
used. In the particular case of the ZZ → 2l2ν, the final state must have two lep-
tons with same flavor. In addition, to recover some inefficiency in the double lepton
trigger dataset, the single muon trigger dataset (SingleMu) and the single electron
trigger dataset (SingleElectron) are used. Finally, the photon (Photon) and
the electron-muon (MuEG) trigger datasets are used to study some precise region of
the phase space in order to estimate some background contribution directly from data
(data-driven approach). The trigger paths used in this analysis will be properly ex-
plained in the section 1.3.2 of this chapter, whereas the Table 4.1 summarizes all the
datasets used in the analysis.
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Dataset
∫
L(fb−1) Run range

/%%/Run2016B-23Sep2016-v3 5.933 273150-275376
/%%/Run2016C-23Sep2016-v1 2.646 275656-276283
/%%/Run2016D-23Sep2016-v1 4.353 276315-276811
/%%/Run2016E-23Sep2016-v1 4.117 276831-277420
/%%/Run2016F-23Sep2016-v1 3.186 277932-278808
/%%/Run2016G-23Sep2016-v1 7.721 278820-280385
/%%/Run2016H-PromptReco-v2 8.636 281207-284035
/%%/Run2016H-PromptReco-v3 0.221 284036-284068

Total 35.9

Table 4.1: MiniAod datasets used for ZZ → 2l2ν analysis. The symbol %% stands
for DoubleElectron, DoubleMu, SingleElectron, or SingleMu. MuEG

and Photon datasets are used as control regions. The integrated luminosity and the
run-ranges are shown for each data period.

4.2.2 Background
The final state used in the analysis can be mimicked by other SM processes with

a similar topology. The main background is pp→ ZZ → 2l2ν. Its cross section is 2-4
order of magnitudes greater than the signal cross-section, which is 1-3 order of mag-
nitudes lower than the tri-boson production processes, depending on the resonance
mass. Hints of new physics are expected to emerge in regions populated by leptons
with high transverse mass where the contribution of the background is expected to be
low. In this phase space region event yield predictions can be decisive in the process
of a discovery. For this reason the most precise theoretical tools as in the case of the
Monte Carlo event generators are preferred. The background processes are produced
with several Monte Carlo (MC) event generators at the NLO precision and all of them
are normalized according to the cross section officially provided by the CMS experi-
ment [130]. The W → lν sample is generated with MadGraph5_aMC@NLO [131]
and its cross section is calculated centrally by the CMS experiment at NNLO QCD
expansion precision. MadGraph5_aMC@NLO is used also to simulate the Drell-Yan
process Z/γ∗ + jets. For this process, two samples are considered: the first one re-
quiring that the final lepton invariant mass is between 10 GeV and 50 GeV at generator
level, whereas the second one requiring a mass greater than 50 GeV at generator level.
The corresponding cross section is normalized at NLO in the first case and at NNLO in
the second case. Top-pair production, tt̄→ 2l2ν, is produced with Powheg [132–135]
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and normalized to its NNLO cross section. The tt̄V (V = W, Z) are generated with
MadGraph5_aMC@NLO. The top quark produced in association with the W boson
is simulated using Powheg normalized to the NNLO cross section. The single top
quark production in the s-channel is modeled availing of MadGraph5_aMC@NLO,
whereas the t-channel using Powheg. The di-bosons processes are produced using
both MadGraph5_aMC@NLO and Powheg. WW (WW → 2l2ν, WW → lν2q)
channels are simulated by Powheg but normalized to the NNLO cross section. The
ZZ → 2l2ν and ZZ → 2l2q are generated at NLO precision using Powheg and
MadGraph5_aMC@NLO respectively. WZ → 3lν is generated with Powheg and
WZ → 2l2q with MadGraph5_aMC@NLO normalized to the NNLO cross section.
Finally the tri-boson channels are all simulated by MadGraph5_aMC@NLO and nor-
malized to the MC generator cross-section. The shower is handled by Phythia8 [136]
using the FxFx matching scheme [137, 138]. During 2016, the PDF used centrally
were the NNPDF3.0 [139]. The full CMS detector simulation is based on GEANT4
package [140]. For the 2016 MC production all the samples are simulated assuming
25 ns bunch spacing. The entire list of background processes used in 2l2ν analysis
associated with their Monte Carlo generators, is reported in the table 4.2.

Process Dataset Generator σ (pb) [QCD precision]
W → `ν /WJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/S16 MadGraph5_aMC@NLO 61526.7 [NNLO]

Z → ``
/DYJetsToLL_M-10to50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/S16 MadGraph5_aMC@NLO 18610 [NLO]

/DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/S16 MadGraph5_aMC@NLO 5765.4 [NNLO]

tt+X
/TTTo2L2Nu_13TeV-powheg/RunIISpring16MiniAODv2-PUSpring16 Powheg 87.31 [NNLO]

/TTWJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8/S16 MadGraph5_aMC@NLO 0.2043 [NLO]

/TTZToLLNuNu_M-10_TuneCUETP8M1_13TeV-amcatnlo-pythia8/S16 MadGraph5_aMC@NLO 0.2529 [NLO]

Single top

/ST_tW_antitop_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1/S16 Powheg 35.85 [NNLO]

/ST_tW_top_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1/S16 Powheg 35.85 [NNLO]

/ST_t-channel_4f_leptonDecays_13TeV-powheg-pythia8_TuneCUETP8M1/S16 Powheg 70.69 [NLO]

/ST_s-channel_4f_leptonDecays_13TeV-amcatnlo-pythia8_TuneCUETP8M1/S16 MadGraph5_aMC@NLO 3.362 [NLO]

Dibosons

/WZTo3LNu_TuneCUETP8M1_13TeV-powheg-pythia8/S16 Powheg 4.4297 [NLO]

/WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8/S16 MadGraph5_aMC@NLO 5.595 [NNLO]

/WWTo2L2Nu_13TeV-powheg/RunIISummer16MiniAODv2-S16 Powheg 12.178 [NNLO]

/WWToLNuQQ_13TeV-powheg/RunIISummer16MiniAODv2-S16 Powheg 49.997 [NNLO]

/ZZTo2L2Nu_13TeV_powheg_pythia8/S16 Powheg 0.564 [NLO]

/ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8/S16 MadGraph5_aMC@NLO 3.22 [NLO]

Tribosons
/ZZZ_TuneCUETP8M1_13TeV-amcatnlo-pythia8/S16 MadGraph5_aMC@NLO 0.01398 [NLO]

/WZZ_TuneCUETP8M1_13TeV-amcatnlo-pythia8/S16 MadGraph5_aMC@NLO 0.05565 [NLO]

/WWZ_TuneCUETP8M1_13TeV-amcatnlo-pythia8/S16 MadGraph5_aMC@NLO 0.16510 [NLO]

Table 4.2: A list of the SM dilepton processes used in the ZZ →
2l2ν is reported. For each of them both the MC generator and the ex-
pected cross section is quoted. In particular for each cross section, it
is explicitly underlined the order of the QCD perturbation order expansion
at which they are estimated. S16 stands for RunIISummer16MiniAODv2-
PUMoriond17_80X_mcRun2_asymptotic_2016_TrancheIV_v6(_ext*)-v1.
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4.2.3 Signal Samples and Signal Modeling
The target of the analysis search is a scalar particle with a mass between 200 GeV

and 3 TeV that could be produced in either the ggF or the VBF processes, assuming
a generic width. For both ggF and VBF the heavy resonance is generated initially
by Powheg [64, 141]. Thirteen samples are produced for each process: nine mass
points are simulated between 200 GeV and 1 TeV using steps of 100 GeV, and four
mass points are generated between 1 TeV and 3 TeV using steps of 500 GeV. In order
to test different width hypothesis, the signal samples are reweighted using the MELA
package [76–79]. Three width values are tested: 5 GeV, 10 GeV, and 100 GeV. Finally,
the decay in ZZ → 2l2ν is handled by the JHU Generator (JHUGen) [76–79]. A
detailed description of the reweighting procedure is given in the next lines.

MELA is a LO matrix-element tool based on JHUGen and MCFM generator [74,
75]. The reweigthing of the events generated by Powheg has two main purposes:

• test new width hypothesis for each mass point assuming SM couplings between
particles.

• take into account the interference between signal, continuum and the SM higgs
boson (h1) both in ggF and in VBF.

The reweigthing procedure is event-by-event based and it starts by initializing
MELA with the mass and width values that has to be tested. In particular, MELA
needs to know the process that has to be modeled. To set the final limits on the produc-
tion cross section of a generic scalar resonance, three different distinct processes are
generated for each mass point: the heavy scalar resonance X , the background defined
as pp→ ZZ → 2l2ν+pp→ h1 → 2l2ν and finally the combination of the signal and
the background (pp→ ZZ → 2l2ν + pp→ h1 → 2l2ν + pp→ X → 2l2ν). For each
reconstructed signal event, MELA computes a weight based on the kinematic of the
hard process generated by Powheg that could give rise to the considered event. In par-
ticular, MELA needs to know both the four-momentum and the flavor of each initial
and final particle involved in the hard process. In the VBF case, the information of
the additional jets in the final state is required. The kinematic of each event is used
to compute the square of the corresponding matrix element both for the SM case and
for each of the three processes previously mentioned at LO and based on the MCFM
generator. The square of each matrix element identifies the probability that the event
is generated by that specific physical process. The two numbers obtained considering
the SM case and the three processes previously mentioned are then finally combined
together in a single object defined by their ratio in order to remove from one side the
Powheg SM weight carried by each generated event and on the other side rescale the
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same event for the new weight. The final number is then multiplied to the event. In ad-
dition, in order to mimic the NLO kinematic availing of a LO matrix element, the real
extra radiation is reabsorbed by adding its quadri-momentum to the one associated to
its closest parton in the ∆R2 plane.

There are four sources of interference in the X → ZZ → 2l2ν: the interfer-
ence with the ZZ → 2l2ν continuum, the interference with the SM Higgs (h1), the
interference between the light Higgs and the continuum, and finally the interference
with WW → 2l2ν. If the third contribution can be neglected [72] thanks to the re-
quirement on the invariant mass of the final leptons l± (|Ml+l− −MZ | < 15 GeV),
the other three interferences cannot because they affect significantly both the shape
and the normalization of the resonance. The distributions reported in figure 4.2-4.4
describe in detail how the interference affects both the shape and the normalization
for two different mass points and two different values of the width. Following the
notation reported in the equations 4.4

X =| pp→ X → ZZ → 2l2ν |2 .
Cont+ h1 + InterfCont−h1

=| pp→ ZZ → 2l2ν+

+ pp→ h1 → ZZ → 2l2ν |2 .
Cont+ h1 +X + InterfAll =| pp→ ZZ → 2l2ν+

+ pp→ h1 → ZZ → 2l2ν+

+ pp→ X → ZZ → 2l2ν |2 .
Cont+X + InterfCont−X =| pp→ ZZ → 2l2ν+

+ pp→ X → ZZ → 2l2ν |2 .
InterfAll =| pp→ ZZ → 2l2ν+

+ pp→ h1 → ZZ → 2l2ν+

+ pp→ X → ZZ → 2l2ν |2 +

− | pp→ ZZ → 2l2ν |2 +

− | pp→ h1 → ZZ → 2l2ν |2 +

− | pp→ X → ZZ → 2l2ν |2 .
InterfCont−X =| pp→ ZZ → 2l2ν+

+ pp→ X → ZZ → 2l2ν |2 +

− | pp→ ZZ → 2l2ν |2 +

− | pp→ X → ZZ → 2l2ν |2 .

(4.4)

the different distributions show that the interference between the continuum and
the heavy scalar resonance increases the tail on the left of the peak whereas it re-

2∆R =
√

(η1 − η2)2 + (φ1 − φ2)2, where 1 and 2 refer to the considered particles.
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duces the right part; the introduction of the light higgs inside the total amplitude has a
big effect because overturns the previous interference contribution, leading to a total
interference that is destructive on the left of the peak and constructive on the right.

The interference is also affected by both the mass of the resonance X and its
width. Indeed, the interference occurs in the region of the phase space covered by at
least two different processes. If both the continuum and the light Higgs have a known
shape, the mass spectrum of the new scalar particle X changes according to its mass
and its width values. From the distributions reported in Fig. 4.2 to Fig. 4.4 one can
infer that the effect of the interference spreads more and more around the peak as the
width increases, while its effects are totally limited close to the region around the peak
for lower values of the width.
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Figure 4.2: Mass spectrum of ZZ → 2l2ν final state considering a mass of 800 GeV
and width hypothesis of 5 GeV in gluon fusion mechanism. The red dots represent the
heavy scalar boson (X), the blue shape (| ZZ → 2l2ν + h1 → ZZ → 2l2ν |2), the
light green dots represent the full amplitude considering also the contribution of the
heavy boson, and finally the grey distribution (| ZZ → 2l2ν+X → ZZ → 2l2ν |2).
The interference shapes are reported in the bottom plot in the case the SM higgs is
neglected (orange distribution) or not (green distribution).
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Figure 4.3: Mass spectrum of ZZ → 2l2ν final state considering a mass of 800 GeV
and width hypothesis of 100 GeV in gluon fusion mechanism. The red dots represent
the heavy scalar boson (X), the blue shape (| ZZ → 2l2ν+h1 → ZZ → 2l2ν |2), the
light green dots represent the full amplitude considering also the contribution of the
heavy boson, and finally the grey distribution (| ZZ → 2l2ν+X → ZZ → 2l2ν |2).
The interference shapes are reported in the bottom plot in the case the SM higgs is
neglected (orange distribution) or not (green distribution).

The last step concerning the signal modeling is related to the estimation of the
signal cross section. Actually, for each background sample the cross section is ob-
tained availing the theoretical SM predictions and it is used as an input parameter to
rescale each sample to the correct luminosity3. This procedure can’t be applied to
the signal sample because no specific theoretical model is used as a benchmark. To
face this problem, the cross section is estimated on top of the MELA reweigthing
procedure for each mass and width value. In this situation the Powheg signal cross
section is meaningless and then for simplicity it is set to 1 pb for each mass point.
As a consequence all the different shapes that can be generated by MELA loose their

3The usual strategy to generate a sample is to fix the number of produced events in order to cover as
much a possible the entire kinematical phase space (Nprod). It means therefore that each sample has its
own luminosity (Ltot = Nprod/σ) which doesn’t correspond to the one measured by the experiment.
For this reason each sample has to be normalized to recover the number of events that will be measured
considering the experimental conditions of the data taking.
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Figure 4.4: Mass spectrum of ZZ → 2l2ν final state considering a mass of 1500 GeV
and width hypothesis of 100 GeV in gluon fusion mechanism. The red dots represent
the heavy scalar boson (X), the blue shape (| ZZ → 2l2ν+h1 → ZZ → 2l2ν |2), the
light green dots represent the full amplitude considering also the contribution of the
heavy boson, and finally the grey distribution (| ZZ → 2l2ν+X → ZZ → 2l2ν |2).
The interference shapes are reported in the bottom plot in the case the SM higgs is
neglected (orange distribution) or not (green distribution).

right normalization which is restored by using the continuum background as it will be
explained in the following lines.

In the case the MELA package is used to simulate the pp→ ZZ process (MELA
continuum), its predictions need to be compatible with the same physical process sim-
ulated by another MC generator like MCFM. The Fig. 4.5 presents a comparison be-
tween the MCFM mass spectrum and the mass shape predicted by MELA starting
from the Powheg sample normalized to 1 pb. It is evident that the MELA shape is
afflicted by a global normalization problem which is recovered scaling the shape to
the reference distribution by applying a global scale factor (“continuum-SF“). The
continuum-SF is defined as the ratio of the integral of the mass spectrum estimated
in the two cases. The goodness of the rescaling procedure is reported in the same
Figure 4.5. Although, the absolute normalization of the continuum background is not
saved during the procedure, the relative normalization between MELA continuum and
the other distributions obtained starting from the same Powheg sample is conserved.
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Taking advantage from this relation, the continuum-SF can be used further to recover
their right absolute normalization of any process obtained by MELA.

The final signal cross section is estimated swamping the relationNevents = σ ·L ,
where the number of events Nevents is computed as the integral of the mass spectrum
for each mass and width hypothesis and L is the luminosity recorded by the CMS
experiment during the 2016.

In the case of the VBF channel, where the proper signal sample was not centrally
produced in 2l2ν final state, the rescaling is performed following the same procedure
just described but starting from the 4l final state at LO and taking into account the
different branching ratio between the different channels decay 4l and 2l2ν final state.

Mass [GeV]
0 500 1000 1500

E
ve

nt
s

3−10

2−10

1−10

1

10

210

310

410

Continuum Shape, M = 400 GeV

MELA Continuum

 ZZ (MCFM)→gg 

Continuum Shape, M = 400 GeV

Mass [GeV]
0 500 1000 1500

E
ve

nt
s

3−10

2−10

1−10

1

10

210

310

Continuum Shape, M = 400 GeV

MELA Continuum

 ZZ (MCFM)→gg 

Continuum Shape, M = 400 GeV

Mass [GeV]
0 500 1000 1500

E
ve

nt
s

3−10

2−10

1−10

1

10

210

310

410

510

610

Continuum Shape, M = 1500 GeV

MELA Continuum

 ZZ (MCFM)→gg 

Continuum Shape, M = 1500 GeV

Mass [GeV]
0 500 1000 1500

E
ve

nt
s

3−10

2−10

1−10

1

10

210

Continuum Shape, M = 1500 GeV

MELA Continuum

 ZZ (MCFM)→gg 

Continuum Shape, M = 1500 GeV

Figure 4.5: MELA Continuum mass spectrum for gg → ZZ process. The comparison
is performed considering two mass values (400 GeV (top) and 1500 GeV (bottom))
before (left) and after (right) the continuum reweighting procedure.

This procedure was validated comparing the cross-section predicted using this
recipe and assuming a heavy scalar resonance SM-like with the values computed by
the "Higgs Cross Section Working Group" for a heavy scalar resonance SM-like and
reported in the following article [60]. The comparison has shown a good agreement
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between the two values. The final cross sections for each mass point and each width
hypothesis are reported in the Table 4.3.
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MX (GeV) ΓX (GeV) σggF (pb) σV BF (pb)

200
100 7.16943 · 10−4 4.01088 · 10−6

10 3.10052 · 10−3 1.41713 · 10−5

5 5.73029 · 10−3 2.53557 · 10−5

300
100 9.60252 · 10−3 1.43903 · 10−3

10 6.59359 · 10−2 1.09335 · 10−2

5 1.27286 · 10−1 2.14829 · 10−2

400
100 1.76147 · 10−2 1.64836 · 10−3

10 2.08345 · 10−1 1.50163 · 10−2

5 4.22868 · 10−1 2.98804 · 10−2

500
100 1.72144 · 10−2 1.56461 · 10−3

10 2.06409 · 10−1 1.52646 · 10−2

5 4.18509 · 10−1 3.04568 · 10−2

600
100 1.21598 · 10−2 2.67087 · 10−3

10 1.39248 · 10−1 2.69125 · 10−2

5 2.81284 · 10−1 5.38395 · 10−2

700
100 9.97052 · 10−3 2.61042 · 10−3

10 1.08503 · 10−2 2.68473 · 10−2

5 2.17461 · 10−2 5.34991 · 10−2

800
100 7.23416 · 10−3 2.53221 · 10−3

10 7.74346 · 10−2 2.64465 · 10−2

5 1.55051 · 10−1 5.29065 · 10−2

900
100 6.98813 · 10−3 2.4129 · 10−3

10 7.31695 · 10−2 2.52191 · 10−2

5 1.4615 · 10−1 5.05514 · 10−2

1000
100 5.4009 · 10−3 3.26896 · 10−3

10 5.57424 · 10−2 3.45785 · 10−2

5 1.12064 · 10−1 6.97972 · 10−2

1500
100 1.93455 · 10−3 2.77825 · 10−3

10 1.96021 · 10−2 2.91523 · 10−2

5 3.9561 · 10−2 5.85943 · 10−2

2000
100 5.56375 · 10−4 1.49636 · 10−3

10 5.40282 · 10−3 1.54154 · 10−2

5 1.07575 · 10−2 3.11816 · 10−2

2500
100 1.89043 · 10−4 1.31605 · 10−3

10 1.77042 · 10−3 1.3566 · 10−2

5 3.51486 · 10−3 2.70974 · 10−2

3000
100 6.72087 · 10−4 7.61465 · 10−4

10 5.99182 · 10−4 7.58377 · 10−3

5 1.19645 · 10−3 1.5133 · 10−2

Table 4.3: Cross section for each mass and width hypothesis of the signal hypothe-
sis tested in the analysis. Both the Gluon Fusion and the Vector Boson Fusion are
reported.
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4.3 Selection and Efficiency
The second step of the analysis is represented by the selection of the ZZ → 2l2ν

candidate events and it can be summarized by the flow chart depicted in Figure 4.6.
After a skimming obtained requiring that the events passed the kinematical require-
ments associated to at least one of the trigger path previously mentioned, the analysis
proceeds by selecting a boosted Z boson candidate from a pair of electrons or muons,
the events are then divided in different jet bins category. The events that are acciden-
tally selected because they present a missing energy produced by a misreconstruction
of the jets, or have a couple of same flavor leptons in the final state produced by a non-
resonance boson, are discarded using both the transverse mass and the missing energy
shape. Events where a Z boson candidate is potentially recoiling against neutrinos,
which yield genuine EmissT , are selected and tagged as ZZ → 2l2ν candidate events.
The final limits are set using the transverse mass shape.

The next sub-chapters will be used to describe in more details each single step
used in the selection workflow of the ZZ → 2l2ν analysis.

SEARCH FOR A HIGH-MASS SCALAR IN THE
ZZ→ `+`-+MISSING TRANSVERSE ENERGY FINAL STATE

HUGO DELANNOY ON BEHALF OF THE CMS COLLABORATION

SEARCH FOR H → ZZ → `+`−νν̄

Characteristics:

• High branching ratio:
BR(ZZ → 2`2ν) ∼ 6×BR(ZZ → 4`)

• Reduced background at high MZZ :
better control than ZZ → 2`2q

Signal modelling is computed with in-
terference with the SM Higgs for several
mass points :

• gg → H

• qq → H + 2jets (VBF)

20 6 Statistical interpretation
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Figure 7: Upper limits at the 95% CL for each of the contributing final states and their combi-
nation. The theoretical cross section, σSM, is computed in Ref. [66]. The observed and expected
limits of the six individual channels are compared with each other and with the combined re-
sults (right), for H → WW channels (top right panel) and H → ZZ channels (bottom right
panel) separately.

rations. At the top of Fig. 9 are the limits we obtain when we combine the ZZ (top left) and
WW (top right) channels separately. Since the ZZ channels are more sensitive in the search for
a Higgs boson with SM-like couplings, they better constrain the BSM case as well. The bottom
of Fig. 9 shows the combined 95% CL for all final states but only the ggF or VBF production
mechanism for the heavy Higgs boson. In the heavy Higgs boson with SM-like couplings sce-
nario, we assume the ratio of the cross sections for various production mechanisms to be the
same as in the SM case.

Figure 1: Limits on H → V V production
from run 1 [1]

Search for a narrow resonance in two types of interpretations:

• Extra Singlet Model

• 2 Higgs Doublet Model
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regions for data-driven background estimation. These monitoring triggers are listed in the275
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4.2 Selection of physics objects277

In the following we describe the strategy adopted to pre-select the events and the physics ob-278

jects.279

Pre-selection:

• di-lepton trigger

• ≥ 2e or ≥ 2µ

– pT > 25 GeV

– |η| < 2.5(e)/2.4(µ)

– tight ID

– tight Iso

– |M`` − 91| < 15 GeV

• pZT > 55 GeV

• 3rd lepton veto

• b-tag veto

• ∆φj,MET > 0.5 for pjT > 30 GeV
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DRELL-YAN BACKGROUND ESTIMATION
We use data driven method to estimate this background. This allows us to

take into account the fake MET due to the misreconstruction of jets in Drell-Yan
events and to check/correct the simulation. Therefore, we need a process with:

• independent events

• with more statistics

We take γ+ jets events. To that extend
dedicated photon triggers have been
set.

An important point of this process is
the reweighting of the pγT to match the
pZT .
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Figure 2: Missing transverse energy. Here
the DY background is obtained using only

MC prediction [2]

DATA-DRIVEN BACKGROUND ESTIMATION
The non-resonnant di-lepton background is also estimate using data-driven

methods, using the eµ final state.

Nµµ = αµ ×Neµ, Nee = αe ×Neµ

with αµ =
NSB
µµ

NSB
eµ

, αe =
NSB
ee

NSB
eµ

The NSB are the number of events in a top-enriched sample of e+e−, µ+µ− and
e±µ± where we asked Emiss

T > 70 GeV and b-tagged events.

7

differences in the effective pile-up of the γ+ jets sample due to the photon trigger pre-scale and
event selection. These are taken into account by reweighing events according to the number
of reconstructed vertices. This procedure yields an accurate model of the Emiss

T distribution in
Z+jets events, as shown in Fig. 2 (left), which compares the Emiss

T distribution of the reweighed
γ+jets events along with other backgrounds to the Emiss

T distribution of the dilepton events in
data. Given that the photon is massless, the computation of the MT variable for each γ+jets
event, is done by identifying the value of ~pT(``) as the one of the photon - ~pT, and the value
of M(``) is chosen according to a probability density function constructed from the measured
dilepton invariant mass distribution in Z+jets events. Figure 2 (right) shows the comparison of
the MT distribution obtained from the γ+jets events along with other backgrounds to the MT
reconstructed in the inclusive dilepton sample. A good agreement is found overall between
data and background prediction.
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Figure 2: The left (right) plot shows the Emiss
T (MT) distribution in data compared to the esti-

mated background from data or simulation combining all three categories, as well as the dielec-
tron and dimuon channels. Contributions from non-resonant, ZZ, WZ and Z+jets background
are stacked on top of each other. The distribution in signal events for mH = 300 GeV and
mH = 600 GeV is also shown separating the gluon-gluon fusion and VBF production modes.
The small plots below both distributions show the ratio of observed data to expected back-
ground events. The shaded band represents the relative uncertainty in the background predic-
tion. Note that the scale of the y-axis is zoomed in around 1 and a few outliers appear as empty
bins.

The background processes that do not involve a Z resonance are referred to as non-resonant
backgrounds. We estimate the contribution of the non-resonant backgrounds by using a con-
trol sample of events with dileptons of different flavour (e±µ∓) that pass the full analysis se-
lection. Non-resonant backgrounds consists mainly of leptonic W decays in tt, tW decays and
WW events. Small contributions from single top-quark events produced from s-channel and
t-channel processes, W+jets events in which the W boson decays leptonically and a jet is mis-
measured as a lepton, and Z → ττ events in which τ leptons produce light leptons and Emiss

T
are included in this estimate of the non-resonant background. This method cannot distinguish
between the non-resonant background and a possible contribution from H → WW → 2`2ν
events which is therefore treated as part of the non-resonant background estimate. Closure
tests in simulation indicate that this contribution is indeed correctly taken into account by the

Figure 3: Missing transverse energy with data-driven
estimation of the DY background [1]

PRECISE MODELING OF THE ZZ BACKGROUND
The ZZ represents our most important irreducible background. Therefore,

precise modelling is done:

• qq → ZZ:

– NLO electroweak corrections
as a function of Mandelstam
variables and quark flavors

– NNLO QCD corrections as a
function of MZZ

• gg → ZZ:

– NNLO/LO k-Factor as a
function of MZZ
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RESULTS AND PROSPECTS
Our first results at 13 TeV are going for approval for Moriond!

As shown on Figure 5, we expect an
increase of a factor 5 of the production
cross section pp → H + X in compari-
son to run 1, at MH ∼ 1TeV .
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Figure 5: Transverse Mass after event
selection [3]
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Figure 6: Upper limits at 95% CL on the
cross section from run 1, combining all

(semi-)leptonic decays of ZZ channel [1].

Figure 6 shows the run 1 upper lim-
its at 95% CL on the cross section
for a heavy Higgs boson decaying to a
pair of Z bosons as a function of its
mass and its width relative to a SM-
like Higgs boson. Several interpreta-
tions will be considered. In particular,
we will look at a simple Extra Singlet
Model (like in run 1) and will also in-
troduce 2 Higgs Doublet Models.

Figure 4.6: Schematic representation of the analysis.

The next lines will precede the description of the pre-selection cuts, and they aim
to introduce all the ingredients used to identify the final state of this analysis.
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4.3.1 Trigger
The first barrage met by the events is the trigger selection and actually only

the events passing some precise trigger paths are used. The trigger paths used for
the search of the signal are both the double lepton triggers (DoubleElectron,
DoubleMu) and the single lepton trigger (SingleElectron, SingleMu). All
these trigger paths are used in order to reach an efficiency close to 100% as the dou-
ble lepton trigger inefficiencies are cured by the single lepton trigger. Double lepton
triggers (DoubleElectron, DoubleMu) select two same flavor leptons (electrons
or muons) requiring a threshold on their transverse momentum. In particular for the
muon case, the leading lepton must have a pT > 17 GeV and a pT > 8 GeV for the
sub-leading muon. In the electron trigger path either the leading electron must have
a transverse momentum greater than 23 GeV and the sub-leading a pT greater than
12 GeV or both the two electrons must have a transverse momentum greater than 33
GeV. The Single lepton trigger (SingleElectron, SingleMu) requires a single
lepton with transverse momentum greater than 27 GeV in the electron case, and 22
GeV or 24 GeV in the muon case. The previous triggers are applied both on simu-
lation (MC) and data. Even if an efficiency close to 100% is measured for both of
them a slightly discrepancy between the two is observed. For this reason scale fac-
tors defined as the ratio between the efficiency in data and in MC are applied on each
simulated event. The trigger efficiencies were computed by the analysis group and
estimated as a function of both the transverse momentum and the pseudorapidity of
the leptons. For the electron trigger the efficiency is estimated using the tag and probe
method [142] whereas for muon trigger the efficiency is computed using the so called
"Reference Efficiency" method [143]. The electron trigger efficiency is reported in the
Figure 4.7-4.8.

Finally the photon triggers (SinglePhoton) and the electron-muon trigger (MuEG)
are used to fire the events that populate precise phase space regions (control region)
used to estimate some background contributions directly from data (data-driven ap-
proach). In this particular case no efficiency corrections are estimated. A detailed list
of the complete trigger paths is available in the Table 4.4.

Before the identification of the different objects, the event collections are cleaned
from all the events produced by beam-gas interaction, beam-halo and calorimeter
noises which can contribute to produce fake missing transverse energy. These fil-
ters are called EmissT filters and a detailed description can be found in the following
reference pages [144–146].
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Primary dataset Trigger path Type

DoubleMu

Mu17_TrkIsoVVL_Mu8_TrkIsoVVL

signal
Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL
Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ
Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL_DZ

SingleMu

IsoMu24

signal
IsoTkMu24
IsoMu22
IsoTkMu22

DoubleElectron
Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ

signal
DoubleEle33_CaloIdL

SingleElectron Ele27_WPTight_Gsf signal

MuEG

Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL_DZ

control region

Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL
Mu12_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ
Mu12_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL
Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ
Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ

SinglePhoton

Photon22_R9Id90_HE10_IsoM

control region

Photon22_R9Id90_HE10_Iso40_EBOnly_VBF
Photon30_R9Id90_HE10_IsoM
Photon36_R9Id90_HE10_IsoM
Photon36_R9Id90_HE10_Iso40_EBOnly_VBF
Photon50_R9Id90_HE10_IsoM
Photon50_R9Id90_HE10_Iso40_EBOnly_VBF
Photon75_R9Id90_HE10_IsoM
Photon75_R9Id90_HE10_Iso40_EBOnly_VBF
Photon90_R9Id90_HE10_IsoM
Photon90_R9Id90_HE10_Iso40_EBOnly_VBF
Photon120_R9Id90_HE10_IsoM
Photon120_R9Id90_HE10_Iso40_EBOnly_VBF
Photon165_R9Id90_HE10_IsoM
Photon250_NoHE
Photon300_NoHE

Table 4.4: Trigger paths used for the analysis and their provenance with respect to the
primary datasets. The last column shows the purpose with which the trigger is used:
signal - for the search of the signal; control region - to build specific control regions
for data-driven background estimation.
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Figure 4.7: Di-electron trigger efficiency measured in data and MC as function of
electron pT . The left (right) plot correspond to the leading (sub-leading) electron.

Figure 4.8: Di-electron trigger efficiency measured in data and MC as function of the
electron pseudorapidity with pT > 25 GeV. The left (right) plot corresponds to the
leading (sub-leading) electron.

4.3.2 Physics Objects
In this section a detailed description of the reconstructed physics objects used in

the analysis is presented. The first objects to be described will be the leptons used to
reconstruct the visible Z boson.

Electron Identification

The electrons that will be used to reconstruct the Z boson have to satisfy re-
quirements applied in the offline part of the event selection. Both electrons must have
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a pT > 25 GeV and be reconstructed in the tracker acceptance (|η| < 2.5). The
electrons that fall inside the thin uninstrumented transition region between the ECAL
barrel and ECAL endcap (1.4442 < |η| < 1.5660) are not considered in the analy-
sis because of the large uncertainties associated with their identification and energy
measurement.

The electrons are required to fulfill the Tight identification working point defined
as set of cuts for which the identification rate for prompt electrons is about 70% [147].
The identification of an electron is achieved by a set of requirements on the property
of its shower and its track. A description of the different identification requirements
and the corresponding tight working point is listed below [147]

• the width of the ECAL cluster along the η direction computed in the 5×5 crystal
block centered on the highest energy crystal of the seed cluster has to be lower
then 0.00998 (0.0292) in the barrel (endcap) [σiηiη].

• the difference in η between the supercluster associated with the electron and
its electron track at the interaction point (∆ηin) has to be lower then 0.00308
(0.00605) in the barrel (endcap) [∆ηin].

• the difference in the φ−plane between the supercluster associated with the elec-
tron and its electron track at the interaction point has to be lower then 0.0816
(0.0394) in the barrel (endcap) [∆φin].

• the ratio of the hadronic deposit over the electromagnetic shower has to be lower
then 0.0414 (0.0641) in the barrel (endcap) [H/E].

• the absolute value of the difference between the reciprocal of the energy in the
calorimeter and the reciprocal of the momentum in the tracker has to be lower
then 0.0129 GeV−1 both in the barrel and in the endcap to reduce potential elec-
trons from conversion in the calorimeter [|1/E − 1/p|].

• to reduce the contamination of fake electrons coming from photons conversion
two requirements are imposed on the reconstructed electron

– the electron is not associated with a conversion vertex4.

4Conversion vertices are identified by the presence of a pairs electron tracks which are nearly collinear
at their production vertex [148].
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– the maximum number of missing tracker hits is reduced to 1.

To reduce the probability of selecting electrons originating within jets or faked by
jets a Tight isolation selection is applied. The isolation is computed from the Particle-
Flow candidates within a cone of R = 0.3 built around the lepton direction. In the
Barrel the electron are considered if their isolation is lower then 0.0588, whereas in
the EndCap is it is lower then 0.0571 [147].

The complete set of requirements used in the electron ID are summarized in the
table 4.5.

Requirement
Barrel Endcap

Loose Tight Loose Tight
σiηiη < 0.011 < 0.00998 < 0.0314 < 0.0292
∆ηin < 0.00477 < 0.00308 < 0.00868 < 0.00605
∆φin < 0.222 < 0.0816 < 0.213 < 0.0394
H/E < 0.298 < 0.0414 < 0.101 < 0.0641
|1/E − 1/p| < 0.241 < 0.0129 < 0.14 < 0.0129
Missing hits = 1 = 1 = 1 = 1
pass conversion veto yes yes yes yes
PF iso < 0.0994 < 0.0588 < 0.107 < 0.0571

Table 4.5: Electron identification requirements for the loose and tight selection both
in the Barrel and Endcap region.

For every step of the lepton selection, i.e. lepton identification, and isolation,
there is a probability to mis-identify a lepton and a probability that a genuine electron
is not identified. As mentioned above, the efficiencies of the various steps of the
selection have been computed from data using a tag and probe technique. In addition
the efficiency in the simulations needs to be corrected in order to match the values
measured on the real detector. In order to do so, scale factors defined as respect
to the pseudorapidity and transverse momentum of the electron and provided by the
CMS group in charge of the electron and gamma reconstruction and identification are
used [149].

Muon Identification

Like for the electrons both muons must have a transverse momentum greater than
25 GeV and be reconstructed inside the muon detector acceptance (|η| < 2.4). To have
the best prediction of muon track parameters also in a region with pT > 200 GeV,
the Tracker High-pT identification is applied. This identification consists of a set of
requirements both on the tracker track and on the vertex as reported in the table 4.6.
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Requirement Soft Loose Tight Tracker High-pT
Global or tracker true
PF true true
isTracker true
track Nonnull
muonBestTrack (ptError/pt) <0.3
Muon arbitration TMOneStationTight
χ2/dof (global) <10
χ2/dof (inner)
Valid pixel hits >0 > 0

Pixel layers with measurement >0
Tracker layers with measurement >5 >5 >5
Valid muon hits >0
Matched muon stations >1 >1
d0(vtx) (cm) 0.3 0.2 <0.2
dz(vtx) (cm) 20 0.5 <0.5
PF iso < 0.20 < 0.15
track rel iso < 0.10 < 0.10

Table 4.6: Muon identification requirements.

To reduce the probability to select misidentified muons or genuine muons pro-
duced in jets a double isolation cut is applied. The isolation is defined using two dif-
ferent recipes both recommended by the collaboration: PF-based isolation (Chap.3)
and Tracker-based isolation:

Irel =
1

pT(µ)

[∑
p
Trk(PV )
T

]
(4.5)

For the PF-based isolation the flux of particles is computed within a cone of R =
0.4, whereas the Tracker-based isolation is defined as the sum of the magnitude of the
transverse momentum of all the tracks associated with the primary vertex inside a cone
of R = 0.3. In both cases a cleaning procedure is performed: for the PF-based isolation
all possible photons irradiated by the muon candidate are excluded, while the Tracker-
based isolation is cleaned from all those extra muons that fall inside the isolation cone
and are identified as Tracker High-pT muons. Following the recommendation of the
CMS group in charge of the muon reconstruction and identification, the tight working
point is chosen for the PF-based isolation. For the Tracker-based isolation the loose
selection was chosen in order to reduce as much as possible the misidentification of
muons inside a jet with prompt muons without compromising the isolation efficiency
of the signal sample in the high transverse momentum region.

As for electrons also for prompt muons, there is a chance to not identify a genuine
muon and mis-identify a jet as a muon. The efficiencies of the isolation step was
computed internally in the analysis group using a tag and probe technique applied on
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data. These results was then used to correct the simulation in order to match the values
measured on the real detector. For the muon identification efficiencies the corrections
to applied to the simulations are borrowed from the following analysis [150] which is
using the same muon identification selection of the ZZ → 2l2ν.

Jet Identification

The jets are one of the most important ingredient in the analysis, indeed they
are used to categorize the events, to estimate the missing energy and indirectly the
transverse mass. The jets used in the analysis are reconstructed by the Particle-Flow
algorithm and further corrected using the scale factors described previously in Chapter
3. The jets with a transverse momentum greater than 15 GeV and a pseudorapidity
lower than 4.7, have to pass other quality requirements related to the number of con-
stituents inside the cone and their fraction of electromagnetic or hadronic energy. For
the analysis a "PF-loose" identification point was chosen and the associated require-
ments are reported in the table 4.7.

Id Variable Comment

PF-loose

n >1 if |η| < 2.7 number of constituents
nhf < 0.99 if |η| < 2.7 neutral hadron energy fraction
nef < 0.99 if |η| < 2.7 neutral electromagnetic energy fraction
cef < 0.99 if |η| < 2.4 charged electromagnetic energy fraction
chf > 0 if |η| < 2.4 charged hadron energy fraction
nch > 0 if |η| < 2.4 charged multiplicity
nef > 0.01 if 2.7 < |η| <= 3.0 neutral electromagnetic energy fraction
nhf < 0.98 if 2.7 < |η| <= 3.0 neutral hadron energy fraction
nnp > 2 if 2.7 < |η| <= 3.0 number of neutral particles
nef < 0.90 if |η| > 3.0 neutral electromagnetic energy fraction
nnp > 10 if |η| > 3.0 number of neutral particles

Table 4.7: Jet id requirements.

The selected jets are expected to be mostly coming from ISR gluons or light-
quarks or from the hard process in the VBF process case. To reject events containing
at least one b-jets a loose cut on the CVSv2 b-tag variable is used.

Missing Energy and Transverse Mass

The ingredients previously described are used together to define the two most im-
portant variables of the entire analysis: the missing energy ( ~EmissT ) and the transverse
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mass (MT ). The first variable is used to purify the signal region from the background
contamination, while MT is used to perform the final statistical analysis. The missing
energy used in the analysis is the PF- ~Emiss,Type−IT described in third chapter.

In the context of this analysis the definition of the Transverse Mass reported at the
beginning of the Chapter in the equation 4.3 is recasted according to theX → ZZ → 2l2ν

decay channel. Indeed the particle one and two in the equation 4.3 are superseded by
the Z boson decay in electrons and muons, and by the Z boson decay in neutrinos. The
MT is then defined as

M2
T =

[√
p2
T,ll +m2

ll +
√

(EmissT )2 +m2
Z

]2

−
[
~pT,ll + ~EmissT

]2
. (4.6)

where ~pT,ll, pT,ll andmll identified the kinematics of the visible Z boson. ~EmissT ,
and EmissT , and mZ identify the kinematics of the invisible Z boson. mZ is the Z pole
mass. Both MT and EmissT distributions are reported in Fig. 4.22 and Fig. 4.21. The
results are obtained after the pre-selection requirements described in the next sub-
chapter.

Photon Identification

Although not directly used in the search for the signal, photons are part of a
control sample in a data-driven estimate of the instrumental background as it will be
described in section 4.4.2. Photons are required to satisfy tight identification and tight
isolation requirements as documented in [151]. The photon is identified if it fulfills
a set of basic requirements on the shape of the ECAL supercluster associated with it
(for the different variables meaning refers to the previous Electron Identification sub-
section): σiη,iη < 0.00994 for the barrel region, and σiη,iη < 0.03000 for the endcap
region. H/E < 0.0269 for the barrel region andH/E < 0.0213 for the endcap region.

Table 4.8 summarizes the photon isolation thresholds used for the tight selection.
Photon events are required to have a single photon selected in the barrel region

and the jets in photon events are required to be reconstructed with at least ∆ R > 0.4
from the selected photon. Under this condition the photons are required to have a pT
larger then 55 GeV.

4.3.3 Pre-Selection
One of the most important aspects in the analysis is the reduction of the back-

ground contamination. This goal is achieved thanks to the following pre-selection
requirements:
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barrel
ρ-corrected PF charged hadron 0.202
ρ-corrected PF neutral hadron 0.264 + 0.0148*pT + 0.000017*p2

T

ρ-corrected PF photon 2.362 + 0.0047*pT
endcap

ρ-corrected PF charged hadron 0.034
ρ-corrected PF neutral hadron 0.586 + 0.0163*pT+ 0.000014*p2

T

ρ-corrected PF photon 2.617 + 0.0034*pT

Table 4.8: Thresholds used for tight photon isolation both in the barrel and in the
endcap region.

• exactly two leptons satisfying tight identification and isolation requirements
with pT > 25 GeV, with invariant mass | Ml+l− − 91 |< 15 GeV and total
transverse momentum pl+l− greater than 55 GeV.

• no 3rd lepton must be present in the event. An electron is identified as the
third lepton if it satisfies a loose identification requirement with the Isolation
lower then 0.15, and pT > 10 GeV. The muon is identified as a third lepton if it
satisfies a loose identification requirement, its isolation is lower then 0.2 and it
has a transverse momentum greater then 3 GeV.

• no b-tagged jet has to be present in the event (b-veto cut). A jet is classified
as a b-jet if it has a pT > 30 GeV, | η |< 2.5, and satisfy the CSVv2 loose
identification requirement (For more details about the CSVv2 algorithm refers
to the third chapter of this thesis).

• to reduce possible contamination of fakeEmissT due to a significant mis-measurement
of one or more jet energies the events are discarded if the absolute value of
the difference in the φ plane between the jets and the EmissT is lower then 0.5
(| ∆φ(jet, EmissT ) |).

• events with EmissT lower than 125 GeV are discarded.

• when EmissT is greater than 125 GeV, all the events where the difference in
the φ plane between the Z boson reconstructed with the two visible leptons
selected in the analysis workflow and the EmissT is lower than 0.5 are discarded.
Some more details about this cut will be presented in the background section
(| ∆φ(Z,EmissT ) |).

The flow of the events through the pre-selection filter is summarized in the plots
4.9. It is evident that the most important requirements are the ones on the pZT and on
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the EmissT . All the other variables used in the pre-selection are reported in the figure
4.10. All the backgrounds at this level are estimated using pure Monte Carlo and
present a good agreement with data.
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Figure 4.9: Number of events passing each pre-selection cuts in the di-muon (left) and
di-electron (right) sample MC based. Reference signal distributions for mH = 800
GeV and 1500 GeV are superimposed to both the distributions.

4.3.4 Jet-bin categorization
After the pre-selection cuts, the events are categorized in three different groups:

the exclusive 0-jet category, the inclusive 1-jet category, and finally the VBF category.
After ranking the jets by decreasing transverse momentum, the exclusive 0-jet cate-
gory is selected if the event doesn’t have any jet with pT greater than 30 GeV, whereas
the inclusive 1-jet category is chosen if the event present at least on jet with pT > 30
GeV without requiring any further requirements. The VBF category is selected via
some kinematical requirements on the two leading jets (j1, j2) in the event:

• at least two jet with pT greater than 30 GeV

• the distance in the pseudorapidity plane between the two leading jets (∆ηj1,j2 )
has to be greater than 4.

• the invariant mass of the leading and the sub-leading jets has to be greater then
500 GeV

• the pseudorapidity of the Z boson (ηZ) reconstructed by the two visible leptons
selected by the analysis workflow needs to satisfy the following relation: ηj1 <
ηZ < ηj2 where ηj1 and ηj2 are the pseudorapidity values associated the two
leading jets in the event



122
Chapter 4. Search for a spin-zero high mass resonance with the ZZ → 2l2ν channel using

2016 data in CMS

Mass [GeV]
50 100 150 200

E
ve

nt
s 

/ 2
 G

eV

2−10

1−10

1

10

210

310

410

510

610

710

810

910

1010 data µµ ee/→Z ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

50 100 150 200

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

Transverse momentum [GeV]
0 200 400 600 800

E
ve

nt
s 

/ G
eV

4−10

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

910 data µµ ee/→Z ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

0 200 400 600 800

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

b-tag multiplicity
0 1 2 3 4

E
ve

nt
s

2−10

1−10

1

10

210

310

410

510

610

710

810

910 data µµ ee/→Z ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

0 1 2 3 4

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

)miss

T
(jet,Eφ∆min 

0 1 2 3 4

E
ve

nt
s

2−10

1−10

1

10

210

310

410

510

610

710

810 data µµ ee/→Z ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

0 1 2 3 4

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

,MET)γ(Z/φ ∆
0 1 2 3 4

E
ve

nt
s

2−10

1−10

1

10

210

310

410

510

610

710

810
data µµ ee/→Z ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

0 1 2 3 4

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

Missing transverse energy [GeV]
0 200 400 600

E
ve

nt
s 

/ G
eV

4−10

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

data µµ ee/→Z ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

0 200 400 600

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

Figure 4.10: Distributions showing the variables used in the pre-selection in the in-
clusive category for the µµ channel. Reference signal distributions for mH = 800
GeV and 1500 GeV are superimposed to all the distributions. The overflow bin in
the | ∆φ(jet, EmissT ) | is coming from all the events that present no jets. All the
shapes are obtained before the corresponding selection cut is applied. The invariant
mass is obtained directly from the leptons that pass the identification and isolation
selection, whereas the Z pT spectrum is produced considering only the leptons that
pass the Z mass window requirements. The b-jet multiplicity distribution is obtained
considering the events which don’t present a third lepton in the final state, whereas
| ∆φ(jet, EmissT ) | and | ∆φ(Z,EmissT ) | after the b-tag veto and the cut on the mini-
mum φ-angle between the jet and the missing transverse energy. Finally, the EmissT is
obtained at the end after all the other selection requirements.
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• no jet (j̄) with pT > 30 GeV and ηj1 < ηj̄ < ηj2 has to be present in the event
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4.4 Background Estimation
All the events that survive to the last cut of the pre-selection (EmissT > 125 GeV)

can be sorted between the signal events and the background events. In particular,
the background can be grouped in two main big family: irreducible and reducible
background. The irreducible background consists of those processes that have the
same final state as the signal searched for. Production of ZZ and ZWW belong to this
category. The WZ and the other ZVV (V=Z,W) processes, in which the charged lepton
from the W decay goes out of acceptance or remains undetected, are also considered
as being part of this category. All the other processes, like Z+jets production, are
instead called in the following "reducible background". Each background has its own
estimation strategy but two core procedure can be highlighted already at this point:
the irreducible background is estimated using simulations, whereas the reducible one
using a data-driven approach. The next lines will be devoted to make clear all the
peculiarities of each background estimation.

4.4.1 Irreducible Background
The irreducible background is composed by all the physical processes character-

ized by a final state that is the same as that of the signal. For this reason its contamina-
tion, in general, can’t be reduced significantly by simply applying some kinematical
cuts. In addition to the ZZ process, the WZ also belongs to this category of back-
grounds in the case the charge boson decays hadronically and the jets are misrecon-
structed and produce fakeEmissT or the W decay leptonically and the lepton either falls
outside the acceptance region or it doesn’t satisfy the third lepton veto requirement in
the analysis. The tri-boson processes (ZVV) have a lot of possibilities to mimic the
signal final state but due to their low cross section which is two order of magnitude
lower then WW, and 2 to 5 times lower then ZZ, their contribution is small.

This source of background is totally predicted using pure NLO Monte Carlo cor-
rected taking into account both QCD and electroweak (EWK) corrections (K-factors)
applied at a generator level [152]. For qq → ZZ → 2l2ν two K-factors are consid-
ered: one to take into account the EWK NLO corrections and the other one to take into
account the NNLO corrections in QCD. For the WZ process only the EWK corrections
are considered.

For ZZ, the EWK corrections come in three distinct categories: emission of a
real γ/Z/W boson, emission of a parton due to the presence of photons in the initial
state (γ-induced process, for a schematic representation refers to the Figure 4.11),
and finally virtual corrections with a γ, Z or W in the loop. However, only virtual
corrections are important for the process [153,154]. The corrections are implemented
on a basis of the table given by the authors of Ref. [153, 154], and they are computed
as a function of the Mandelstam variables, ŝ and t̂, in the center-of-mass frame and
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the flavor of the initial quarks which initiated the hard process. The computation has
shown that the corrections are negative and dependent on both the mZZ and pT,Z , in
particular the corrections increase in module with the increase of mZZ as presented
in the fig.4.12.

Figure 4.11: Examples of diagrams for the γ-induced processes in pp → WZ +

X [152].

The electroweak corrections to WZ come in two different contributions: virtual
and photon-induced. The virtual part gives a negative contribution and it is com-
puted using the same approach for ZZ, whereas the γ-induced corrections are positive
and of the same order of magnitude of the virtual part. They are estimated generat-
ing the events with MadGraph5_aMC@NLO and the LUXqed photon PDF [155] and
cross-checked with the EW corrections calculated in MadGraph5_aMC@NLO frame-
work [131, 156, 157]. The final K-factor is obtained multiplying the partial K-factors
together. The final result is reported in the Fig. 4.13.
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Figure 4.12: Evolution of the NLO electroweak corrections K-factor on pp→ ZZ as
a function of mZZ at a generator level. EW corrections are expected to be small at
low energies, for Z-pair production a shift of about 4% is observed close to threshold,
whereas the corresponding corrections are below 1% for lower energies. [153, 154]
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Figure 4.13: Evolution of the NLO electroweak corrections K-factor on pp→W+Z

as a function of mWZ (left) and pT,W (right), using only virtual corrections (blue) or
using both virtual and photon-induced corrections (brown) [152].

4.4.2 Reducible Background

Non-resonant Background

All the reducible background processes that present two charged leptons in the
final state coming from a non-resonant particle, are grouped in this background (NRB)
which represents the second contribution to the total yield. The non-resonant back-
ground includes top production (single top or top pairs), WW, WWW and W+jets in
the case the jet is misidentified as a lepton. The two most important cuts which re-
duce considerably their contamination in the final yields are the b-veto and the Z mass
window cut. The events that survive are estimated using a data-driven approach called
α-method.

This approach estimates the contamination of NRB di-leptons events in the sig-
nal region by rescaling the NRB eµ events that fall in the same signal kinematical
region by the α-scale factor as reported in the equation 4.7 where NNRB

ll quantifies
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the amount of non-resonant same flavor events in the signal region, and N in
eµ identi-

fies the number of NRB opposite flavor events which populate a kinematical region
defined by two opposite flavor and the kinematical cuts of the signal region. The equa-
tion 4.8 defines the α-scale factor: Nout

ll (Nout
eµ ) is the number of NRB same-flavor

(opposite-flavor) events that populate a given sideband region.

NNRB
ll = αl ·N in

eµ (4.7)

αl =
Nout
ll

Nout
eµ

(4.8)

The sideband region is characterized by the same requirements of the pre-selection
except for the mass window and the veto on the presence of b jets in the event. Indeed
the mass window in this case is 40 GeV < Mll < 70 GeV and 110 GeV < Mll <

200 GeV and at least a single b jet is required in the control region in order to reduce
further the contamination of DY events. It should be noted that this method suffers in
principle from the contamination of events coming from WZ, WWZ and the part of
Z and ZZ events involving leptonically decaying taus in the three control samples, i.e
N in
eµ,Nout

ll andNout
eµ . It has however been proved that their contribution, as reported in

figure 4.14, is totally negligible with respect to that of the events including top quarks
and doesn’t introduce a bias nor increase significantly the systematic uncertainty of
the method.

The α value is measured as function of different EmissT thresholds and its depen-
dency is reported in Figure 4.15. Eighteen different EmissT values are tested from 50
GeV up to 135 GeV with step of 5 GeV. The relation is fairly flat, even if it tends to be
larger if the EmissT threshold is lower because of a bigger contamination of Drell-Yan
events in the same sideband region.

The expected composition of the sidebands region and the prediction obtained
from it ("Predicted" column) is presented in Table 4.9. The composition is shown
incrementally for the two main processes expected to dominate the sidebands (Top
and WW) and when all the simulated processes are considered. The rightmost column
is the ratio between estimated yields using the data-driven method described above
and the yields expected from MC. The relatively good agreement (usually within 5%)
represents a successful closure test of the method.

Further closure tests of this method were performed by comparing the inclusive
(40 GeV < mll < 70 GeV and 110 GeV < mll < 200 GeV) and the high-mass
sidebands (110 GeV < mll < 200 GeV) in both the ee and µµ flavor channels. Using
the same values of the EmissT thresholds adopted to study the α-value dependence
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Figure 4.14: Number of events populating the invariant mass spectrum in the di-
electron (left) and muon-electron (right) channel in the final state. Two different re-
quirements on the EmissT are applied: EmissT greater than 50 GeV (top) and greater
than 125 GeV (bottom).

from the EmissT , the number of events predicted by the α-method is compared to the
expectations from MC simulations. The bias is defined as:

bias =

(
Npredicted
Nexpected

− 1

)
. (4.9)

The results of the closure test comparison are presented in the Figure 4.16 and
they show a good agreement in the performance between the side band region and the
up sideband region.

The table 4.10 summarizes the final values of α used in the analysis as computed
from data, and, for reference, as obtained from simulation reporting both the sideband
region and the up sideband region. Thanks to the flat dependence of the α-value
respect to the EmissT threshold (Fig. 4.15), the final α-values can be chosen in order to
reduce the total uncertainties on the method reported in Figure 4.17. For this reason,
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Figure 4.15: α value as a function of the different requirements on the missing trans-
verse energy using Data samples in di-electron (red) and di-muon (blue) channel. The
dependance of α on the EmissT is flat. The value is computed using both the sideband
region ( 40 GeV < mll < 70 GeV and 110 GeV < mll < 200 GeV) (left) and the up
sideband region (110 GeV < mll < 200 GeV) (right). In both the cases, at least one
b jet in the event is required.

b-tagged sample, 40 GeV < m`` <70 GeV and 110 GeV < m`` <200 GeV
ee N in

eµ Nout
eµ Nout

ee α NSR,est
ee NSR,exp

ee fest/exp

Top 219.5± 5.2 14185.6± 40.7 5216.9± 24.4 0.368± 0.002 80.7± 2.0 76.7± 3.0 1.05± 0.05

Top+WW 292.5± 6.6 14333.2± 41.1 5270.7± 24.6 0.368± 0.002 107.5± 2.5 103.7± 3.8 1.04± 0.05

All MC 300.1± 7.4 14395.2± 44.0 5290.3± 26.2 0.368± 0.002 110.3± 2.8 103.7± 3.8 1.06± 0.05

µµ N in
eµ Nout

eµ Nout
µµ α NSR,est

µµ NSR,exp
µµ fest/exp

Top 219.5± 5.2 14185.6± 40.7 9708.6± 34.2 0.684± 0.003 150.2± 3.6 153.9± 4.3 0.98± 0.04

Top+WW 292.5± 6.6 14333.2± 41.1 9806.8± 34.5 0.684± 0.003 200.1± 4.6 204.0± 5.5 0.98± 0.03

All MC 300.1± 7.4 14395.2± 44.0 9856.9± 37.3 0.685± 0.003 205.5± 5.1 204.0± 5.5 1.01± 0.04

b-tagged sample, 110 GeV < m`` <200 GeV
ee N in

eµ Nout
eµ Nout

ee α NSR,est
ee NSR,exp

ee fest/exp

Top 219.5± 5.2 9479.3± 33.4 3552.1± 20.2 0.375± 0.003 82.2± 2.0 76.7± 3.0 1.07± 0.05

Top+WW 292.5± 6.6 9579.5± 33.7 3588.2± 20.4 0.375± 0.003 109.5± 2.6 103.7± 3.8 1.06± 0.05

All MC 300.1± 7.4 9596.7± 34.4 3598.8± 20.5 0.375± 0.003 112.5± 2.9 103.7± 3.8 1.09± 0.05

µµ N in
eµ Nout

eµ Nout
µµ α NSR,est

µµ NSR,exp
µµ fest/exp

Top 219.5± 5.2 9479.3± 33.4 6354.7± 27.7 0.670± 0.004 147.1± 3.6 153.9± 4.3 0.96± 0.04

Top+WW 292.5± 6.6 9579.5± 33.7 6419.1± 28.0 0.670± 0.004 196.0± 4.5 204.0± 5.5 0.96± 0.03

All MC 300.1± 7.4 9596.7± 34.4 6431.2± 28.0 0.670± 0.004 201.1± 5.1 204.0± 5.5 0.99± 0.04

Table 4.9: Closure test using the sideband regions 40 GeV < mll < 70 GeV and 110
GeV < mll < 200 GeV (top) and up sideband region 110 GeV < mll < 200 GeV
(bottom) to compute α for EmissT >70 GeV. The results are obtained for 13 TeV. The
"est" label stands for estimated and "exp" for expected.
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Figure 4.16: Closure test for different EmissT requirements. The distributions are re-
ported for both the sideband region (left) and the up sideband region (right) requiring
the presence of at least a b jet in the event.

the sideband region and aEmissT cut of 70 GeV are chosen. The corresponding α value
are: 0.37 ± 0.01 for the electron channel and and 0.68 ± 0.01 for the muon channel.
The Table 4.11, reports the actual event numbers in the control region and the final
estimated events in data using the previous values of α. The right most column shows
the ratio between the estimated NRB events and the MC predicted events. One could
see that the estimated event numbers are consistent with MC prediction.

Channel b-tag, all side band b-tag, right side band

ee
Data 0.369± 0.006 0.369± 0.007

MC 0.368± 0.002 0.375± 0.003

µµ
Data 0.683± 0.009 0.677± 0.011

MC 0.685± 0.003 0.670± 0.004

Table 4.10: α computation with the sideband region and the up sideband region. In
both cases, at least one b jet is required in the event.

Channel N in
eµ Nout

eµ Nout
ee αData NSR,est

ee NSR,exp
ee fest/exp

ee 298.0± 17.3 13970.0± 118.2 5156.0± 71.8 0.369± 0.006 110.0± 6.6 107.7± 4.2 1.02± 0.07

µµ 298.0± 17.3 13970.0± 118.2 9543.0± 97.7 0.683± 0.009 203.6± 12.1 208.4± 5.5 0.98± 0.06

Table 4.11: Event numbers in the control region and final estimated Non-Resonant
background events in data.

Although the results for different EmissT requirements are correlated, given they
partially use the same subset of events, no bias larger than 13% is observed at the
value of the missing transverse energy cut used in the analysis at 125 GeV. This value
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is assumed to be the uncertainty in the background prediction of the method and it
is estimated taking into account three different contributions: the uncertainties asso-
ciated to the closure test, relative difference on the alpha value with different EmissT

cut in data and finally the statistical error on α. The plot 4.17 gives an overview of
the total uncertainties as a function of the missing transverse energy both in the µµ
channel and in the ee channel.
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Figure 4.17: Total uncertainties as a function of the EmissT . The uncertainties is de-
fined as the sum in quadrature of the following uncertainties: closure test, relative
difference on alpha value with different EmissT requirements in data, and stats error on
α.

Z + jets

The process pp→ Z+j → l+l−j (l = e, µ) doesn’t present any genuineEmissT .
However events from this process are present in any missing transverse energy distri-
bution inside an experiment. The reason for this is the jet energy mis-measurement.
This effect affects the low missing transverse energy region distribution and is also
well known to be not properly modeled by the simulation. The background from
Z + jets events is estimated using a data-driven approach based on a control sample
containing single, isolated photons. Single, isolated photons are generated through the
same processes as Z bosons and are expected to preserve similar kinematics. The size
of the γ + jets sample is significantly high which reduces the statistical uncertainty
associated with the estimate of the background yield obtained with this method. The
procedure adopted is the following:

1. Select events fired by the single photon triggers reported in the table 4.4 and
satisfying the pre-selection requirements as in the dilepton signal region with
the exception of the Z mass window constrain. The events are then categorized
according to the number of jets in the final state.
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2. Reweight the photon pT spectrum in order to match the pT spectrum of elec-
trons and muons produced by a resonant Z boson in each jet bin category.
Both the leptons are selected from the double and single lepton datasets re-
ported in the table 4.1 requiring tight identification and isolation constrains, and
a pT > 25 GeV. In order to select electrons and muons produced by a reso-
nant Z boson the following requirement on their final invariant mass is applied:
|Ml+l− −MZpole |< 15 GeV. All these requisites allow to select from data
a sample of Drell-Yan characterized by a high-purity, indeed the contributions
from other background processes used in the analysis is lower then 1% for the
inclusive selection, and of the order of the percentage in the jet bin category5.
The comparison of the dilepton and photon spectrum before the reweighting is
reported in the Figure 4.18. For illustrative purposes the inclusive one jet bin
category is reported. The exclusive 0 jet and the VBF categories present the
same features of the inclusive one jet category and are not reported. The photon
weights in the one jet category are reported in Figure 4.18. Also in this case
only the inclusive 1 jet category is reported, but in the exclusive 0 jet category
and in the VBF categories the weights are very similar to those computed in the
1 jet category.

3. Generation of the Z boson mass for the reweighted photon events in order to
compute the transverse mass. The mass for each reweighted photon event is
estimated by choosing randomly a value from the Z mass spectrum predicted
by the MC Drell-Yen and reconstructed by two leptons (l+, l−) satisfying tight
identification and isolation requirements, with a pT greater than 25 GeV, and
|Ml+l− −MZpole |< 15 GeV. This procedure is performed in each jet bin cat-
egory.

4. After this re-weighting, the distributions of interest, i.e. EmissT and MT are
computed from the photon sample and used as models for Z + jets.

5. MC samples which present a genuine missing transverse energy are subtracted
from reweighted photon data. As it was described above the missing transverse
energy in Z + jets is fake and it is caused by the jets energy mis-measurement.
However the photon sample receives contributions also from the processes con-
taining real EmissT in the final state. Such processes refer to Z + γ → ννγ,
W + γ → lνγ, W → lν, Z + γ → l+l−γ, Z → νν, t+ γ, and finally tt̄+ γ.
The contribution of these processes has to be taken into account in the estima-
tion of the photon pT spectrum. In order to do so, these processes predicted by
MC and reweighted by the same weights used to rescale the photon transverse
momentum, are subtracted from reweighted photon data.
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Figure 4.18: (left) pT spectra of events passing the analysis in the ee, µµ and γ chan-
nels in the inclusive 1 jet category. (right) Photon weights used to reweight the photon
control sample in the inclusive 1 jet category.

In order to evaluate the validity of the method, a closure test is performed by ap-
plying the steps described above to simulated photons and Drell-Yen samples. The re-
sulting distributions are shown in Figure 4.19 for theEmissT ,MT and | ∆φ(jet, EmissT ) |
kinematic variables. In all the figures beside the comparison between the MC Z boson
pT spectrum and the MC γ + jets reweighted pT spectrum, the ratio between the two
shapes is reported. The agreement between the two predictions is good except in high
missing transverse energy regions which are affected by low statistic.

As mentioned during the description of the Pre-selection step, the Figure 4.20
shows that the prediction of the |∆φ(Z,EmissT )| distribution appears to mismodel the
data in the region below 0.5 when the missing energy is required to be greater than
125 GeV. This discrepancy is more evident in the di-muon channel. For this reason
the events presenting a value lower then 0.5 are discarded.

The goodness of the data-driven approach in the estimation of the Drell-Yan
process can be appreciated in the Figures 4.21-4.22 where a comparison between the
NLO MC predictions and the data-driven method is presented in both theEmissT shape
and the transverse mass distribution. In both the cases, the reweighted γ+jets sample
is able to cure the visible discrepancy between data and background which is present
in the low region of both the EmissT and the MT when the Z + jets background is
fully estimated by the simulations. The discrepancy between data and simulations
which is present in the EmissT distribution is less evident in the MT variable thanks to
the mitigation effects due to the good agreement between data and MC in both the Z
boson pT and mass spectrum.
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Figure 4.19: Closure test of the γ+jets method for theEmissT (top-left),ET (top-right),
and | ∆φ(jet, EmissT ) | (bottom) variable using MC samples. The gray distributions
correspond to the DY sample and the points to the γ sample after the reweighting
procedure described in the text. As an illustrative example only the inclusive 1 jet cat-
egory is considered. The plots on the bottom show the bias estimated for the prediction
obtained from the γ+jets sample.

5The selection requirements applied on data is applied in all the CMS analysis measuring Drell-Yan
properties or cross-section [158]
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Figure 4.20: | ∆φ(Z,EmissT ) | variable in di-muon channel (top) and di-electron
channel (bottom) for EmissT > 0 GeV (left) and greater then 125 (right). In both
the cases the events used in both the distributions have passed all the pre-selection
requirements up to the | ∆φ(jet, EmissT ) | cut.



4.4. Background Estimation 137

Missing transverse energy [GeV]
0 200 400 600

E
ve

nt
s 

/ G
eV

4−10

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

data µµ ee/→Z ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

0 200 400 600

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

Missing transverse energy [GeV]
0 200 400 600 800

E
ve

nt
s 

/ G
eV

4−10

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

data Instr. MET ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

0 200 400 600 800

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

Transverse mass [GeV]
200 400 600 800

E
ve

nt
s 

/ G
eV

4−10

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

data µµ ee/→Z ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

200 400 600 800

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

Transverse mass [GeV]
200 400 600 800 1000

E
ve

nt
s 

/ G
eV

4−10

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

data Instr. MET ττ →Z

ν l→W Top ZVV

WZ WW ZZ

ττ Z→ZZ ggH(800)_SOnly ggH(1500)_SOnly

200 400 600 800 1000

 B
kg

.
Σ

D
at

a/

0.4
0.6
0.8

1
1.2
1.4
1.6

 (13 TeV)-135.9 fb

CMS
Preliminary

Figure 4.21: Comparison of the background prediction using MC samples (right) and
the data-driven approach (left) applied for the Drell-Yan process in the µµ channel
looking the EmissT (top) and the MT (bottom) variable. Both the distributions are
obtained using events that have passed all the pre-selection requirements except for
the missing transverse energy cut.
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Figure 4.22: Comparison of the background prediction using MC samples (right) and
the data-driven approach (left) applied for the Drell-Yan process in the ee channel
looking the EmissT (top) and the MT (bottom) variable. Both the distributions are
obtained using events that have passed all the pre-selection requirements except for
the missing transverse energy cut.
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4.5 Systematic Uncertainties
The last important ingredient in the analysis of data is the estimation of the uncer-

tainties associated with the final results. The sources of the uncertainty are categorized
in two big groups: instrumental uncertainties and theoretical uncertainties. The first
one group is related to the detector performance, the calibration techniques and the
reconstruction. The second group is related to the modeling of the considered physics
processes. This chapter is totally devoted to the description of these topics.

4.5.1 Statistical Uncertainty of the Simulated Sample
The limited number of simulated events induces a statistical uncertainty that con-

tributes to the uncertainty estimated from such samples. This contribution is computed
for each background of the analysis and each signal hypothesis directly of the MT

shape, considering both the flavor and jet bin categories. The impact6 of this system-
atic is computed independently bin-by-bin varying up and down the nominal bin yield
by the square root of its content directly on the MT shape.

4.5.2 Theoretical Uncertainties
The theoretical uncertainties are estimated only for the MC simulations (signal

samples, ZZ → 2l2ν, WZ → 3lν) and include the uncertainties related to the PDFs
and the αS value used in the MC production, the uncertainties related to the missing
higher order contributions in the estimation of the cross-section of the samples and
finally the uncertainty associated with the QCD and EWK corrections used to improve
the simulation predictions.

Systematic uncertainty in gg → ZZ K-factor

A normalization uncertainty of 10% is applied to the assumed cross section for
the gg → ZZ continuum to account for possible differences between the K-factor
computed for gg → ZZ and the exact gg → ZZ result. This error is derived from
renormalization and factorization scale variations [128].

PDF and αS uncertainties

All the background and the signal samples are produced centrally using the
NNPDF3.0 PDFs. Following the recommendations of the PDF4LHC group [159],
the impact of the PDF and the αS uncertainty is initially estimated for each event and

6The impact of a systematic is defined as the variation of the nominal MT shape in the case the ingredient
concerned is modified by the corresponding uncertainty
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successively propagated to the MT shape. It’s impact is estimated to be between 1%
and 4% according to the flavor and the jet bin category.

Scale uncertainties

This uncertainty in the renormalization (µR) and factorization (µF ) scales quan-
tifies the impact on the the MT shape of the QCD missing higher order contributions
to the cross section of the MC samples. It is estimated for both the background sam-
ples (ZZ → 2l2ν, WZ → 3lν, and ZVV background) and the signal samples. It
is accounted for by a normalization uncertainty that varies according to the jet bin
category. The uncertainty is computed varying the normalization and the factorization
scale up and down, or both in the same direction, by a factor 2 or 1/2 and consider-
ing the combination which returns the cross section with the biggest shift from the
nominal cross section value. This previous procedure is applied for the inclusive 1
jet category and the VBF category. Scale uncertainties on exclusive jet categories as
the 0-jet category in the analysis, are under-estimated using this method because of
the compensation of two opposite effects: collinear radiations and higher-order QCD
effects. To account for this, the recipe proposed in [160] is used and the uncertainty in
the 0 jet category is given by:

∆σ0j =

√
(∆σ≥0j)

2
+ (∆σ≥1j)

2
.

In the particular case of the signal where its cross-section is the physical quantity
measured by the analysis, the normalization uncertainties computed with the scale
variation have to take into account only the jet bin migration between the different
categories. In order to do so, the new cross-section with the modified µR and µF
in each jet bin category is normalized by the ratio between the total nominal cross-
section and the total new one obtained by changing both the factorization and the
normalization scale.

The theoretical uncertainties for ZZ → 2l2ν and WZ → 3lν at 13 TeV are
shown in Table 4.12.

Electroweak uncertainties

The uncertainty associated to the NLO electroweak corrections on the back-
ground samples is estimated for each event availing the corresponding generated in-
formation. This uncertainty error is then propagated to the MT shape through the
event in order to generate a "shape up" and "shape down" (Fig. 4.23 ). The uncertainty
associated to each event are estimated according to the event recoil [154], defined as

ρ ≡ |
∑4

i=1 ~p
i
T |∑4

i=1|~piT | , with i running on the leptons coming from each vector bosons particle.

The relative uncertainty in the corrected cross section is then estimated as follows:
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Table 4.12: Scale (µR and µF ) uncertainties (in %) for ZZ, WZ and ggH production
cross sections at 13 TeV. For the signal case three mass points are considered: 800
GeV, 1 TeV, and finally 2 TeV.

Process
Uncertainty per category (%)
=0 jets ≥1 jets VBF

ZZ 6.3 5.4 40
WZ 9.5 5.1 40
ggH(MX = 800 GeV) 3.2 3.1 6.0
ggH(MX = 1 TeV) 3.4 2.8 5.3
ggH(MX = 2 TeV) 1.7 1.2 0.1

δ =

{∣∣(1−KNLO
QCD

) (
1−KNLO

EWK

)∣∣ , if ρ < 0.3∣∣1−KNLO
EWK

∣∣ , if ρ ≥ 0.3

where the KNLO
QCD -factor is taken from [161]. The choice of uncertainty for

ρ < 0.3 is motivated by the fact that uncertainties are coming mainly from miss-
ing diagrams in ααS . The two contributions (NLO QCD and NLO EWK) are fully
correlated and then they are linearly combined. The case ρ ≥ 0.3 has a maximal error
associated to it, i.e. 100% of the electroweak correction. This case represents about
25% of the events. The Figure 4.23 shows the distribution of the nominal transverse
mass after applying the EWK corrections with ± 1 σ uncertainty following the recipe
previously described.

In WZ, the uncertainty associated to the photon-induced process is related to the
photon PDF error. However, this contribution is very small (less than 1 % in the whole
spectrum) and it can be neglected.

4.5.3 Instrumental Uncertainties

Luminosity

The uncertainty in the total luminosity delivered by CMS in 2016 data is esti-
mated to be 2.5% [162]. It affects the signal and the MC background yields which
need to be normalized to the measured luminosity.
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Figure 4.23: Distribution of the transverse mass for the nominal, upper and lower
values of the electroweak corrections for pp→ ZZ.

Lepton Trigger, Lepton Identification and Lepton Isolation

The systematic uncertainty arising from the lepton selection is accounted for
by a normalization uncertainty. The total uncertainty varies between 6% and 8% ,
depending on the lepton flavor, and it is obtained by combining in quadrature the
uncertainty associated to the trigger scale factors, the identification scale factors and
finally the isolation scale factors.

Lepton Momentum Scale

The impact of the leptons momentum scale correction uncertainties is estimated
by shifting up and down the nominal energy of each lepton in the event by the uncer-
tainty associated to the scale corrections following the recommendations of the CMS
group in charge of the muon and electron identification [149, 163]. The shift is then
propagated to the transverse mass. The uncertainty in the lepton energy scale is 0.01%
for muons and 0.3% for electrons.

Jet Energy Scale, Jet Energy Resolution and Unclustered MET

The uncertainties associated to the simulated jet energy scale corrections are
dependent both on the jet pT and the jet η and cover the range between 8% for low
jet momentum region and 1.5% for very energetic jets (1 TeV) [118]. The effects of
this uncertainties on the MT shape is estimated for each event shifting the correction
factor up and down by 1σ respect to the nominal value. This variation is then finally
propagated to the MT shape and its impact is measured to be between 1% up to 40%
, depending on the jet bin category.
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The effects of the unclustered energy7 on the transverse mass are considered
and they are estimated shifting the transverse energy deposit according to its energy
and η position following the prescription of the CMS group in charge of the missing
transverse energy reconstruction [165]. The associated uncertainties on the MT do not
exceed the 10%

b Jet Veto

The scale factors (SF) associated to b-tagging and mistagging efficiency in sim-
ulated events are provided as a function of the transverse momentum and the pseu-
dorapidity of the b-jet. To estimate the impact of the SF uncertainty, the nominal SF
value is varied up and down according to its uncertainty. The uncertainties are pT -
dependent and vary from less then 1% up to 3% for the lower pT region (pT < 30

GeV). The variations are performed separately for heavy flavor jets and for light jets
and then propagated to the MT shape. The final effect of the b-tagging uncertainty is
estimated to be between 2% and 6%.

Non-Resonant Background

Three kinds of systematic uncertainties are applied to the Non-Resonant Back-
ground. The systematic uncertainty in the background estimate stems from the uncer-
tainties associated to the closure test, the relative difference on the alpha value with
different EmissT cut in data and finally the statistical error on α. A total uncertainty of
13% is assigned to the method in both the flavor channel (Fig. 4.17) and it is accounted
as a normalization uncertainty.

Z + jets Background

Three different shape systematic uncertainties are considered for the Z + jets

background. The first uncertainty is related to the statistical error associated to both
the γ data sample and the MC samples used to predict the genuineEmissT contribution.
This uncertainty is estimated directly on the MT shape combining in quadrature the
statistical variation bin-by-bin of each of them.

A second contribution comes from the degree of agreement between the reweigthed
γ+ jets prediction on the Drell-Yan. The uncertainty is computed in each jet bin cat-
egory looking to the relative difference on the estimated events in the two different
samples. A value of 10% is associated to it.

The last systematic takes into account the precision of the cross-section compu-
tation of the Z + γ, W + γ and W + jets processes used to estimate the genuine

7The unclustered energy refers to the energy associated to jets with a pT < 10 GeV plus the contribution
from the PF objects which were not clustered in any jet [164].
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MET contribution. Both the QCD and EWK corrections are considered for the ex-
ception of W + jets where no EWK corrections are applied. The numbers reported
in the literature [166–169] are used on the MT shape in order to determine a global
up and a global down shape variation. The biggest uncertainty is related to the QCD
corrections on the Z + γ sample and it amounts to 25%.

Finally the uncertainty associated to the closure test and the uncertainty related
to the missing higher order corrections to the cross section are combined in quadrature
bin-by-bin to estimate a global final shape up and a global final shape down variation.

Theoretical Uncertainty [%]
NNLO (gg → ZZ) K factor 10
PDF + αS 1-4
Renorm./Factor. Scales 0.1-40
EW Corrections (*) 7-40

Experimental Uncertainty [%]
Integrated Luminosity 2.5
Lepton Trigger, Identification and Isolation 6-8
Lepton Momentum Scale (*) 0.01-0.3
Jet Energy Scale, Jet Energy Resolution (*) 1-40
Unclustered EmissT (*) 10
b Tagging (*) 2-6

Data Driven Background [%]
Z + jets (*) 20-50
Non Resonant Background 13

Table 4.13: Summary of the different sources of uncertainties used in this analysis
given in percent. The numbers shown as ranges represent the uncertainties in dif-
ferent final states or categories. Most uncertainties affect the normalizations of the
background estimations or simulated event yields, and those that affect the shape of
kinematic distributions as well are labeled with (*).
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4.6 Results
The search for a scalar resonance X in the ZZ → 2l2ν channel is performed in

the mass range between 200 GeV up to 3 TeV considering three different width values
5, 10 and 100 GeV.

The final yields after the entire selection is reported in the table 4.14. Each num-
ber is accompanied by the statistical uncertainty. For the combination of the different
jet bins category the most important background is the irreducible ZZ process, fol-
lowed by the non-resonant contribution, WZ and Drell-Yen are comparable whereas
the ZVV is totally negligible. The zero jet category is totally dominated by ZZ, in-
stead the 1-jet category is contaminated by the non-resonant background because of
the presence of the top quark in the process. The VBF category is characterized by
lower total yields and is dominated by the reducible backgrounds. The final MT dis-
tributions used to set the limits are presented in Fig. 4.25 and Fig. 4.24 showing two
mass points in gluon fusion.

As can be seen from both the Yield table (Tab 4.14) and the transverse mass
shape (Fig. 4.25 and Fig. 4.24) no significance excess is measured over the SM back-
ground. For this reason the analysis has proceeded setting an upper limits on the
pp → X → ZZ cross section as a function of mX and its width (ΓX ) exploiting the
transverse mass shape (Fig. 4.25 - 4.24). The modified frequentist method called as
CLs described in [170] is used and the test statistic chosen is the profile likelihood
modified for upper limits [171]. The limits are set in both the ggF and in the VBF
separately. In the likelihood the number of events observed in each bin of the MT

distributions is compared with the predictions from background and signal. The dif-
ferent observations are combined by means of a product of Poisson probabilities. The
predictions are subject to the multiple uncertainties described in the previous section
and each associated with a so-called nuisance parameter that represents the source of
the uncertainty. The effect of the uncertainty in each nuisance parameter is modeled
by providing two modified distributions of MT : one corresponding to an upward vari-
ation by one standard deviation of the central value of the nuisance parameter and a
second corresponding to a downward variation of the nuisance parameter by the same
value. Systematic uncertainties in signal and background normalizations are modeled
with log-normal distributions whereas the shape uncertainties are treated by means of
morphing procedures [172]. The final exclusion cross section at the 95% confidence
level (CLs) is reported in the Figure 4.26.

In order to avoid the usage of negative bin yield associated to the interference
between the signal and the background and properly handle rescaling of the interfer-
ence contribution by the

√
µ, the parametrization of the expected event yield (ν) used
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to define the likelihood model [171] associated to a shape analysis is customized in
the following way [173]:

νi = (µ−√µ) · Si(~θ)+
+
√
µ · (Si(~θ) +Bi(~θ) + IS−Bi (~θ))

+ (1−√µ) ·Bi(~θ) + B̃i(~θ)

(4.10)

where the multiplicative parameter µ, called signal strenght quantifies the strenght
of the observed signal. Si, Bi and IS−Bi are the expected yields in the ith bin of the
MT shape respectively for the signal hypothesis (Si), the background hypothesis (Bi)
defined as the combination of the continuum sample and the light higgs, and finally
the interference between the signal and the background (IS−Bi ). B̃i quantifies the
yield in the ith bin predicted by the background described in the section 1.4.
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Figure 4.24: Transverse mass distributions in the different jet bins category after the
final EmissT cut of 125 GeV in µµ channel. The signal distribution corresponds to a
mass point of 800 GeV. Two width hypothesis were reported: 10 GeV (left) and 100
GeV (right) both in ggF and VBF. In each distribution both systematic and statistical
errors are represented. The distribution on the bottom of the transverse mass reports
the discrepancies between the data and the total background.
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Figure 4.25: Transverse mass distributions in the different jet bins category after the
final EmissT cut of 125 GeV in ee channel. The signal distribution corresponds to a
mass point of 800 GeV. Two width hypothesis are reported: 10 GeV (left) and 100
GeV (right) both in ggF and VBF. In each distribution both systematic and statistical
errors are represented. The distribution on the bottom of the transverse mass reports
the discrepancies between the data and the total background.
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Figure 4.26: Upper limits at 95% CL set on the ggF (left) and VBF (right) cross
section of a generic scalar boson as function of its mass for various values of width.
Note that these limits are set on the X → ZZ total cross-section. In the x and y axis
the heavy scalar resonance is indicated by H .



Chapter 5
The Dynamic Truncation
Algorithm for Muon
Reconstruction

Preserving good performance in the reconstruction of high-pT (pT > 300 GeV)
muons is crucial especially for all the analysis targeting a high-mass resonance with
muons in its final state. These muons suffer from catastrophic energy losses when
traversing dense matter, which makes their reconstruction challenging. CMS has in-
troduced different strategies to face this problem. One of them is the Dynamic Trun-
cation Algorithm (DYT) and its development is one of the main topics of the present
thesis. The first section of this chapter describes an overview of the radiation-matter
interaction followed by a description of the CMS strategy to deal with this problem.
The second part of the chapter will be devoted to describe the DYT algorithm and its
performances.
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5.1 High-Energy Muon Reconstruction
The standard muon reconstruction described in the third Chapter is well suited

for all the muons with a momentum lower then 200 GeV. For very energetic muons,
however, there is a high probability to produce electromagnetic showers in the calorime-
ters or in the iron of the CMS magnet return joke. This effect causes a significant
degradation of the reconstruction because on one side the shower can leak in the
muon detectors and compromise the local reconstruction and on the other the amount
of energy lost in the shower process is considerable. The presence of many analy-
sis looking for very massive or boosted objects decaying into muons has pushed the
collaboration to develop new approaches which deal efficiently with this situation. Be-
fore examining the different approaches in depth, a brief summary of the interaction
radiation-matter is provided.

5.1.1 Material Effects
There are five main processes characterizing the interaction of high-energy muons

with matter: ionization, multiple scattering, electron-positron pair production, inelas-
tic interaction with nuclei and bremsstrahlung. While the first two are present at all
muon energies, the last three, which are called radiative processes, intervene only
beyond 200 GeV, as shown in Figure 5.1 [174].

Figure 5.1: Stopping power for muon in copper as a function of its momentum [175].
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These radiative processes are characterized by small cross sections, hard spec-
tra, large energy fluctuations, and the associated generation of electromagnetic and
hadronic showers. At these energies the treatment of energy loss as a uniform and
continuos process is for the purpose of track reconstruction inadequate. It is conve-
nient to write the average rate of muon energy loss as,

− dE/dx = a(E) + b(E)E. (5.1)

In the equation above, a(E) is the ionization energy loss given by the Bethe-
Bloch equation, and b(E) is the sum of electron-positron pair production, bremsstrahlung,
and photonuclear contributions [175]. To the approximation that these slowly varying
functions are constant, the mean range x0 of a muon with initial energy E0 is given
by [175],

x0 ≈ (1/b) ln(1 + E0/Ec) (5.2)

The critical energy,Ec, is defined as the energy at which radiative and ionization
losses are equal and from Eq. 5.1 it is given byEc = a/b. In the particular case of iron,
which is relevant for the CMS detector, the critical energy occurs at Ec ≈ 300 GeV.
Below the critical energy ionization losses dominate, whereas above it radiative effects
dominate. Fig. 5.2 shows the contributions to b(E) for iron. Since a(E) ≈ 0.002 GeV
g−1 cm2, b(E)E dominates the energy loss above several hundred of GeV, where b(E)

is nearly constant. The rates of energy loss for muons in hydrogen, uranium, and iron
are shown in Fig. 5.3.

The radiative cross sections can be expressed as functions of the fractional energy
loss ν. With this choice the bremsstrahlung cross section goes roughly as 1/ν over
most of the range, while for the pair production case the distribution goes as ν−3 to
ν−2 [175]. The probability for a muon to produce electrons with different energies
through iron is shown in the Fig. 5.4. As reported in the figure the electron production
cross-section rise with the muon momentum especially for the pair production case.
This process gives the largest contribution to the electron production for electrons
with low energy, whereas the Bremsstrahlung is the dominant contribution for very
high energetic electrons. Indeed, considering electrons with energy close to 1 GeV,
if one muon of 1 TeV traverses a meter of iron it will produce on average about 0.09
such electrons via ionization, about 0.01 via bremsstrahlung and finally about 0.5
via pair production. Instead, considering high energetic electrons with an average
value of about 100 GeV, the biggest contribution comes from the bremsstrahlung with
about 3·10−3 electrons whereas the amount of electrons produced by both the pair
production and the ionization are a factor 10 smaller.
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Figure 5.2: Contributions to the fractional energy loss by muons in iron due to
electron-positron pair production, bremsstrahlung, and photonuclear interactions as
a function of the muon energy [175].

Figure 5.3: The average energy loss of a muon in hydrogen, iron, and uranium as a
function of muon energy [175].
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Figure 5.4: Cross sections to produce an electron with the same energy reported in the
distribution by muons traversing matter. The cross section is shown as number of elec-
trons produced per 1 cm of iron, as a function of muon transverse momentum [176].

Figure 5.5 shows the distribution of the final momentum of 1 TeV muons after
having traversed three meters of iron. The most probable loss is 8 GeV whereas the
effects of the radiative processes are visible in the left tail.

Figure 5.5: Distribution of the final momentum of 1 TeV muons after having traversed
three meters of iron. The most probable loss is 8 GeV whereas the effects of the
radiative processes are visible in the left tail [175].
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Focusing now on the case of the CMS detector, all the muons produced at the
collision point need to cross different sub-detectors before reaching the muon spec-
trometer. Indeed, as described in the second chapter of this thesis, the muon chambers
are preceded by the tracker, the calorimeters and finally the magnet. If the tracker
has a very little impact on the energy loss of the muons due to the thickness of the
silicon detector, the rest of the material which separates the tracker from the solenoid
can lead to the production of showers due to radiative losses. Indeed, the electromag-
netic calorimeter is composed by crystals of PbWO4 23 cm long characterized by a
radiation length (X0) of 0.89 cm corresponding to a total radiation length of 25.8 cm.
In addition, the muon critical energy in lead tungstate is measured to be about 160
GeV [177]. The HCAL is made of brass interposed between two layers of stainless
steel. Its total absorber thickness varies from 5.8 λI (λI = 16.42 cm) when η = 0 up
to 10 λI in the endcap, which can be translated in 63.8 radiation length (X0 = 1.49

cm) in the barrel and about 110 X0 in the endcap. The iron joke which encapsu-
lates the muon chambers is made of iron characterized by a radiation length of 1.8 cm
(EC ∼ 300 GeV). In the barrel, the innermost iron layer starts at R = 4590 mm and
the outermost (the third one) ends at R = 7000 mm. The thickness of the first layer
is 295 mm, whereas the thickness of the second and third layers is 630 mm [178].
Both endcap yokes are composed of three disks with a diameter of 13.9 m. The two
innermost disks are 600 mm thick and the outermost 300 mm. The inner disk is sep-
arated from the adjacent barrel ring by 600 mm, and all disks are equally spaced by
600 mm to accommodate the endcap muon chambers. Attached to the innermost disk,
and facing the interaction point, there is a solid iron piece 5.4 m in diameter and 700
mm thick called the nose. A global view of the material thickness in radiation length
of the CMS detector is reported in Fig. 5.6.

The impact of the material in front of the muon spectrometer can be tracked
studying the frequency at which the muon station is used in the reconstruction of the
muon track performed by the Dynamic Truncation algorithm (A more detailed de-
scription of the algorithm will presented in the next sections). The results are reported
in Fig. 5.7 for both the barrel and the endcap case as a function of the nominal muon
momentum. In both the barrel and the endcap the frequency at which the first station
is not used increase with the muon momentum. In particular it is skipped 25-30% of
the times for muon at 400 GeV whereas at 3 TeV the first station is skipped 35-40%
of the times. No differences emerge between the barrel and the endcap because the
CMS material thickness in radiation lengths is similar in the first station of the muon
chambers as reported in Fig. 5.6.
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Figure 5.6: Material thickness in radiation lengths after the ECAL, HCAL, and at the
depth of each muon station as a function of pseudorapidity. [95].

5.1.2 High-pT Muon refitters
As extensively explained in the previous section, muons with energy greater than

300 GeV and crossing layers of iron have a significant chance to loose a big amount
of their energy. These large energy losses can degrade the performance of the muon
reconstruction for the two following main reasons:

• the muon can loose a large fraction of its energy and its momentum changes
accordingly. Contrary to standard ionization and multiple scattering, radiative
losses cannot be modeled as continuous processes and therefore are completely
unaccounted in the Kalman Filter algorithm used to fit tracks. As a consequence
the Kalman Filter estimate of the momentum of a muon track that has suffered
a severe energy loss will be highly biased.

• the shower produced by the products of a radiative process can traverse the
muon detectors. Segment reconstruction will be rendered highly complicated by
the large number of hits recorded in the detectors and therefore also an incorrect
trajectory parameters estimation will result.

Starting from the considerations above two possible strategies can be developed
in order to identify a large radiative energy loss: either looking for an incompatibil-
ity between the extrapolated track states and the segments in the muon chamber or
looking for high occupancy in the muon chambers.

Three specialized and complementary algorithms, generically called Tev-refitter
algorithms, have been developed to face this problem. All the Tev-refitters have as
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Figure 5.7: Distribution reporting the frequency at which the first station is used (Blue
distribution) and skipped (Red distribution) as a function of the nominal muon mo-
mentum in both the barrel (top) and in the endcap (bottom) region of the muon spec-
trometer.
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input the collection of hits associated to each Global Muon track and they output a
new collection which can contain all, a subset of the initial hits or also additional
hits. As soon as the new collection is available, a new fit with a new estimate of the
momentum will be performed. The Tev-refitters are:

• Tracker-Plus-First-Muon-Station (TPFMS) fit. Most of the gain obtained by
combining the inner tracker and the stand-alone muon comes from the first hit
used in the muon system [85]. TPFMS takes advantage of this fact by perform-
ing a refit using only the tracker hits and the hits coming from the first muon
station which is not shielded by any layer of iron.

• Picky fit. This refitter analyzes the level of occupancy inside each chamber to
identify a possible catastrophic process. For each hit of the global muon, the
multiplicity of hits in the associated chamber is checked. The scan is performed
looking at the isolation of the hit inside a cone centered on it: if the number
of hits inside the cone is greater than a threshold value, the chamber is tagged
as contaminated. The second step of the algorithm consists of a loop over the
hits of the contaminated chamber to check the compatibility of each hit with
the extrapolated trajectory based on a χ2 requirement. All the hits that have
passed the last compatibility requirements are then finally used in the refitting
procedure.

• Dynamic Truncation (DYT) algorithm. The DYT has been developed in the con-
text of this thesis and uses a different and partly complementary approach com-
pared to Picky. In most of the cases the shower produced by a radiative energy
loss is fully contained within the iron without producing any high occupancy in
the following chambers. The DYT quantifies the compatibility between the ex-
trapolated track state and the reconstructed segments inside the chambers: if the
smallest discrepancy is higher than a threshold the segments of that chamber are
not taken into account in the reconstruction. The next section is fully dedicated
to the Dynamic Truncation, and the reader will find more details there.

To further improve the performance of the reconstruction of high-energy muons
the output of the previously described Tev-refitters is given as an input to the so-
called tune-P algorithm. On a track-by-track basis TuneP chooses the best available
track among the ones produced by the previous refitters and the traditional algorithms
(Global Muon and Tracker Muon) described in the third chapter of this thesis using the
tail probability of the χ2 of the track fit. During Run-I, TuneP was using only Picky,
TPFMS and the Tracker muon algorithms; since the beginning of Run-II the first ver-
sion of the DYT has been integrated in the official CMS standard muon reconstruction
framework and TuneP has included it accordingly.
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The selection of the best available track in the Run-II version of TuneP, is still on
a track-by-track basis using both the normalized χ2 of the track fit and the relative pT
error measurement δpT /pT (perrT ). The algorithm starts its search for the best track
considering initially the Picky hypothesis and comparing its perrT with the value esti-
mated for the corresponding track but re-fitted by the DYT algorithm. The track with
the lowest perrT value is kept and compared with the Tracker muon using the normal-
ized χ2 variable. The track with the lower χ2 value is kept and finally compared with
the TPFMS re-fitter algorithm. The final best track is chosen after the last comparison
according to the lower normalized χ2 value. At the end, if the final candidate track or
the tracker-only track have pT lower than 200 GeV, the tracker-only track is selected.
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5.2 The Dynamic Truncation Algorithm

5.2.1 Basic principle
As explained in the previous section, the probability to have catastrophic energy

losses for particles passing through iron and with momentum greater then 300 GeV
is not negligible. Energy loss for radiative processes feature hard spectra and large
fluctuations, making impossible its description as a uniform and continuous process
in the Kalman Filter (KF) used by the CMS muon reconstruction. For this reason,
after a large radiative energy loss the remaining reconstructed hits of a muon track
will introduce a bias in the track fit given that no account is taken for them in the
propagation step.

The Dynamic Truncation Algorithm (DYT) is based on the idea of stopping the
Kalman Filter once a large energy loss is identified, avoiding that the remaining hits
would bias the momentum measurement. Radiative processes are likely to happen
within the calorimeters and the iron yoke, and, though they usually feature electro-
magnetic showers, the latter could not necessarily appear in the muon chambers be-
cause it could well be fully contained in the calorimeters or iron. Moreover no clear
correlation exists between shower size and energy loss. For these reasons, a strategy
for the identification of large energy losses based on their associated showers would
be sub-optimal. Instead, the DYT strategy is based on the compatibility between the
extrapolated track state from the outermost tracker layer, and the reconstructed seg-
ment in the muon chambers, as shown in the Figure 5.8. Because no attempt is made
in the extrapolation to model the effect of radiative losses, compatibility is expected
whenever such losses have not occurred and the considered reconstructed segment is
the correct one. Within the CMSSW software, the compatibility test is performed
between the so-called TrajectoryStateOnSurface (TSOS), which represents the track
state on a detector layer, and a 4D reconstructed segment (DTRecSegment4D and
CSCSegment). Both of them consist of a vector (v = (x, y, dx/dz, dy/dz)) contain-
ing the information of the local position (x, y) and the local direction (dx/dz, dy/dz)
of the segment estimated in the reference frame of the chamber on the plane with
z = 01. The degree of compatibility is measured in the local frame of the muon
chamber by the operator defined as:

E = vMvT (5.3)

1The CSC local reference frame is defined in the following way: the local z-axis is parallel to the beam,
whereas the y-axis is parallel to the r-axis direction and finally the x-axis is perpendicular to the y-z plane.
The local reference frame of the DT chamber is defined by the z-axis pointing to the center of the CMS
detector, the y-axis parallel to the beam line and finally the x-axis perpendicular to the y-z plane along the
φ direction.
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Figure 5.8: Representation of the comparison performed by the DYT between the
predicted TrajectoryStateOnSurface (TSOS) and the reconstructed segments.

where v is the difference between the TSOS and 4D segments, and M is the sum
of their covariance matrices and the alignment position error matrix. In the absence of
correlations this estimator takes the classical form of a χ2 variable associated with a
model that predicts null measurements. In its full form correlations between measure-
ments are taken into account.

The TSOS and the 4D reconstructed segments have the same structure with the
difference that the former is a 5D vector, with the additional component given by q/p.
For this reason, in order to compute the estimator E, the q/p component is removed
from the TSOS and, consequently, the associated covariance matrix is reduced to a
4×4 matrix.

The way the DYT works is summarized in the flowchart 5.9. The TSOS on the
last tracker layer is propagated, together with its uncertainties, to the first muon sta-
tion and the resulting track state is compared to all the reconstructed segments in the
chamber. If the minimum value of E, among all segments, is below a given config-
urable threshold (Thr), the most compatible segment is selected, the TSOS is updated2

and propagated to next station. If the minimum value of E is above the threshold the
DYT skips this measurement and checks whether such a large incompatibility is also
found in the next station: if the incompatibility is confirmed then the collection of
track measurements is stopped before the first incompatible muon station, otherwise
just the incompatible measurement is skipped.

2In Kalman filter formalism the update step consists of computing the weighted average of the ex-
trapolated track state, which carries informations from the measurements on the previous layers, and the
measurement found on the detecting layer where the track state has been extrapolated to. The uncertainties
play the role of weights in this matching.
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Figure 5.9: Flowchart representing schematically the procedure used by the DYT al-
gorithm.
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Figure 5.10: Estimator distribution in the barrel (left) and in the endcap (right). In
the case no correlation is present in the error matrix, and in absence of biases, the
estimator is expected to follow to a chi-square distribution.

5.2.2 First version of the DYT and its performance
The requirement of having accurate measurements for very energetic muons with

a low probability of significantly overestimating its momentum, comes from all those
analysis searching for boosted objects or very heavy resonances decaying into muons
and characterized by low background. Any muon algorithm used in such a search
has to reduce to a minimum the chance that reconstructed high-energy muons are the
result of only a mis-reconstruction. For this specific reasons the performance of the
DYT is optimized via its capability to reduce the tails of the measured momentum
distribution. The value of the threshold on the estimator E used in the algorithm is
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thus defined as the one that minimizes the number of events that populate the tails of
the muon momentum spectrum as better defined in the following.

The first version of the DYT, which is the one still in use in the official CMS
software, presents only one fixed threshold value applied to each muon regardless
of its pseudorapidity and momentum. The optimization procedure was performed
entirely using Double muons (back-to-back) MC samples generated using a flat prob-
ability distribution in η, in φ and in p range (Muon Particle Gun Generator) [179].
The muons were generated in the full CMS acceptance region (η ∈ [−2.5, 2.5] and
φ ∈ [−3.14, 3.14]) with momentum range defined by the interval 1 TeV ± 0.01%.
The threshold value that yields the minimum number of events outside the region
[0,2]·psim in the momentum spectrum was chosen.

The reconstructed muon momentum distribution is reported in Fig. 5.113. The
performance of the DYT is checked considering its ability to reduce both the number
of events that fall outside the region defined by [0,2]·psim and the spread in muon
momentum around the peak of the distribution, which is quantified by the RMS value4.
The mean value and the standard deviation of a Gaussian fit performed around the peak
of the distribution is also looked at to evaluate the reconstruction performance.

In all the three distributions, the first aspect that emerges is the DYT ability
compared to Picky5 to reduce the events in the overflow region, despite a more sizable
non-Gaussian tail in the region right below the overflow threshold. The region which
benefits the most is the barrel region with an improvement of 62% compared to Picky,
whereas in the endcap region the improvements settled to about 24%. In addition, it
has to be underlined that including the events in the overflow region doesn’t affect
considerably the RMS value. The deterioration in the barrel amount to about 6% and
it is related to the presence of the tail on the right of the momentum distribution peak.
In both the Picky and DYT momentum distribution no bias is visible in the mean of the
Gaussian fit performed on the core of the distribution, and no difference is observed
in the sigma of the same fit.

3The meaning of the variables reported in each statistical box that goes with the distribution is here
briefly described: Entries identifies the number of events used to produce the distribution, Mean reports the
average of the histogram entries, RMS reports the standard deviation of the histogram entries, the Overflow
quantifies the number of outliers that fall outside the upper boundary of the distribution, χ2/ndof report
the normalized χ2 value obtained from the Gaussian fit, Constant is the amplitude of the fitted Gaussian
function, Mean is the mean of the Gaussian function, and finally σ is the standard deviation of the Gaussian
distribution.

4The RMS is estimated considering only the entries used to fill the histogram in the x-axis range and it
is defined as

√
1/N ·

∑
(xi − xmean)2, where the index i runs over all the entries. In the specific case

of the muon momentum the range of the x-axis is defined as [0,2]·psim.
5Among the Tev-refitters, Picky is the one which gives the best reconstruction performances for high en-

ergetic muons and for this reason, it will be used as benchmark in the evaluation of the DYT performances.
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Figure 5.11: Comparison of the muon reconstructed momentum obtained by the DYT
algorithm (blue distribution) and the Picky algorithm (red distribution) using a sample
of muons generated with the Particle Muon Gun [179]. The muons are generated in the
full acceptance region of the CMS detector (η ∈ [−2.5, 2.5] and φ ∈ [−3.14, 3.14]),
requiring a momentum of 1 TeV ± 0.01%. Three different regions in η are reported:
the barrel region (Top left), the endcap region (Top right) and finally the entire η region
(Bottom). The Gaussian fit is performed in the region defined by psim ± 25%.

The next result that will be presented show the normalized relative residual dis-
tribution (pull). The pull is defined as:

P (q/preco) =
q/prec − q/psim

σ(q/prec)
(5.4)

where psim is the muon generated momentum, whereas the prec is the recon-
structed momentum. The main feature of this variable lies in the fact that the asso-
ciated events are expected to distribute according to a normalized Gaussian centered
on zero with standard deviation equal to 1. The Gaussian fit on the core of the dis-



168 Chapter 5. The Dynamic Truncation Algorithm for Muon Reconstruction

tribution gives important informations about possible errors on the reconstructed mo-
mentum and its uncertainty. The more the values measured by the fit vary from the
expected parameters, the more the systematic errors in the muon track reconstruction
are pronounced. In particular, if the standard deviation of the pull is close to unity,
then the track errors are well estimated. On the contrary, in the case the standard devi-
ation is bigger then one it means that the errors on the momentum are underestimated,
whereas if the standard deviation is lower then one the errors on the momentum are
overestimated. Finally, if the mean value differs from zero, it means that the track
momentum is systematically wrongly estimated.

Figure 5.12 shows the comparison of the pull distribution between the Picky
and the DTY algorithm. Both the algorithms have very similar performance and they
don’t present any bias in the muon momentum estimate. In particular, the standard
deviation has a maximum deviation from unity of about 4% in the the endcap region
for the DYT, whereas the mean value presents a shift of 5% along the negative x-axis.

These results support the DYT algorithm strategy. However the levels of mis-
alignment of the muon chambers, the accuracy of the estimation of the alignment
position errors, the accuracy of the inner tracker track parameters, or of the muon
segments could vary with the muon direction and momentum. These considerations
have charted the way to develop and improve the DYT algorithm by using a dynamic
threshold defined as a function of both the muon direction and momentum.

In addition, these conclusions are furthermore corroborated by the results ob-
tained on the momentum spectrum of muons generated at 2 TeV reported in Fig. 5.13.
Indeed, the promising performances shown at 1 TeV couldn’t be regained as soon as
the test moves away from the tuned region at 1 TeV.

Indeed, in the barrel region the number of the outliers events and the RMS values
are respectively 164% and 6% worst then the values predicted by Picky. On the other
hand in the endcap the DYT predicts 25% less events in the overflow region then Picky
and the improvement in the RMS estimation amounts to 3%.

5.2.3 Second version of the DYT
The second version of the DYT is characterized by a threshold on the estimator

value that changes dynamically with the momentum and the direction of the recon-
structed muon. The double parametrization is achieved in two different steps:

• DYT Tuning at Different Momentum Values: the tuning of the DYT follows
the same strategy adopted in the first version of the algorithm but extends the
procedure to a few values of momentum in different pseudorapidity regions. In
order to optimize the DYT in the muon momentum spectrum covered by the
CMS analyse, the muon momentum values (psim) used in the tuning step are



5.2. The Dynamic Truncation Algorithm 169

DYT
Entries  410209

Mean  0.0009576− 

RMS     1.031

Overflow       11

 / ndf 2χ  77.87 / 39

Constant  3.456e+01± 1.657e+04 

Mean      0.001715±0.002781 − 

Sigma     0.0016± 0.9762 

)
reco

(q/Pσ)]/
sim

) - (q/P
reco

[(q/P
10− 8− 6− 4− 2− 0 2 4 6 8 10

E
ve

nt
s/

10

1

10

210

310

410

DYT
Entries  410209

Mean  0.0009576− 

RMS     1.031

Overflow       11

 / ndf 2χ  77.87 / 39

Constant  3.456e+01± 1.657e+04 

Mean      0.001715±0.002781 − 

Sigma     0.0016± 0.9762 

| <= 0.8ηP1000, 0 < | 

Picky
Entries  410209

Mean  0.001527− 

RMS     1.078

Overflow       64

 / ndf 2χ  69.68 / 39

Constant  3.437e+01± 1.644e+04 

Mean      0.001731±0.002212 − 

Sigma     0.0016± 0.9815 

Picky
Entries  410209

Mean  0.001527− 

RMS     1.078

Overflow       64

 / ndf 2χ  69.68 / 39

Constant  3.437e+01± 1.644e+04 

Mean      0.001731±0.002212 − 

Sigma     0.0016± 0.9815 

DYT
Entries  634515

Mean  0.04453− 

RMS     1.013

Overflow       31

 / ndf 2χ  40.84 / 37

Constant  4.392e+01± 2.607e+04 

Mean      0.00138±0.04468 − 

Sigma     0.0013± 0.9626 

)
reco

(q/Pσ)]/
sim

) - (q/P
reco

[(q/P
10− 8− 6− 4− 2− 0 2 4 6 8 10

E
ve

nt
s/

10

1

10

210

310

410

510 DYT
Entries  634515

Mean  0.04453− 

RMS     1.013

Overflow       31

 / ndf 2χ  40.84 / 37

Constant  4.392e+01± 2.607e+04 

Mean      0.00138±0.04468 − 

Sigma     0.0013± 0.9626 

| <= 2.4ηP1000, 1.2 < | 

Picky
Entries  634515

Mean  0.04856− 

RMS     1.017

Overflow       50

 / ndf 2χ  53.74 / 37

Constant  4.40e+01± 2.61e+04 

Mean      0.00138±0.04826 − 

Sigma     0.0013± 0.9614 

Picky
Entries  634515

Mean  0.04856− 

RMS     1.017

Overflow       50

 / ndf 2χ  53.74 / 37

Constant  4.40e+01± 2.61e+04 

Mean      0.00138±0.04826 − 

Sigma     0.0013± 0.9614 

DYT
Entries  1251276

Mean  0.02153− 

RMS     1.018

Overflow       46

 / ndf 2χ   59.2 / 37

Constant  6.154e+01± 5.119e+04 

Mean      0.00099±0.02218 − 

Sigma     0.0009± 0.9653 

)
reco

(q/Pσ)]/
sim

) - (q/P
reco

[(q/P
10− 8− 6− 4− 2− 0 2 4 6 8 10

E
ve

nt
s/

10

1

10

210

310

410

510
DYT

Entries  1251276

Mean  0.02153− 

RMS     1.018

Overflow       46

 / ndf 2χ   59.2 / 37

Constant  6.154e+01± 5.119e+04 

Mean      0.00099±0.02218 − 

Sigma     0.0009± 0.9653 

| > 0ηP1000, | 

Picky
Entries  1251276

Mean  0.02264− 

RMS     1.043

Overflow      145

 / ndf 2χ   87.8 / 37

Constant  6.141e+01± 5.097e+04 

Mean      0.00099±0.02302 − 

Sigma     0.0009± 0.9682 

Picky
Entries  1251276

Mean  0.02264− 

RMS     1.043

Overflow      145

 / ndf 2χ   87.8 / 37

Constant  6.141e+01± 5.097e+04 

Mean      0.00099±0.02302 − 

Sigma     0.0009± 0.9682 

Figure 5.12: Comparison of the pull distribution of the reconstructed momentum ob-
tained by the DYT algorithm (blue distribution) and the Picky algorithm (red dis-
tribution) using a sample of muons generated with the Particle Muon Gun [179].
The muons are generated in the full acceptance region of the CMS detector (η ∈
[−2.5, 2.5] and φ ∈ [−3.14, 3.14]), requiring a momentum of 1 TeV ± 0.01%. Three
different regions in η are reported: the barrel region (Top left), the endcap region (Top
right) and finally the entire η region (Bottom). The Gaussian fit is performed in the
region defined by [-2,+2]· RMS.

50 GeV, 400 GeV, 1 TeV, 2 TeV and 3 TeV. The CMS pseudorapidity region is
divided in five sub-regions: 0 < |η| < 0.8, 0.8 < |η| < 1.2, 1.2 < |η| < 2.0,
2.0 < |η| < 2.2, and 2.2 < |η| < 2.4. The range of the tested threshold
values is [1,95]. For each value of psim, the comparison among the different
thresholds is performed in each pseudorapidity region by checking the number
of simulated muons whose DYT estimated momentum falls outside the window
[0,2]· psim. The threshold value with the lowest number of outliers is chosen.
In the case two threshold values have the same minimum number of outliers,
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Figure 5.13: Comparison of the muon reconstructed momentum obtained by the DYT
algorithm and the Picky algorithm using a sample of muons generated with the Particle
Muon Gun [179]. The muons are generated in the full acceptance region of the CMS
detector (η ∈ [−2.5, 2.5] and φ ∈ [−3.14, 3.14]), requiring a momentum defined by
the interval 2 TeV±0.01%. Three different regions in η are reported: the barrel region
(Top left), the endcap region (Top right) and finally the entire η region (Bottom). The
Gaussian fit is performed in the region defined by psim ± 25%.

the threshold corresponding to the momentum with the lowest RMS is chosen.
At the end of the tuning procedure each pseudorapidity region is characterized
by a set of threshold values, one for each psim. As an example, the amount of
outliers as a function of the threshold values in the entire pseudorapidity region
(0 < |η| < 2.4) for different values of psim is reported in Fig. 5.14. The
comparison highlights all the properties of the dependency of the overflow on
the threshold value and the nominal psim value. Indeed on one side the overflow
events at a fixed thresholds value tend always to increase with the increase of
the generated momentum, and on the other side at a fixed psim the number of
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outliers decreases until reaching a global minimum value and restarts to increase
again after it.
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Figure 5.14: Example of the overflow values distributions used to tune the second
version of the DYT as a function of the different values of the threshold for different
generated muon momentum values (400 GeV, 1000 GeV, 2000 GeV, 3000 GeV). The
distribution reports the amount of outliers for the entire pseudorapidty acceptance of
the CMS detector (0 < |η| < 2.4).

• Fitting the different threshold values: the goal of the fit is to find for each η
region a continuos parametrization in momentum in such a way that the DYT
adopts the most optimal threshold value to use for it. The parametric equation
of the fitting function is found empirically following two principles:

– the same parametric equation has to be used preferably in all the pseudo-
rapidity regions

– the parametric equation has to be defined by a minimum number of free
parameters

The parametric equation of the fitting function is:

Thrs(p) = Thrsη(50GeV ) · (1 + α · pµ + pβµ) (5.5)

where α and β are the free parameters of the fit and they are specific for each
pseudorapidity region, Thrsη(50 GeV) is the optimal threshold associated to
each η region for muons with the generated momentum equal to 50 GeV, finally
pµ is the momentum of the muon. To apply properly the fitting function and
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identify the best threshold value to use for each muon particle, the DYT has to
know in advance a preliminary estimate of its direction and its momentum. In
the current version of the DYT, these informations are taken from the global
muon track.

The fitting functions in all the η regions are reported in Fig. 5.15.

In the second part of this section the performance of the second version of the
DYT will be presented. The first group of results shows a comparison between the
two versions of the DYT, whereas the second group is a comparison between the DYT
and the Picky algorithm.

The comparison of the muon momentum reconstruction performance between
the first version and the second version of the DYT algorithm shows that the benefits
of the dynamic estimation of the threshold values are shared with all the generated
momentum points. Actually, the improvements become more and more significant
with the increase of the momentum value. Indeed, focusing on the momentum distri-
bution, the events of the overflow are always reduced in the second DYT version. In
particular the reduction of the outliers in the barrel region amounts to 61% for muons
generated with momentum of 1 TeV and 81% for muons generated at 2 TeV. On the
contrary, the reduction of the overflow events in the endcap is limited to 7% for muons
with generated momentum of 1 TeV and 5% for muons with generated momentum at
2 TeV. At 400 GeV, the reduction of the outliers in the tail of the momentum distribu-
tion doesn’t exceed 7%. Crossing the previous considerations with the RMS values, it
can be asserted that the outliers recovered in the barrel region populate mainly the core
of the momentum spectrum. Indeed in the barrel region, the RMS values associated
to the muon momentum spectrum reconstructed by the second version of the DYT are
systematically lower then the one estimated with the first version of the algorithm. In
particular the RMS value is reduced by 9% at 1 TeV and 12% at 2 TeV. No significant
improvements are measured for muons generated at 400 GeV. In the endcap region, a
slight deterioration of the RMS (less the 1%) is measured for all the momentum values
used in this study. These conclusions are supported by the performance on the reso-
lution distributions. The comparison of the muon momentum spectrum at 400 GeV,
1 TeV and 2 TeV is reported in the Fig. 5.16, 5.19, and 5.22. The muon momentum
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Figure 5.15: Threshold values (red dots) as a function of the generated momentum in
the different pseudorapidity regions used in the tuning step. The parametric equation
of the fitting function (blue curve) is reported in the Eq. 5.5.
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Figure 5.16: Comparison of the performances of the reconstructed muon momentum
between the first version of the DYT (red distribution) and the new one (blue dis-
tribution) for muons generated with the Particle Muon Gun with momentum at 400
GeV. The results on the top left report the momentum distribution in the barrel, on
the top right the momentum distribution in the endcap, finally on the bottom the en-
tire pseudorapidity spectrum. The Gaussian fit is performed in the region defined by
Mean± 25%.

resolution for the different momentum values is shown in Fig. 5.17, 5.20 and 5.23,
whereas their pull distribution is reported in Fig. 5.18, 5.21 and 5.24.

The comparison of the muon reconstruction performance between the DYT and
Picky algorithms also profits from the dynamic estimation of the threshold values.
Actually, the performance results at 2 TeV reported in Fig 5.25 show a substantial
improvement in the reduction of both the events in the overflow region and the RMS.
In particular, the outliers are reduced by about 56% and 29% respectively in the barrel
and in the endcap. The improvement of the RMS amounts to 6% in the barrel and 2%
in the endcap. The resolution distributions are reported in the Fig. 5.26. In particular
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Figure 5.17: Comparison of the muon momentum resolution between the first version
of the DYT (red distribution) and the new one (blue distribution) for muons generated
with the Particle Muon Gun with momentum at 400 GeV. The results on the top left
report the momentum distribution in the barrel, on the top right the momentum distri-
bution in the endcap, finally on the bottom the entire pseudorapidity spectrum. The
Gaussian fit is performed in the region defined by Mean± 2 ·RMS.

the benefits are localized in the tails of the resolution distribution where the improve-
ments are of the order of 2%-4% respectively in the barrel region and in the endcap
region. This variation is propagated on the mean value of the resolution. Indeed, a
shift of the order of 15%-22% is measured respect to the mean value predicted by
Picky. However, this effect is negligible considering that the precision at which the
mean value is estimated is lower then 0.5%. The pull distributions are presented in
Fig. 5.27. The performance of the DYT algorithm are in line with the ones obtained
by Picky. In the barrel the mean value presents a shift in the negative region lower then
1% and the underestimation of the error is about 4%-5%. In the endcap the shift of the
mean value is more significant and it is about 5%-6%, whereas the error presents an
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Figure 5.18: Comparison of the pull distibution between the first version of the DYT
(red distribution) and the new one (blue distribution) for muons generated with the
Particle Muon Gun with momentum at 400 GeV. The results on the top left report the
momentum distribution in the barrel, on the top right the momentum distribution in
the endcap, finally on the bottom the entire pseudorapidity spectrum. The Gaussian fit
is performed in the region defined by Mean± 2 ·RMS.

overestimation of about 4%. For the sake of completeness the distributions of the mo-
mentum, the resolution, and the pull for muons generated with psim equal to 400 GeV,
1000 GeV are reported from Fig. 5.28 to Fig. 5.33 but they will not be commented.
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Figure 5.19: Comparison of the performances of the reconstructed muon momentum
between the first version of the DYT (red distribution) and the new one (blue distribu-
tion) for muons generated with the Particle Muon Gun with momentum at 1 TeV. The
results on the top left report the momentum distribution in the arrel, on the top right the
momentum distribution in the endcap, finally on the bottom the entire pseudorapidity
spectrum. The Gaussian fit is performed in the region defined by Mean± 25%.

5.2.4 Characterization of the OverFlow in the Endcap Re-
gion

The results presented in the previous paragraph have shown the benefits of the
new DYT approach. However, the same results show that the performance in the
endcap region can be hardly improved. The distribution 5.34 gives the contribution
to the overflow from all the pseudorapidity regions of CMS in the case of muons
generated with the Particle Muon Gun with nominal momentum at 2 TeV after the
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Figure 5.20: Comparison of the muon momentum resolution between the first version
of the DYT (red distribution) and the new one (blue distribution) for muons generated
with the Particle Muon Gun with momentum at 1 TeV. The results on the top left report
the momentum distribution in the barrel, on the top right the momentum distribution
in the endcap, finally on the bottom the entire pseudorapidity spectrum. The Gaussian
fit is performed in the region defined by Mean± 2 ·RMS.

tuning procedure. The contribution of the pseudorapidity region between 2.0 and 2.4
contributes to 56% of the entire amount of events that fall inside the overflow region.

Can this effect be explained by considering only the variegated structure of the
endcap region, or is it hiding a more complex and subtle reconstruction problem? To
answer this question a detailed comparison between the segments reconstructed in the
muon chamber (RecoSeg) used to refit the muon track (RecoTrack) and the segments
(SimSeg) of the muon track simulated by Geant4 (SimTrack) is performed. It should
be noted that Geant4 besides multiple scattering and ionization energy losses, properly
models also the radiative energy losses. Matching each RecoTrack to its correspond-
ing SimTrack in the local reference frame of the muon chamber allow any systematic
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Figure 5.21: Comparison of the pull distribution between the first version of the DYT
(red distribution) and the new one (blue distribution) for muons generated with the
Particle Muon Gun with momentum at 1 TeV. The results on the top left report the
momentum distribution in the barrel, on the top right the momentum distribution in
the endcap, finally on the bottom the entire pseudorapidity spectrum. The Gaussian fit
is performed in the region defined by Mean± 2 ·RMS.

error in the DYT reconstruction to be easily identified. The SimSeg has to be built
starting from the Simulated hits (SimHit) associated to the real reconstructed hits of
the RecoSeg. As soon as the SimHit collection is identified, the SimSeg is obtained
solving the parametric equation of a straight line in the 3D space. Both the RecoSeg
and the SimSeg are defined by a 4-vector v in the plane z = 0 of the muon cham-
ber (v = (x, y, dx/dz, dy/dz)). The comparison between RecoSeg and SimSeg is
performed considering the distribution of the resolution and the pull variables. In the
endcap region the magnetic field bends muons the r-φ plane of the CMS detector,
which coincides with the local x-z plane of the muon endcap region. The measure-
ment of the muon momentum is directly related to the curvature of the muon track, for
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Figure 5.22: Comparison of the performances of the reconstructed muon momentum
between the first version of the DYT (red distribution) and the new one (blue distribu-
tion) for muons generated with the Particle Muon Gun with momentum at 2 TeV. The
results on the top left report the momentum distribution in the barrel, on the top right
the momentum distribution in the endcap, finally on the bottom the entire pseudora-
pidity spectrum. The Gaussian fit is performed in the region defined byMean±25%.

this reason the following study focuses on the local x and dx/dz components of the v
vector. The resolution is defined by

R(virec) = virec − visim (5.6)

where vi refers to the ith component of the vector that define the segment in
the local frame of the chamber. vrec identifies the reconstructed segment, whereas
vsim identifies the simulated segment. The pull of the coordinate vi is defined as the
resolution of vi divided by its associated uncertainty.

P (virec) = (virec − visim)/δ(virec) (5.7)
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Figure 5.23: Comparison of the muon momentum resolution between the first version
of the DYT (red distribution) and the new one (blue distribution) for muons generated
with the Particle Muon Gun with momentum at 2 TeV. The results on the top left report
the momentum distribution in the barrel, on the top right the momentum distribution
in the endcap, and finally on the bottom the entire pseudorapidity spectrum. The
Gaussian fit is performed in the region defined by Mean± 2 ·RMS.

The investigation is performed in two steps: the different distributions are first
presented by stations and then, within a station, by rings. The first rough comparison
doesn’t reveal any reconstruction problem, wheres the second iteration has shown
some systematic reconstruction problems in the CSC chambers of the first station. All
the results that followes are obtained considering muons generated with momentum
equal to 2 TeV.

Figure 5.35, reports the resolution of the xrec and the (dx/dz)rec coordinates for
all the segments reconstructed in all the chambers belonging to the first and second
station separately. The agreement between the reconstructed and the simulated coor-
dinates is very good. The majority of the events populates the core of the distribution,
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Figure 5.24: Comparison of the pull distribution between the first version of the DYT
(red distribution) and the new one (blue distribution) for muons generated with the
Particle Muon Gun with momentum at 2 TeV. The results on the top left report the
momentum distribution in the barrel, on the top right the momentum distribution in
the endap, and finally on the bottom the entire pseudorapidity spectrum. The Gaussian
fit is performed in the region defined by Mean± 2 ·RMS.

the xrec mean value of the distribution shifts from zero by a factor of the order of
one micron, and the standard deviation amounts to about 100 µm. For the (dx/dz)rec
direction the mean value is shifted from zero by a factor of the order of 10−4-10−5,
and the RMS is lower then 0.5. The Gaussian fit on the core of the distribution defined
by Mean± 2 ·RMS draws to the same conclusions.

The pull distributions of the same variables are reported in Fig. 5.36. In both
stations no bias in the estimate of the mean value is measured which is slightly shifted
by a factor lower than 0.5%. On the contrary, the width of the Gaussian fit presents a
reduction of 30% with respect to the expected value associated to a Normal Gaussian
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Figure 5.25: Comparison of the performances of the reconstructed muon momentum
between the second version of the DYT (blue distribution) and Picky (red distribution)
for muons generated with the Particle Muon Gun with momentum at 2 TeV. The results
on the top left report the momentum distribution in the barrel, on the top right the mo-
mentum distribution in the endcap, and finally on the bottom the entire pseudorapidity
spectrum. The Gaussian fit is performed in the region defined by Mean± 25%.

distribution, indicating an over-estimation of the error associated to both the coordi-
nates.

The results presented up to this point even if they refer to the performance of
the muon reconstruction in the first and second station of the CSC sub-detector are
representative also of the performance obtained in the third and fourth station that are
not presented for the sake of conciseness.

Each CSC station considered as a whole is likely not to reveal any pathological
problem in the local reconstruction of the segment in the xrec and (dx/dz)rec coor-
dinates, if these problems happen in particular regions of the stations. For this reason
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Figure 5.26: Comparison of the muon momentum resolution between the second ver-
sion of the DYT (blue distribution) and Picky (red distribution) for muons generated
with the Particle Muon Gun with momentum at 2 TeV. The results on the top left
report the momentum distribution in the barrel, on the top right the momentum dis-
tribution in the endcap, and finally on the bottom the entire pseudorapidity spectrum.
The Gaussian fit is performed in the region defined by Mean± 2 ·RMS.

a more detailed study considering also the ring sub-structure of each CSC station was
performed.

Fig. 5.37 shows both the resolution and the pull distribution of the xrec coor-
dinate focusing on the first ring of the first station (ME1/1) and the first ring of the
second station (ME2/1). Both the resolution distribution in ME1/1 and in ME2/1 are
squeezed around the peak. Indeed the mean value is slightly shifted by a factor of the
order of 1 µm respect to zero, whereas the maximum value for the RMS is about 0.5.
The results obtained with the Gaussian fit on the core of the resolution distribution are
in line with the one just described above. The Gaussian mean value of the pull dis-
tribution is shifted from zero by less then 1% in ME1/1 and about 1% in the ME2/1.
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Figure 5.27: Comparison of the pull distribution between the second version of the
DYT (blue distribution) and Picky (red distribution) for muons generated with the
Particle Muon Gun with momentum at 2 TeV. The results on the top left report the
momentum distribution in the barrel, on the top right the momentum distribution in the
endcap, and finally on the bottom the entire pseudorapidity spectrum. The Gaussian
fit is performed in the region defined by Mean± 2 ·RMS.

In both the cases an overestimation of the local errors associated to the local segment
reconstruction is measured.

The resolution and the pull distribution for the dx/dzrec direction are reported
in Fig. 5.38. The first ring of the first station presents less events in the tail region with
respect to ME2/1 and indeed the muon segment measurement are squeezed around the
peak. Indeed both the RMS and the standard deviation associated to the Gaussian fit
are less then 1%, in addition the mean value presents a negligible shift respect to zero
of the order of 10−5. The pull distribution reveals an anomaly in the ME1/1 which
is not present in the ME2/1. Indeed the pull of the dx/dz coordinate in the ME1/1
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Figure 5.28: Comparison of the performances of the reconstructed muon momentum
between the second version of the DYT (blue distribution) and Picky (red distribution)
for muons generated with the Particle Muon Gun with momentum at 400 GeV. The re-
sults on the top left report the momentum distribution in the barrel, on the top right the
momentum distribution in the endcap, and finally on the bottom the entire pseudora-
pidity spectrum. The Gaussian fit is performed in the region defined byMean±25%.

present a double peak on the right and on the left side of zero, whereas the pull of
the dx/dz direction for the segment that cross the first ring of the second station is
centered in zero.

To better understand the source of the bias in the pull distribution of the dx/dzrec
variable in the chambers of the ME1/1 station, the correlation between the dx/dzrec
coordinate and its error δ(dx/dzrec) was studied in both the ME1/1A and the ME1/1B
chambers. The results are reported in Fig. 5.39. The results associated to ME1/1A
present some peculiarities if compared to the other distributions reported in the same
figure. Indeed, the segment measurements are distributed along two bands that move
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Figure 5.29: Comparison of the muon momentum resolution between the second ver-
sion of the DYT (blue distribution) and Picky (red distribution) for muons generated
with the Particle Muon Gun with momentum at 400 GeV. The results on the top left
report the momentum distribution in the barrel, on the top right the momentum dis-
tribution in the endcap, and finally on the bottom the entire pseudorapidity spectrum.
The Gaussian fit is performed in the region defined by Mean± 2 ·RMS.

in the opposite direction starting from the origin of the resolution axis. On the contrary
in both ME1/1B and ME2/1 the measurements are uniformly spread around the mean
value of the resolution and the range between 0.003 and 0.01 for the error associated
to the dx/dzrec direction.

The segments that cross the ME1/1A chambers and populate the two opposite
bands of the correlation distribution previously described are further isolated accord-
ing to the sign of their resolution value and they are used to study the correlation
between their local coordinate x and y. The results are reported in Fig. 5.40 and they
are divided by considering both the sign of the (dx/dz)rec resolution variable and
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Figure 5.30: Comparison of the pull distribution between the second version of the
DYT (blue distribution) and Picky (red distribution) for muons generated with the
Particle Muon Gun with momentum at 400 GeV. The results on the top left report the
momentum distribution in the barrel, on the top right the momentum distribution in the
endcap, and finally on the bottom the entire pseudorapidity spectrum. The Gaussian
fit is performed in the region defined by Mean± 2 ·RMS.

the endcap to which they belong. All the correlation results present a well defined
diagonal pattern which mimic the structure of the wires in the CSC chambers of the
first ring. However, to a more careful look this structure is not continuos on the en-
tire x-range of the chamber but rather, the x-range is divided in two halves which
matched with two diagonal staggered pattern. In addition the results in the x-y plane
associated to the two opposite sign region of the resolution distribution present an
overlap between the empty region that are present in the 2D distribution and the filled
region of the 2D plots obtained with the segments associated to the opposite sign of
the resolution variable.
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Figure 5.31: Comparison of the performances of the reconstructed muon momentum
between the second version of the DYT (blue distribution) and Picky (red distribution)
for muons generated with the Particle Muon Gun with momentum at 1 TeV. The results
on the top left report the momentum distribution in the barrel, on the top right the mo-
mentum distribution in the endcap, and finally on the bottom the entire pseudorapidity
spectrum. The Gaussian fit is performed in the region defined by Mean± 25%.

The same distributions are presented for the ME1/1B chambers and are reported
in Fig. 5.41. Also in this case the diagonal pattern related to the diagonal wires struc-
ture characterizing the ME1/1 chambers is evident. However, the different local posi-
tion associated to each segment are more uniformly distributed in the whole chambers.

For illustrative purpose, the x-y scatter distributions for the chambers at the first
ring of the second station are reported in the Fig. 5.42.

These results show a clear bias in the reconstruction of the segments in the CSC
chambers ME1/1A and ME1/1 B. This bias could not be tracked down further in the
context of this thesis because of lack of time, but its future correction is likely to bring



190 Chapter 5. The Dynamic Truncation Algorithm for Muon Reconstruction

DYT
Entries  410209

Mean   0.0005492

RMS    0.05153

Overflow       19

 / ndf 2χ  87.08 / 39

Constant  3.470e+01± 1.668e+04 

Mean      0.0000850±0.0003132 − 

Sigma     0.00008± 0.04856 

)
sim

)]/(q/P
sim

) - (q/P
reco

[(q/P
0.6− 0.4− 0.2− 0 0.2 0.4 0.6

E
ve

nt
s/

10

1

10

210

310

410

DYT
Entries  410209

Mean   0.0005492

RMS    0.05153

Overflow       19

 / ndf 2χ  87.08 / 39

Constant  3.470e+01± 1.668e+04 

Mean      0.0000850±0.0003132 − 

Sigma     0.00008± 0.04856 

| <= 0.8ηP1000, 0 < | 

Picky
Entries  410209

Mean   0.00117

RMS    0.05417

Overflow      152

 / ndf 2χ  96.57 / 39

Constant  3.461e+01± 1.662e+04 

Mean      0.0000852±0.0002296 − 

Sigma     0.00008± 0.04859 

Picky
Entries  410209

Mean   0.00117

RMS    0.05417

Overflow      152

 / ndf 2χ  96.57 / 39

Constant  3.461e+01± 1.662e+04 

Mean      0.0000852±0.0002296 − 

Sigma     0.00008± 0.04859 

DYT
Entries  634518

Mean   0.002372

RMS    0.0721

Overflow      109

 / ndf 2χ   2429 / 55

Constant  3.510e+01± 2.059e+04 

Mean      0.000080± 0.001765 

Sigma     0.00007± 0.05897 

)
sim

)]/(q/P
sim

) - (q/P
reco

[(q/P
0.6− 0.4− 0.2− 0 0.2 0.4 0.6

E
ve

nt
s/

10

1

10

210

310

410

510
DYT

Entries  634518

Mean   0.002372

RMS    0.0721

Overflow      109

 / ndf 2χ   2429 / 55

Constant  3.510e+01± 2.059e+04 

Mean      0.000080± 0.001765 

Sigma     0.00007± 0.05897 

| <= 2.4ηP1000, 1.2 < | 

Picky
Entries  634518

Mean   0.002618

RMS    0.07277

Overflow      184

 / ndf 2χ   2458 / 55

Constant  3.511e+01± 2.059e+04 

Mean      0.000080± 0.001822 

Sigma     0.00007± 0.05893 

Picky
Entries  634518

Mean   0.002618

RMS    0.07277

Overflow      184

 / ndf 2χ   2458 / 55

Constant  3.511e+01± 2.059e+04 

Mean      0.000080± 0.001822 

Sigma     0.00007± 0.05893 

DYT
Entries  1251275

Mean   0.001561

RMS    0.06312

Overflow      140

 / ndf 2χ   1610 / 47

Constant  5.453e+01± 4.551e+04 

Mean      0.0000520± 0.0007704 

Sigma     0.00005± 0.05316 

)
sim

)]/(q/P
sim

) - (q/P
reco

[(q/P
0.6− 0.4− 0.2− 0 0.2 0.4 0.6

E
ve

nt
s/

10

1

10

210

310

410

510 DYT
Entries  1251275

Mean   0.001561

RMS    0.06312

Overflow      140

 / ndf 2χ   1610 / 47

Constant  5.453e+01± 4.551e+04 

Mean      0.0000520± 0.0007704 

Sigma     0.00005± 0.05316 

| > 0ηP1000, | 

Picky
Entries  1251275

Mean   0.001954

RMS    0.06445

Overflow      423

 / ndf 2χ   1544 / 47

Constant  5.447e+01± 4.545e+04 

Mean      0.0000520± 0.0008168 

Sigma     0.00005± 0.05313 

Picky
Entries  1251275

Mean   0.001954

RMS    0.06445

Overflow      423

 / ndf 2χ   1544 / 47

Constant  5.447e+01± 4.545e+04 

Mean      0.0000520± 0.0008168 

Sigma     0.00005± 0.05313 

Figure 5.32: Comparison of the muon momentum resolution between the second ver-
sion of the DYT (blue distribution) and Picky (red distribution) for muons generated
with the Particle Muon Gun with momentum at 1 TeV. The results on the top left
report the momentum distribution in the barrel, on the top right the momentum dis-
tribution in the endcap, and finally on the bottom the entire pseudorapidity spectrum.
The Gaussian fit is performed in the region defined by Mean± 2 ·RMS.

a significant improvement in the muon reconstruction in the eta region [2, 2.4]. Once
the correction will be applied the comparison of the DYT performance with the other
muon TeV refitters will also have to be performed.
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Figure 5.33: Comparison of the pull distribution between the second version of the
DYT (blue distribution) and Picky (red distribution) for muons generated with the
Particle Muon Gun with momentum at 1 TeV. The results on the top left report the
momentum distribution in the barrel, on the top right the momentum distribution in the
endcap, and finally on the bottom the entire pseudorapidity spectrum. The Gaussian
fit is performed in the region defined by Mean± 2 ·RMS.
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Figure 5.35: Resolution distributions for the x and dx/dz coordinates of the recon-
structed segments associated to muons generated with nominal momentum of 2 TeV.
The results refer to the chambers within the first (left) and the second (right) station of
the endcap. The Gaussian fit is performed in the region defined by Mean± 2 ·RMS.
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Figure 5.36: Pull distributions for the x and dx/dz coordinates of the reconstructed
segments associated to muons generated with nominal momentum of 2 TeV. The re-
sults refer to the chambers within the first (left) and the second (right) station of the
endcap. The Gaussian fit is performed in the region defined by Mean± 2 ·RMS.
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Figure 5.37: Resolution and pull distribution for the x coordinate of the reconstructed
segments associated to muons generated with nominal momentum of 2 TeV. The
results refer to the chambers of the first ring within the first (left) and the second
(right) station of the endcap. The Gaussian fit is performed in the region defined by
Mean± 2 ·RMS.
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Figure 5.38: Resolution and pull distribution for the dx/dz direction of the recon-
structed segments associated to muons generated with nominal momentum of 2 TeV.
The results refer to the chambers of the first ring within the first (left) and the second
(right) station of the endcap. The Gaussian fit is performed in the region defined by
Mean± 2 ·RMS.
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Figure 5.39: Correlation distributions for the dx/dz direction and its error for the
segments associated to muon generated with nominal momentum of 2 TeV. The results
refer to the chambers of the first ring within the first (bottom) and the second (top)
stations of the endcap identified by z = 1. The chambers of the first ring within the
first station are further divided in the ME1/1A (left) and M1/1B (right) chambers.
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Figure 5.40: Distributions of the local x and y coordinates of the reconstructed seg-
ments associated to muon generated with nominal momentum of 2 TeV. The results
refer to ME1/1A chambers in the two endcaps region identified by z = ±1. The dis-
tributions report two cases: the x and y coordinates in the case the resolution of the
corrispective dx/dz direction is positive (right) and in the case it is negative (left).
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Figure 5.41: Distributions of the local x and y coordinates of the reconstructed seg-
ments associated to muon generated with nominal momentum of 2 TeV. The results
refer to ME1/1B chambers in the two endcaps region identified by z = ±1. The dis-
tributions report two cases: the x and y coordinates in the case the resolution of the
correspective dx/dz direction is positive (right) and in the case it is negative (left).
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Figure 5.42: Distributions of the local x and y coordinates of the reconstructed seg-
ments associated to muon generated with nominal momentum of 2 TeV. The results
refer to the first ring within the second chamber of the two endcaps region identified
by z = ±1. The distribution report two cases: the x and y coordinates in the case the
resolution of the correspective dx/dz direction is positive (right) and in the case it is
negative (left).



Conclusion

The 2012 marks a milestone in high energy physics, indeed both the ATLAS and
the CMS experiment announced the discovery of the Higgs boson, closing a chapter
opened fifty years before. Thanks to this dowel, the Standard Model is finally com-
plete, however a lot of experimental and theoretical inputs show that the SM is not yet
the ultimate model of the infinitely small and reclaim its extension.

The analysis presented in this thesis has covered a big part of the PhD work and
it was driven by the desire to contribute at this new challenge. Motivated by some
theoretical predictions, which try to extend the SM with the introduction of a new
scalar particles as in the 2HDM, the search has targeted a generic scalar resonance in
the mass range between 200 GeV and 3 TeV using the ZZ → 2l2ν decay channel.
The work was done in collaboration with the "Université Libre de Bruxelles", the
"University of Delhi", and the "Beihang University". The results presented in this
thesis were preceded by limits set on the Electroweak Singlet Model and the 2HDM.
This work was performed by the same analysis group but using the 2015 data only.
Their results were not presented in this manuscript but can be consulted here [47].

In addition to the development of the analysis framework, the main contribution
to these results was the generation and the study of the signal, the implementation and
validation of the reweigthing procedure to take into account the interference contri-
butions between the signal and the background with MELA package, and finally the
the development of the statistical model used in order to set limits on the production
cross section of the heavy scalar resonance both in ggF and in VBF. The analysis has
exploited the data collected by CMS experiment during the 2016 for a total luminosity
of 35.9 fb−1. No excess was measured in data and limits were set on the production
cross section of an heavy scalar resonance in the ZZ channel decay both in gluon
fusion and in vector boson fusion. The results were further combined with other two
searches belonging to the ZZ family, ZZ → 4l and ZZ → 2l2q, to set limits on the
total production cross section of the ZZ channel. This work is public and its results are
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available in this document [128]. The combined limits of the three different channels
are reported in the Fig. 5.43. They show that the limits are guided by the ZZ → 4l

final state in the low mass region below 500 GeV and by ZZ → 2l2q above. Ap-
parently, this result is in contrast with the one obtained in the combination of the
Di-boson channels performed by CMS at the end of the Run-I [71] where the 2l2ν

channel were guiding the limits in the very high mass region. The loss of efficiency
in 2l2ν is understandable considering that from one side this channel is strongly af-
fected by the lack of data in the Transverse Mass shape region above 1 TeV, on the
other side the improvement in the 2l2q channel resides in the introduction of a more
performing selection up to values of mass of the order of 4 TeV which enhances the
ZZ → 2l2q performances. Finally, the limits were set using a totally different bench-
mark: an heavy SM-Like scenario during Run-I, and a generic scalar boson with a
generic width during Run-II. Furthermore, the ZZ → 2l2ν can still reach a better
performance also in the low mass region dominated by ZZ → 4l as long as a new
preliminary ri-optimization is performed. The plots reported in the Fig. 5.44 point out
exactly this aspect.

Figure 5.43: Combined limits on the Cross Section for a generic scalar boson with
width of 0 GeV in ZZ channel. The results merged all the expected limits in each
sub-channel.

In parallel with the work carried in the search mentioned above, the PhD working
period was spent to develop and study the performances of one of the "Tev-Muons" re-
fitters used in the CMS collaboration to reconstruct the track of high energetic muons,
the Dynamic Truncation Algorithm (DYT). The performance of the algorithm are sig-
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Figure 5.44: Efficiency of the signal selection as a function of the heavy scalar boson
mass and its width. As reported in the distribution, the low mass region is affected by
a low efficiency selection strategy that needs to be rioptimized.

nificantly improved in the Barrel region of the Muon spectrometer, whereas the situa-
tion in the EndCap didn’t achieve the results expected.

The surprising results in the CSCs chambers obliged to a deeper understanding
of the local reconstruction of the muon track in that region of the detector. The com-
parison between data and simulations allowed the identification of anomalies in the
reconstruction of the segments in the first ring of the first station of the CSC detector.
At the moment of the drafting of this manuscript it was not possible to find a valid
solution to fix the problem and consequently to test the real improvement of the code
in the forward region.

Lastly, the work done during this PhD period was crowned during the last year
and a half by two different positions of responsibility inside the ZZ analysis group,
one as the share main contact of the ZZ → 2l2ν group analysis and the second one
as responsible for the entire Monte Carlo generation of the ZZ group analysis.
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