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Introduction

“But I don’t want to go among mad people,” Alice remarked. “Oh, you can’t help that,”
said the Cat: “we’re all mad here. I’m mad. You’re mad.” “How do you know I’m mad?”
said Alice. “You must be,” said the Cat, “or you wouldn’t have come here.”

— Lewis Carroll, Alice in Wonderland

The standard model of particle physics is a very successful theory in describing elec-
troweak and strong interactions between point-like, fundamental particles. Its pre-
dictions are constantly challenged with experimental data but so far no significant
deviations have been confirmed.

The heaviest known elementary particle is the top quark whose mass is close to a
tungsten atom. It was discovered in 1995 by the CDF and DØ experiments at the
Tevatron (Fermilab, USA) through its production process via strong interactions lead-
ing to top quark/antiquark pairs. An experimentally more elusive production mode
of top quarks predicted by the standard model occurs via electroweak interactions
resulting in events containing only single top quarks. The detection of such events is
more challenging due to the larger occurrence of background events mimicking its
signature. It took 14 more years until the production of single top quarks was finally
observed in 2009 by the CDF and DØ experiments as well. Since the start of the physics
program at the LHC (CERN, Switzerland) in 2009, the production of single top quarks
can be studied for the first time in great detail using an unprecedented quantity of
proton-proton collision events.

Single-top-quark events offer a unique opportunity to measure the properties of the
electroweak theory and to test its predictions in the presence of such a heavy particle.
For instance, measurements of the inclusive cross section of single-top-quark produc-
tion allow to infer the modulus of the Cabibbo-Kobayashi-Maskawa (CKM) matrix
element Vtb whose value is a free parameter of the standard model. Measurements
of differential cross section on the other hand yield in-deep tests of the electroweak
production mechanisms and of its coupling structure which in case of deviations may
also provide hints towards physics beyond the standard model.

In this thesis, the production of single top quarks via t channel is investigated. Mea-
surements of differential cross sections based on proton-proton collision data at center-
of-mass energies of 8 and 13 TeV with the CMS experiment are presented.

In 8 TeV data the top quark polarization angle is studied, defined as the angle between
the lepton from the top quark decay and the spectator quark in the top quark rest frame.
The top quark spin asymmetry, a quantity related to the top quark polarization, is
extracted from the differential cross section. The asymmetry allows to test the coupling
structure of the involved interactions. In the standard model a vector − axial vector
(V-A) coupling structure is predicted which permits only left-handed top quarks or
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right-handed top antiquarks to interact with a W boson and a bottom quark. Hence,
one expects that single top quarks in t channel are produced with a high degree of
polarization. On the other hand, a potential depolarization may occur through new
physics beyond the standard model. In effective field theory their influence can be
recast into anomalous couplings for which limits are derived using the measured spin
asymmetry. Events containing single muons or electrons together with two or three
jets are analyzed in this measurement. Two boosted decision trees are trained to define
a signal-enriched region from which the differential cross section is inferred from data
through a regularized unfolding procedure.

In the second part, an early measurement of differential cross sections as a function
of the top quark transverse momentum and rapidity is presented using the first data
recorded at a center-of-mass energy of 13 TeV with the CMS experiment. For this, the
analysis strategy of the top quark polarization measurement has been significantly
extended. The new strategy involves the estimation of the amount of signal events as a
function of the unfolding observables from data through multiple maximum-likelihood
fits. The resulting differential cross sections are compared to the predictions by various
event generator programs.

The thesis is organized as follows. First a general introduction to the standard model
is given in Ch. 1. The phenomenology of the top quark, its properties and production
mechanisms, relevant for this thesis, are introduced in Ch. 2 with a particular emphasis
on the electroweak coupling structure. The experimental setup consisting of the LHC
accelerator and the CMS experiment is outlined in Ch. 3 which is followed by a
detailed description of the reconstruction of physics objects for analyses in Ch. 4. In
Ch. 5 the employed analysis techniques are elaborated. The performed differential
cross section measurements at 8 and 13 TeV are detailed in Ch. 6 and Ch. 7 respectively.
Before the thesis is concluded, improvements for future differential single-top-quark
measurements are investigated in Ch. 8.

Unit convention
The “natural units” of particle physics are used throughout this thesis unless it is
explicitly stated otherwise. These differ from the SI units and are derived by defining
the natural constants as:

• speed of light: c≡ 1 ;
• Planck constant: h̄≡ 1 ;
• electric permittivity: ε0≡ 1 ;
• Boltzmann constant: kB≡ 1 .

This changes the units of the following quantities amongst others:

• length:
[
m
]
7→
[
eV−1] ;

• time:
[
s
]
7→
[
eV−1] ;

• mass:
[
kg
]
7→
[
eV
]

;
• energy:

[
J
]
7→
[
eV
]

;
• temperature:

[
K
]
7→
[
eV
]

.



1.
Chapter

The standard model of particle
physics

An overview of the standard model of particle physics (SM) is given in the following. First, the
fundamental particles and their properties are introduced. Then, the electroweak and strong
interactions are detailed. This includes a brief description of the electroweak symmetry breaking
mechanism which generates particle masses through interactions with the Higgs field. After
sketching the calculation of observables in perturbation theory, the chapter is concluded by
highlighting some open questions of the SM.

The standard model of particle physics (SM) describes the interactions between funda-
mental particles. It is based on quantum field theory (QFT) which allows to predict
observables of particle interactions. Exemplary observables are production cross sec-
tions and decay rates of particles which can be calculated within its framework. The
validity of the SM is constantly challenged by comparing its predictions to experimen-
tal data. No significant deviations have been found so far that would hint towards
physics beyond the standard model (BSM).

1.1. Particle content
Fundamental particles are defined as objects for which experiments have not revealed
an internal structure. Hence, such particles are considered as point-like. They can
be grouped by their spin into fermions with half-integer and bosons with integer
spin. All fundamental fermions of the SM have a spin of 1/2 . The fermions can be
further divided into leptons and quarks where only the latter can participate in strong
interactions. Tables 1.1 and 1.2 list the leptons and quarks respectively. Each column is
called a generation. It encapsulates an isospin pair whose components are therefore
also referred to as up- or down-type respectively. It is unknown why there are exactly
three lepton and three quark generations. Atoms which form ordinary matter consist
only of particles from the first generation. These are electrons, protons, and neutrons,
where the latter two are bound states of uud quarks and udd quarks respectively.

For the masses of the neutrinos, only upper limits CL are known. Those are derived by
combining measurements of beta decay spectra with results from neutrino oscillation
experiments. When the SM was constructed in the mid 1970s, neutrinos were assumed
to be massless. However, the observation of neutrino oscillations requires that at least
two neutrino generations have non-zero masses [2].

The bosons of the SM are listed in Tab. 1.3. They are connected to fundamental inter-
actions by requiring invariance of the Lagrangian density under certain gauge group
transformations as demonstrated later in this chapter. With the exception of the Higgs
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Table 1.1. The leptons of the SM. The particle masses are taken from Ref. [1]. Uncertain-
ties on the measured masses are omitted because the precision is beyond the sub permille
level. For the neutrino masses only upper exclusion limits (CLs) are given.

1. generation 2. generation 3. generation

Name electron neutrino muon neutrino tau neutrino

(νe) (νµ) (ντ)

Mass < 225 eV < 0.19 MeV < 18.2 MeV

(95% CL) (90% CL) (95% CL)

Electric charge 0 0 0

Name electron muon tau

(e−) (µ−) (τ−)

Mass 511.0 keV 105.66 MeV 1.776 GeV

Electric charge −1 −1 −1

Table 1.2. The quarks of the SM. The u,d,s,c, and b quark masses are reported in the MS
mass scheme [1]. For the top quark the pole mass is quoted instead as measured in Ref. [3].

1. generation 2. generation 3. generation

Name up (u) charm (c) top (t)

Mass 2.2+0.6
−0.4 MeV 1.27±0.03 GeV 172.44±0.49 GeV

Electric charge 2/3 2/3 2/3

Name down (d) strange (s) bottom (b)

Mass 4.7+0.5
−0.4 MeV 96+8

−4 MeV 4.18+0.04
−0.03 GeV

Electric charge −1/3 −1/3 −1/3

boson, all other bosons carry a spin of 1. The Higgs boson is the only scalar fundamen-
tal particle (spin 0) of the SM. For a long time, it was a purely hypothetical particle.
In July 2012, the ATLAS [4] and CMS [5] collaborations independently reported the
observation of a Higgs-like particle. Further investigations whether this new particle
exhibits the expected interactions with other particles revealed that it is consistent
with the SM Higgs boson [6]. This discovery completed the SM and thus gave further
confidence into its theoretical foundation.

For each fundamental particle there exists a charge-conjugated partner called antipar-
ticle. Other properties such as mass and spin are identical. The photon, Z boson, and
Higgs boson are their own antiparticle. It is still under investigation if the neutrino is
its own antiparticle. Fermions with such a property are called Majorana particles [8].
Experimentally, this can be probed in double beta decays where in the case of Majo-
rana neutrinos the decay can occur as nn→pp+e−e− without emitting two additional
neutrinos. However, this scenario seems to be disfavored by recent results as reviewed
in Ref. [9].
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Table 1.3. The bosons of the SM. The Z and W boson masses are taken from Ref. [1]. The
uncertainties on their masses are omitted because the precision is beyond the sub permille
level. The Higgs boson mass is taken from Ref. [7].

Name Mass Associated interaction Gauge group

Photon (γ) 0 Electromagnetism U(1)

Z boson 91.19 GeV
}

Weak interaction SU(2)
W boson 80.39 GeV

Higgs boson (H) 125.09±0.24 GeV Yukawa interaction SU(2)⊗U(1)

8 gluons (g) 0 Strong interaction SU(3)

1.2. Quantum field theory
In the framework of QFT particles are described as excitation modes of quantized
fields. This is referred to as “canonical” or “second” quantization which allows to
describe the dynamics of many-particle systems(?). Field operators can be decomposed
as

ψ(x) =
N

∑
i

ui(x) ai , ψ†(x) =
N

∑
i

u?
i (x) a†

i , (1.1.)

where ui(x) denotes the ordinary wave function of a single particle and a†
i (ai) its

creation (annihilation) operator, respectively. As in classical mechanics the action of a
system is calculated as

S =
∫

L dt =
∫∫
L d3~x dt =

∫
L d4x , (1.2.)

where L denotes the Lagrangian density. For example, a system of free fermions is
described by the Dirac Lagrangian density,

LDirac = ψ
(
iγµ∂µ −m

)
ψ (1.3.)

using the definitions ∂µ ≡ ∂/∂xµ with µ ∈ {0...3} and ψ ≡ ψ†γ0, where γµ denote
the Dirac matrices(??). The principle of least action, δS = 0, that is satisfied by the
Euler-Lagrange equation yields the equation of motion as

∂L
∂ψ
− ∂

∂µ

(
∂L

∂
(
∂µψ

)) =
(
iγµ∂µ −m

)
ψ = 0 . (1.4.)

Assuming ψ ∝ e−ipµ xµ leads to the well-known energy-momentum relation

0=
(
− iγµ∂µ−m

)? · (− iγν∂ν−m
)
ψ (1.5a.)

=
(
∂µ∂µ +m2)ψ (Klein-Gordon equation) (1.5b.)

(?) An alternative quantization can be achieved via path integrals.
(??) Multiple representations are possible. The matrices need to satisfy a Clifford algebra with the

anticommutation relation:
{

γµ,γν
}
= γµγν +γνγµ = 2gµν.
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⇒
(
− pµ pµ +m2)= 0. (1.5c.)

Interactions between particles are introduced in the SM by requiring local invariance
of the Lagrangian density for certain groups of gauge transformations. This concept is
briefly demonstrated in the following where the requirement of local invariance under
a U(1) transformation leads to quantum electrodynamics (QED).

Applying the gauge transformation

ψ(x) 7→ ψ′(x) = ψ(x) · e−iq·α(x) , (1.6.)

on Eq. 1.3 yields

L(ψ, ∂µψ) 7→ L(ψ′, ∂µψ′) = ψ
(

iγµ∂µ + q γµ∂µα(x)−m
)

ψ 6= L(ψ, ∂µψ) , (1.7.)

where the arbitrary phase α(x) is a function of the local space-time coordinate x . The
invariance L(ψ,∂µψ) =L(ψ′,∂µψ′) is restored by adding a bosonic spin-1 field Aµ(x)
to the Lagrangian density which interacts with ψ and transforms under Eq. 1.6 as

Aµ(x) 7→ A′µ(x) = Aµ(x)− ∂µα(x) . (1.8.)

In summary, this procedure results in a Lagrangian density containing the following
terms

L= ψ
(
iγµ∂µ−m

)
ψ (fermion propagator) (1.9a.)

+qψγµψAµ (interaction) (1.9b.)

− 1
4
(
∂µAν−∂νAµ

)2
(boson propagator) (1.9c.)

where the gauge-invariant boson propagator describing the dynamics of a free Aµ

field has been added as well. The introduced interaction (Eq. 1.9b) which is required
to ensure the invariance under the U(1) transformation (Eq. 1.6) can be identified as
electromagnetic interaction between a fermion described by the field ψ with electric
charge q and a spin-1 particle, the photon, described by the field Aµ . The photon is
predicted to be massless since adding a term of the form m2

AAµAµ would violate the
invariance.

Other interactions of the SM are connected to local gauge transformations as well (see
Tab. 1.3) and can thus be introduced through similar procedures. A common property
of the generated interactions follows from the Noether theorem which states that a
conserved current exists for each differentiable symmetry of the action. Hence the
charge associated to each gauge group is conserved. This is however already the case
for a global transformation which does not depend on the space-time coordinate. The
invariance even under a local gauge transformations is a puzzling feature of the theory.

1.3. Electroweak interactions and Higgs mechanism
Electromagnetic and weak interactions can be unified using a U(1)⊗ SU(2) gauge
group. A complication arises from the fact that the W and Z bosons, mediators of the
weak interaction, are massive. The masses of these particles have to be introduced
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in a different way if the concept of local gauge invariance should continue to hold.
Experimentally, the UA1 and UA2 experiments at the CERN SPS proton-antiproton
collider measured their masses for the first time [10–13] while the existence of weakly-
interacting charged and neutral currents was already known from beta decay and
bubble chamber experiments [14].

Another feature of weak interactions is that parity is not conserved but instead max-
imally violated. This property manifests itself in a dependence of the interaction on
the spin orientation of a particle with respect to its momentum. Experimentally, the
Wu experiment [15] discovered the violation of parity in 60

27Co→ 60
28Ni+ e−νeγγ decays

by analyzing the direction of the escaping electron with respect to the polarization of
the cobalt probe through an external magnetic field. In the electroweak theory fermion
fields are decomposed into chiral eigenstates to account for the violation of parity
using the projections

ψL≡PLψ= 1
2
(
1−γ5

)
ψ, ψR≡PRψ= 1

2
(
1+γ5

)
ψ (1.10.)

with γ5 = iγ0γ1γ2γ3
(?) where ψL (ψR) is called a “left-handed” (“right-handed”)

fermion respectively. For massless particles Eq. 1.3 decouples into two independent
equations for ψL and ψR. The chirality (eigenvalue of γ5) is then equal to the Lorentz-
invariant helicity

H =
~p ·~s
|~p| , (1.11.)

which denotes whether the spin ~s of a particle is aligned along (H =+1) or against
(H=−1) the momentum. For massive particles however Eq. 1.3 cannot be decomposed
since chirality is not Lorentz-invariant.

In the Glashow-Weinberg-Salam model [16–18] fermion fields are split into left-handed
doublet fields

~EL =


νe,L

e−L

,

νµ,L

µ−L

,

ντ,L

τ−L

 , ~QL =


uL

dL

,

cL

sL

,

 tL

bL

 (1.12.)

and right-handed singlet fields

~eR =
{

e−R,µ−R,τ−R
}

, ~uR =
{

uR,cR,tR
}

, ~dR =
{

dR,sR,bR
}

(1.13.)

of the SU(2) group. Right-handed neutrinos do not participate in any interactions
described by the SM. The gauge transformation of the combined U(1)⊗SU(2) group
is

ψ(x) 7→ ψ′(x) = ψ(x) · e−
1
2 ig~α(x)·~ω︸ ︷︷ ︸
SU(2)

· e−
1
2 ig′ β(x)︸ ︷︷ ︸
U(1)

, (1.14.)

where ωa (a∈{1,2,3}) denote the Pauli matrices and g , g′ the corresponding conserved
charges. This leads to four boson fields, Wa and B, that interact with the fermions. In

(?) The matrix γ5 has the following properties: (γ5)
† = γ5 ; (γ5)

2 = I4x4 ; γ5γµ +γµγ5 = 0.
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analogy to Eq. 1.9b one obtains the electroweak (EWK) interactions

LEWK int. =
doublets

∑
i

ψ
i
L γµ

(
1
2 g~Wµ ·~ω+ 1

2 g′Bµ

)
ψi

L

+
singlets

∑
j

ψ
j
R γµ

(
1
2 g′Bµ

)
ψ

j
R +h.c. (1.15.)

where the summations are implied over the fermion doublet and singlet fields. A
fermion mass term mf ψfψf =mf (ψf,Lψf,R +ψf,Rψf,L) cannot be added to the Lagrangian
density since it violates the invariance under the SU(2) transformation. This is solved
by the Englert-Brout-Higgs-Guralnik-Hagen-Kibble-mechanism [19–22] which intro-
duces mass terms not only for fermions but also for the gauge bosons through the con-
cept of “symmetry breaking”. For this, a new scalar SU(2) doublet field φ=(φ+,φ0)(?),
invariant under Eq. 1.14, is added to the Lagrangian density which interacts with the
gauge bosons as

Lφ =
(

Dµφ
)†(Dµφ

)
−V(φ) (1.16a.)

Dµφ=
(
∂µ− 1

2 ig~Wµ ·~ω− 1
2 ig′Bµ

)
φ. (1.16b.)

In addition φ has a potential

V(φ) = −µ2φ†φ + 1
2 λ(φ†φ)2 (1.17.)

in the form of a “Mexican hat” as shown in Fig. 1.1 that leads to a non-zero vacuum
expectation value (VEV) for φ for µ2 > 0 of

φ0 =

√
µ2

2λ
≡ v√

2
. (1.18.)

Figure 1.1. The “Mexican hat” potential of the Higgs field φ with a non-zero vacuum
expectation value (VEV) φ0 that leads to symmetry breaking.

One says that this shifted VEV “breaks” the SU(2) symmetry when parameterizing φ

around the minimum of V(φ) as

(?) φ+ annihilates positively charge scalar particles / creates antiparticles with negative charge;
φ0 annihilates neutral particles / creates neutral antiparticles.
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φ(x)

∣∣∣∣∣
φ0

=
1√
2

 0

v+H(x)

 · exp

(
−i

~θ(x) · ~ω
2v

)
, (1.19.)

where ~θ denotes three so-called “Goldstone” bosons and H the Higgs boson. In fact,
the symmetry still exists but is “hidden”. A SU(2) transformation called “unitary
gauge” can be performed such that ~θ vanishes. One says that these three Goldstone
bosons and their degrees of freedom are “eaten” by the W and Z bosons to become
massive. Hence, through the extra degrees of freedom they can also have a longitudinal
polarization after symmetry breaking. The parametrization of φ is chosen such that it
leaves the minimum invariant under the U(1) subgroup transformation

ψ(x) 7→ ψ′(x) = ψ(x) · e−
1
2 ig α3(x)·ω3 · e−

1
2 ig′ β(x) . (1.20.)

Inserting Eq. 1.19 into Eq. 1.16a yields amongst others the following Lagrangian
densities capturing the non-interacting terms:

LHiggs boson =
1
2 (∂µH†)(∂µH)−λ2v2H2 (1.21a.)

LW1,W2 bosons =− 1
4
(
W1,µνWµν

1 +W2,µνWµν
2
)

+ 1
8 g2v2(W1,µWµ

1 +W2,µWµ
2
)

(1.21b.)

LW3,B bosons =− 1
4
(
BµνBµν +W3,µνWµν

3
)

+ 1
8 v2(gW3,µ− g′Bµ

)(
gWµ

3 − g′Bµ
)

. (1.21c.)

The first term (Eq. 1.21a) describes the free scalar Higgs boson with mass mH = λv.
Next, the W1 and W2 fields in Eq. 1.21b can be identified as a particle/antiparticle pair
W± = (W1∓ iW2)/

√
2 with mass mW = 1

2 gv . Lastly, the fields W3 and B in Eq. 1.21c
appear to be in a mixed-mass state. By performing a rotation of the couplingsZ

A

 =

cosθW −sinθW

sinθW cosθW

W3

B

 , cos θW =
g√

g2 + g′2
, (1.22.)

where θW is called the “weak-mixing” or “Weinberg” angle, another massive boson,
the Z boson, with mass mZ = v

√
g2 + g′2 /2 and a massless boson Aµ, the photon,

can be identified. The angle is determined as sin2 θW≈ 0.23 [1] through the couplings
g and g′. Equation 1.16a also yields the relation ρ≡m2

W/(m2
Z · cosθ2

W) = 1 which is
commonly referred to as the “custodial symmetry”. Rewriting the covariant derivative
of Eq. 1.16b into these mass eigenstates yields

Dµ = ∂µ + i
g√
2
·
(

W+
µ T++W−

µ T−
)

− i
g2 T3− g′2Y√

g2 + g′2
·Zµ − i

g′g
(
T3 +Y

)√
g2 + g′2

·Aµ , (1.23.)

where Y denotes the U(1) so-called “hyper” charge, T3 the weak isospin (eigenvalue
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of ω3), and T± the ladder operators for increasing or lowering T3. From the coupling
to the photon one can read off the electric coupling constant to be

e =
g′ g√

g2 + g′2
, (1.24.)

which is measured as αEM = e2/(4π) ≈ 1/137 [1] and the corresponding electric
charge to be Q = T3 + Y which is invariant under Eq. 1.20 and thus conserved.
For the weak coupling constant one finds the relation e = g · sinθW which yields
αW = αEM/sin2 θW≈ 0.032. The value of the VEV can be estimated from muon lifetime
measurements (e.g. Ref. [23]) through the Fermi coupling constant, GF, as

GF√
2
≈ g2

8 m2
W

=
1

2 v2 ⇒ v = (
√

2 GF)
−1/2 ≈ 246 GeV . (1.25.)

A consequence of electroweak symmetry breaking is the prediction of the Higgs boson.
Its mass is not predicted by the SM since it is a function of the free parameter λ

which required to consider multiple mass hypotheses in searches for the Higgs boson.
Almost fifty years after its prediction the Higgs boson was finally discovered in July
2012 independently by the ATLAS [4] and CMS [5] collaborations and thus completed
the electroweak theory.

By introducing gauge-invariant Yukawa interactions between the fermions and the
Higgs field as

LYukawa lepton int. =−∑
i

λii
e ·E

i
Lφ ·ei

R +h.c., (1.26a.)

LYukawa quark int. =−∑
i,j

λ
ij
d ·Q

i
Lφ ·dj

R−∑
i,j,k

λik
u ·Q

i
Lεijφj ·uk

R +h.c., (1.26b.)

where λ
ij
X denote the coupling strengths and εij an antisymmetric matrix, fermion

mass terms are generated as well. After the symmetry breaking mass terms for the
electron, muon and tau lepton of

LYukawa lepton int. ⊃ −
λev√

2︸︷︷︸
≡me

eLeR −
λµv
√

2︸︷︷︸
≡mµ

µLµR −
λτv√

2︸︷︷︸
≡mτ

τLτR + h.c. (1.27.)

can be identified. The quarks can be disentangled from their mixed-mass state through
a rotation of the fields

ui
L 7→ Uij

u uj
L , di

L 7→ Uij
d dj

L , (1.28.)

which allows to write the Lagrangian density in the quark mass eigenstates. In partic-
ular, using Eqs. 1.15 and 1.23, this yields the interaction terms

LWff int. = i
g

2
√

2
∑

i

(
νi(γ

µ−γµγ5)W+
µ `−i + `+i (γµ−γµγ5)W−

µ νi

)
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+i
g

2
√

2
∑
i,j

(
Vij ui(γ

µ−γµγ5)W+
µ dj + V†

ij di(γ
µ−γµγ5)W−

µ uj

)
(1.29.)

between the W bosons and fermions where Vij = (U†
uUd)ij denotes the Cabibbo-

Kobayashi-Maskawa (CKM) matrix. Its elements are free parameters of the SM and
have to be measured experimentally. A global fit using a multitude of measurements [1]
while assuming unitarity for the three quark generations yields

VCKM =


|Vud| |Vus| |Vub|

|Vcd| |Vcs| |Vcb|

|Vtd| |Vts| |Vtb|



=


0.9743±0.0001 0.2250±0.0005 0.0036±0.0001

0.2249±0.0005 0.9735±0.0001 0.0411±0.0013

0.0088±0.0003 0.0403±0.0013 0.9992±0.0001

 . (1.30.)

The coupling structure, γµ−γµγ5 , between W bosons and the fermions is referred
to as a vector − axial vector (V-A) structure because of its spatial transformation
properties. Axial vectors do not switch sign under parity transformation unlike normal
spatial vectors(?). This allows only left-handed fermions or right-handed antifermions
to couple to W bosons as observed by the Wu experiment.

1.4. Strong interactions
The theory of quantum chromodynamics (QCD) describes the strong interaction be-
tween quarks and gluons. It is connected to a SU(3) gauge group with the Lagrangian
density

LQCD =ψiγµ
(
∂µ− igs~Gµ ·~λ

)
ψ− 1

4
~Gµν~Gµν , ψ=


ψred

ψgreen

ψblue

 , (1.31.)

which is invariant under the local gauge transformation

ψ(x) 7→ ψ′(x) = ψ(x) · e−igs~α(x)·~λ . (1.32.)

The fields ~Gµ describe eight gluons which represent the massless gauge bosons of the
group. The conserved charge of the group is called “color” (red, green, blue) which
is equal in strength for all charges. The generators λa (a ∈ {1...8}) obey the relation
[λa,λb] = i fabcλc with the antisymmetric structure constant fabc. A common represen-
tation of ~λ is given by the Gell-Mann matrices. The non-abelian group structure leads
to gluon self-interactions through the gluon field strength tensor

Ga
µν = ∂µGa

ν − ∂νGa
µ + gs f abcGµ,bGν,c . (1.33.)

(?) A typical example of an axial vector (also known as pseudovector) is the angular momentum
~L=~r×~p.
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No free quarks can exist in nature because of a phenomenon called “color-confinement”.
The QCD potential between two quarks can be approximated as a “Coulomb-plus-
linear” potential [24]

V(r) ≈ −4 · αs

3r
+ k · r , αs =

g2
s

4π
, (1.34.)

where a linear term dominates at large distances r or equivalently small exchanged
energies. The factor k can be understood as a “gluon-spring” tension similar to that
of a harmonic oscillator. New quark/antiquark pairs can be created from the vacuum
if the gluon field energy exceeds the mass of the new pair. This can lead to a cascade
of particles emerging from the gluon field at sufficiently large energies which bind
“free” quarks into color-neutral singlets called hadrons. Such a process is referred to
as hadronization. In experiments the momentum of a quark or gluon candidate is
therefore inferred by clustering collimated particles into jets.

Hadrons can be either mesons which consist of quark-antiquark pairs (qq) or baryons
consisting of quark triplets (qqq). These constituents of a hadron are referred to as
“valence quarks”. Common mesons are the pions π

+ (ud), π
0 ((uu−dd)/

√
2), kaons

K+ (us), K0 (ds) and J/Ψ (cc). Typical baryons are the proton (uud), the neutron (udd),
and Λ0 (uds). The baryon number, B≡N(baryons)−N(antibaryons), is conserved in
interactions. Hence, the proton is stable and cannot decay because it is the lightest
baryon. In 2003, a new bound state containing four quarks has been observed by
the Belle experiment [25] at KEK, Japan. The LHCb experiment at the LHC, CERN
confirmed this observation in 2013 [26] followed by the discovery of more so-called
“tetraquark” candidates [27, 28] and even “pentaquarks” forming a bound state of five
quarks [29].

Besides the valence quarks, virtual quarks (so-called “sea quarks”) and gluons are
considered constituents of a hadron as well. This whole group of particles is commonly
referred to as partons. In hadron collision experiments at a sufficiently high momentum
transfer, one can approximate all partons as free which allows to treat hadron-hadron
scattering as a single parton-parton interaction instead [30]. The momentum of a parton
is expressed in terms of the fraction of the hadron momentum ~pparton = x~phadron , where
x is also referred to as “Björken scaling variable” [31]. Then, the probability of finding
two parton flavors fi with momentum fraction xi interacting at an energy scale µF
in a hadron-hadron collision is given by the parton distribution function (PDF) as
PDF(x1, f1,µF) ·PDF(x2, f2,µF). The PDFs are normalized such that

partons

∑
f

∫ 1

0
dx x · PDF(x, µF, f ) = 1 (1.35.)

yields the total momentum of the hadron. The scale µF is called “factorization scale”
below which non-perturbative low energy effects such as soft gluon emissions have
been absorbed into the PDF. Measuring the PDFs at scale µF, one can extrapolate them
to any other scale by solving the DGLAP(?) equation [32–34]. A review of common
PDF sets which are currently used in descriptions of LHC collisions can be found in

(?) Named after the authors: Dokshitzer, Gribow, Lipatow, Altarelli, and Parisi.
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Ref. [35]. There are various groups estimating PDF sets from fits to experimental data
using different approaches; e.g. CTEQ, MMHT (formerly MSTW), ABM, HERAPDF,
and NNPDF. Exemplary distributions taken from the NNPDF group (version 3.0),
using the LHAPDF library [36], are shown in Fig. 1.2 for µF = 10 GeV and µF = 100 GeV.
More information on this PDF set can be found in Ref. [37]. At a momentum fraction of
x≈ 0.2 one can observe an excess of the up and down quark distributions as expected
from the valence quark composition of the proton. These vanish at low momentum
fractions at which the contributions from virtual sea quarks and gluons dominate.
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Figure 1.2. NNPDF 3.0 NNLO PDF set in 5 flavor scheme for αs(mZ) = 0.118 and factor-
ization scales of (a) 10 GeV and (b) 100 GeV. The gluon PDF has been scaled down by a
factor of 0.1.

At high energies, quantum fluctuations lead to divergences. In order to let a theory still
describe the experimental energy regime, physical quantities are redefined at the so-
called “renormalization scale” µR. This leads amongst others to a “running” behavior
of the coupling constants as a function of µR. Beyond this scale, high energy effects
such as loop corrections to propagators (“self-energy”) are absorbed in the physical
quantities through a renormalization of the fields. In particular, the running behavior
of the strong coupling constant is found to be

αs(µR) =
αs(µ2

0)

1 + αs(µ2
0) ·

33−2·n f
12π · ln

(
|µ2

R|
µ2

0

) , (1.36.)

where n f denotes the number of quarks and µ0 is a reference scale where the coupling
is known from measurements, e.g. µ0 =mZ . The current world average of the strong
coupling constant at the Z boson mass is estimated to be αs(mZ) = 0.1181±0.0011 [1].

Quarks can be treated as “asymptotically free” since the strong coupling decreases
towards larger energies. On the other hand, following the behavior of αs(µ2

R) to lower
energies, a limit ΛQCD ≈ 200 MeV is found at which αs becomes even larger than
one. Below such energies, perturbative calculations of observables can no longer be
performed (see Sec. 1.5).
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1.5. Observables
A particle scattering process or decay is fully characterized by the initial and final state
particles as well as the interactions between them. Typical experimental observables are
inclusive and differential cross sections as well as decay rates which can be calculated
using perturbation theory. The cornerstone of such a calculation is the scattering matrix
(S-matrix) which describes the transition probability of a system from an initial to a
final multiparticle state as |〈i|S| f 〉|2 . In the Heisenberg picture the S-matrix is given
by the Dyson series

S =T
[

exp
(
− i
∫

d4x Hint(t)
)]

=
∞

∑
n=0

(−i)n

n!

∫ ∞

−∞
d4x1 . . .

∫ ∞

−∞
d4xn T

[
Hint(t1) . . .Hint(tn)

]
, (1.37.)

where particle interactions are described within the non-free part of the Hamiltonian
density Hint =H−Hfree . The operator T ensures that products of Hint(ti) are ordered
by time. The transition amplitude from an initial to a final multiparticle state with
particles ψin/out

i respectively is then given by

Ain→out = 〈ψout
1 . . .ψout

N′ |S |ψin
1 . . .ψin

N 〉 (1.38.)

= 〈ψout
1 . . .ψout

N′ |ψin
1 . . .ψin

N 〉︸ ︷︷ ︸
no interaction

+ iM(2π)4δ4(Σpin
i −Σpout

j
)

(1.39.)

where the matrix element (ME), denoted M, captures the interaction terms at all
orders of the perturbative series. If Hint > 1 the series does not converge and one says
the problem is not solvable perturbatively. For instance, the ground states of hadrons
can not be calculated perturbatively because of the running of the strong coupling
constant. An alternative approach based on lattice gauge theory allowed to solve this
problem [38].

For a scattering process, given a flux L = ρv of incoming particles with density ρ

and velocity v, the cross section σ is defined as the number of interactions per unit
density (ρ = 1). It is usually denoted in the unit “barn” [b] which is defined as
1 b≡10−28 m2 . The number of interaction events per time is given by dN/dt= Lσ. The
flux L is commonly referred to as luminosity. In the case of hadron-hadron collisions
the total cross section can be calculated from the partonic cross section σ( fi f j→X) for
a given process as

σ(pp→ X) = ∑
i,j

∫∫
dx1 dx2 PDF(x1, fi)PDF(x2, f j) σ( fi f j → X) , (1.40.)

where additional summations and integrations over the PDFs are required to account
for the individual contributions per incoming parton flavor fi and momentum fraction
xi .

Cross sections can be written in terms of the number of interaction vertices contributing
to M originating from elements of the perturbative series (Eq. 1.37). This allows to
expand them as a power series in terms of the coupling constant α as



1.6. Open questions 21

σ = σLO ·
(

1 +
( α

2π

)
· σ1 +

( α

2π

)2
· σ2 +

( α

2π

)3
· σ3 + . . .

)
. (1.41.)

Depending at which term the series is cut off one speaks of leading order (LO), next-
to-leading order (NLO), or next-to-next-to-leading order (NNLO) accuracy in α. In
general, it is desirable to calculate observables beyond LO. Predictions including higher
order corrections tend to be less affected by theoretical uncertainties which originate
from a variation of the chosen renormalization and factorization scales(?).

The optical theorem, which can be derived from the unitarity of the S-matrix (S†S = 1),
states that the imaginary part of a forward scattering amplitudeM(i→ f ) is directly
related to the total scattering amplitude of producing all possible intermediate particles
∑XM†(i/ f →X) from the initial or final state. Since a total cross section is at least as
big as the single forward scattering cross section one finds that the matrix elements
M are bound and cannot be arbitrary large. Nonetheless, a theory may describe
experimental data well but violate the unitarity bound at higher energies. Such a case
would hint towards a new physics model which restores unitarity by introducing new
particles or interactions above the experimentally probable energy regime. This is called
ultraviolet (UV) completion. Hence, a unitarity-violating theory may just reflect the low
energy limit of an unknown UV-complete theory. Exemplary, the W+W− →W+W−

scattering amplitude would grow as M∼ s/m2
W if there is no Higgs boson and

eventually violate unitarity at
√

s ≈ 1 TeV.

1.6. Open questions
The SM is believed to be not the final theory describing fundamental interactions. In
the following some of its problems are briefly outlined.

Gravity The SM cannot describe gravitational interactions. The mediator of gravity, the
graviton, would have to be a spin 2 boson which however leads non-renormalizable
divergences. At energy scales reached by colliders, it is fine nonetheless to ignore
gravitational interactions since those become only comparable in strength to the
electroweak and strong interactions at the Planck scale which is O(1018 GeV) if
there are no extra dimensions.

Naturalness A large correction to the bare Higgs boson mass originates from top
quark loops via Yukawa interactions. Those need to be absorbed by the physi-
cal Higgs mass through renormalization. The resulting mass can be written as
m2

H ≈ (mbare
H )2 +λ2

t µ2/(16π2). If the SM is valid up to the Planck scale it would
require an extraordinary fine-tuning of the bare Higgs mass in order to cancel this
large correction. Such a coincidence is considered to be not very “natural”.

Dark matter and dark energy Cosmological observations of rotation speeds of galax-
ies, mapping of matter distributions through micro-lensing, and acoustic oscilla-
tions in the cosmic microwave background suggest that there exists a yet unidenti-
fied kind of matter, called “dark matter”. An even more puzzling building block of
the universe which is missing from the SM is dark energy. It is a crucial ingredient
to describe the expansion of the universe.

(?) Partonic LO cross sections (without loops) can only be monotonous functions of µR since
σ ∝ α(µR) . Hence an uncertainty due to a scale variation can be even considered meaningless.
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2.
Chapter

The top quark

A theoretical introduction to the top quark, its properties and production mechanisms, is given
in this chapter. A feature of the top quark is that its spin orientation is preserved in decays
due to an interplay between its high mass and electroweak interactions which allows to study
the coupling structure of various processes. In particular, aspects of the production of single
top quarks in t channel via W boson exchange are detailed. Furthermore, BSM production
mechanisms, detectable through an alteration of the Wtb coupling structure, are discussed which
can be characterized using effective field theory. The chapter is concluded with a discussion of
recent experimental results.

The top quark is the heaviest known fundamental particle so far. Its high mass of
mt = 172.44± 0.49 GeV [3] is close to the minimum of the Higgs potential. From
Eq. 1.26b one obtains

Ltop-Yukawa int. =−
λt v√

2
· tLtR−

λt√
2
·H tLtR +h.c., (2.1.)

which yields a Yukawa coupling strength of

|λt|=
√

2 mt

v
= 0.991±0.003. (2.2.)

All other Yukawa couplings in the SM are however of the order O(10−2) instead. The
top quark may therefore play an important role in understanding the mechanisms of
electroweak symmetry breaking itself. Furthermore, top quarks are excellent probes to
search for BSM physics. For example, many extensions of the SM predict additional W′

and Z′ bosons which are heavier versions of their SM counterparts and can decay into
top quarks. Other BSM models can have an extended Higgs sector including additional
neutral and charged Higgs bosons which may couple to top quarks predominantly
due to its high mass (see Ref. [39] and references therein).

Historically, the top quark was discovered in 1995 by the CDF [40] and DØ [41] col-
laborations at the Tevatron collider at Fermilab using proton-antiproton collision data.
They observed the production of top quark-antiquark pairs which occurs through
strong interactions. Already before the direct observation of this process an attempt
to explain CP-violation by introducing the CKM matrix and hence postulating a third
quark generation [42] which was followed by the discovery of the bottom quark [43,44]
hinted strongly towards the top quark’s existence. Another milestone in top quark
research was the observation of single-top-quark production which occurs through
electroweak interactions only. This process was discovered in 2009 at the Tevatron
collider as well [45, 46]. The lower cross section together with the overwhelming back-
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ground necessitated the use of sophisticated analysis techniques such as multivariate
classifiers and the matrix element method [47].

With the start of the physics program at the LHC in 2009, the production mechanisms
of top quarks can be probed with unprecedented precision. This thesis focuses on the
electroweak production of single top quarks at center-of-mass energies of 8 TeV and
13 TeV.

2.1. Decay and W boson polarization
The top quark decays into a W boson and a b quark almost exclusively due to the
CKM matrix element Vtb which is found experimentally to be Vtb�Vts,Vtd and close
to 1 (see Eq. 1.30). The decay via electroweak interactions is favored since mW <mtop
and thus the W boson can be on-shell. This leads to a very short lifetime of only
1/Γt≈ 5 ·10−25 s [1] which does not allow the formation of bound states involving top
quarks [48]. Furthermore, the lifetime is even shorter than the typical hadronization
timescale of 1/ΛQCD≈ 10−23 s. Hence, soft gluons cannot radiate from the top quark
before it decays which keeps its spin coherent. The top quark spin orientation can
be inferred from the angular distributions of its decay products since electroweak
interactions via W boson exchange feature a V-A coupling structure. This offers the
possibility to study the polarization of top quarks from angular distributions in various
processes. For such studies, a spin axis has to be chosen along which the top quark
spin is quantized.

In the leptonic top quark decay chain t→ b`ν the polarization states of the W boson
can be investigated independent of the production process [49]. The top quark decay
width is decomposed into

dΓ
Γ · d cos θ?W

= 3
8
(
1− cos θ?W

)2FL + 3
8
(
1 + cos θ?W

)2FR + 3
4 sin2 θ?WF0 , (2.3.)

where FL, FR, and F0 denote the left-, right-handed, and longitudinal polarization frac-
tions of the W boson respectively. They are dimensionless form factors and normalized
as FL +FR +F0 = 1. The angle

cos θ?W =
~sW · ~p(W)

`∣∣~sW
∣∣ · ∣∣~p(W)

`

∣∣ (2.4.)

is taken between the lepton momentum ~p(W)
` in the W boson rest frame and a spin

quantization axis ~sW. A common choice is the helicity basis where the reversed top
quark momentum in the W boson rest frame ~sW = −~p(W)

t is used to quantize the
spin of the W boson(?). Figure 2.1a shows the Feynman diagram of leptonic top quark
decays involving two electroweak vertices, Wtb and W`ν, which feature both a V-A
coupling structure. The polarization angle in the helicity basis is shown in Fig. 2.1b
where the top quark decay chain is drawn in the W boson rest frame.

Potential scenarios of spin orientations at the Wtb vertex are presented in Fig. 2.2 for
longitudinal (H = 0), left-handed (H =−1), and right-handed (H =+1) W bosons in

(?) There are multiple equivalent definitions in literature for the helicity basis:
~sW = −~p(W)

t = ~p(t)W = ~p(W)
b . It should be noted that multiple sequential boosts into vari-

ous rest frames are Lorentz-invariant but can induce unwanted rotations.
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(a) (b)

Figure 2.1. Decay of the top quark through W boson exchange: (a) Feynman diagram;
(b) helicity angle in W boson rest frame.

the top quark rest frame. In the last scenario the conservation of angular momentum
forces the b quark to be right-handed. This is however suppressed by the electroweak
V-A coupling structure leading to a nearly vanishing probability at LO. It would vanish
entirely for massless b quarks since then the b quark helicity would be equal to its
chirality [50]. The expected distributions per helicity state as a function of cosθ?W
are shown in Fig. 2.3 together with the NNLO SM expectation of FL = 0.311±0.005,
FR = 0.0017±0.0001, and F0 = 0.687±0.005 [51]. The non-zero but small right-handed
helicity fraction arises from the non-zero mass of the b quark and from the considered
corrections beyond LO to the vertices.

Figure 2.2. Scenarios of spin orientations at the Wtb vertex in the top quark rest frame.
The right-handed W boson helicity (H=+1) is suppressed by the electroweak V-A coupling
structure which does not allow the right-handed b quark (marked in red) to interact.
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Figure 2.3. Distributions of the helicity angle for various W boson helicity scenarios. The
SM expectation at NNLO is taken from Ref. [51].

For a general analysis of the top quark spin one introduces the so-called “spin-
analyzing power”, αX ∈ [−1; 1] , of the decay product X = `,ν,W,b [49]. It denotes



26 Chapter 2. The top quark

the fraction of instances when the top quark spin is aligned along the momentum of
the spin analyzer in the top quark rest frame. The calculated spin-analyzing powers at
LO and NLO in the SM are listed in Tab. 2.1. Additionally, the spin-analyzing powers
for X = q/q′ for W→ qq′ decays are provided where q (q′) denotes all up-type (down-
type) quarks respectively. However, studying the top quark spin in those decays is
experimentally very challenging since the original quark flavor of a jet and its origin in
case of additional final state radiation are difficult to infer. The spin-analyzing powers
flip their sign αX =−αX in the case of top antiquark decays for the corresponding
particle or antiparticle. This holds also in BSM scenarios inducing CP-violation in the
top quark sector.

Table 2.1. Spin-analyzing power per top quark decay product. The values are taken from
Ref. [49] and references therein.

Decay product X spin-analyzing power αX

LO NLO

`+ 1.00 0.998

ν -0.32 -0.33

q′ (down-type) 1.00 0.93

q (up-type) -0.32 -0.31

b -0.41 -0.39

W+ 0.41 0.39

The charged lepton is a nearly perfect spin analyzer for studying the top quark po-
larization. Its spin-analyzing power is even larger than that of its mother particle,
the W boson, due to constructive (destructive) interference of the longitudinal and
left-handed W boson helicity states in cases when the lepton is aligned (antialigned)
with the top quark spin, respectively [50]. Simplified sketches of various spin ori-
entations for longitudinal and left-handed W boson helicities are shown in Fig. 2.4
demonstrating that the momentum of the charged antilepton in the top quark rest
frame tends to be aligned along the top quark spin. Scenarios with antialigned lepton
momentum with respect to the top quark spin (Figs. 2.4b and 2.4d) are suppressed by
the V-A coupling structure which does not allow right-handed particles or left-handed
antiparticles to interact. Similar diagrams with reversed spin orientations are expected
for top antiquarks.

2.2. Pair production
The dominant mechanism producing top quarks at hadron colliders is top quark pair
production through strong interactions via gluon (gg→ tt) or quark fusion (qq→ tt).
Figure 2.5 shows the corresponding Feynman diagrams at LO. Especially the produc-
tion channel via gluon fusion leads to a large cross section at the LHC compared to the
Tevatron because of the steeply increasing gluon PDF towards smaller momentum frac-
tions. The gg→ tt channel contributes approximately 80–90% to the total tt production
cross section in the LHC center-of-mass energy regime of 7–14 TeV [1]. The theoretical
tt cross sections in pp collisions at center-of-mass energies of 8 and 13 TeV, relevant for
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(a) (b)

(c) (d)

Figure 2.4. Sketches of various spin orientations in top quark decays for (a,b) longitudinal
and (c,d) left-handed W boson helicities. Suppressed spin orientations are marked in red.

this thesis are listed in Tab. 2.2. Those have been calculated at NNLO+NNLL accuracy
using the Top++ 2.0 program [52, 53] assuming a top quark mass of 172.5 GeV. The
PDF uncertainty includes also the uncertainty on αs.
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Figure 2.5. Feynman diagrams of tt production at LO: (a) quark fusion; (b,c) gluon
fusion.

Table 2.2. Top quark pair production cross sections per center-of-mass energy.

Center-of-mass energy Cross section

8 TeV 252.9+6.4
−8.6 (scale)±11.7(PDF) pb

13 TeV 831.8+19.8
−29.2 (scale)±35.6(PDF) pb

2.3. Single-top-quark production
Besides producing top quarks in pairs single top quarks can be produced through
electroweak interactions as well. At LO one can categorize the production into three
main channels depending on the exchanged W boson and its virtuality, Q2 =−pµ pµ .
The corresponding Feynman diagrams are presented in Fig. 2.6. Overall, the single-
top-quark cross sections are smaller than for pair production due to the electroweak
coupling strength αW < αs. Additionally, the requirement of sea quarks (b, q) in the
initial states whose PDFs increase less steeply at low momentum fractions compared
to the gluon PDF suppresses the cross sections further (see Fig. 1.2).
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Figure 2.6. Feynman diagrams of electroweak single-top-quark production at LO in the
5 flavor scheme.

t channel The production via t-channel (Fig. 2.6a) has the highest single-top-quark
cross section in pp collisions. The virtuality of the W boson is found to be Q2 > 0
and hence it is said to be “space-like”. A characteristic feature of this mode is the
production of an additional spectator quark (q′) which recoils against the W boson
and tends therefore to be scattered fairly forward in the CMS detector (|η| ∼ 3) . In
this production mode top quarks are produced roughly twice more often than top
antiquarks which is a consequence of the up-over-down valence quark composition
of the proton. Hence the production ratio, σ(t)/σ(t), is sensitive to the PDF of the
proton. The ratio depends however on the center-of-mass energy since at higher
energies lower momentum fractions are probed at which contributions from the
valence quarks become less dominant.

s channel Amongst the three main single-top-quark production channels the one with
the smallest cross section is the s channel (Fig. 2.6b). This is because of the “time-
like” W boson (Q2 < 0) which has to have a large virtuality to produce the heavier
top quark. In various BSM scenarios however the cross section of this process
is expected to increase due to new heavy particles such as W′ or charged Higgs
bosons which may even be produced on their mass shell, pµ pµ−m2 = 0, and hence
occur as a resonance.

tW The third mode is the production of a single top quark in association with a
W boson (Fig. 2.6c) where the latter can be produced on-shell Q2 =−m2

W . It is
commonly referred to as “tW channel”. This process interferes at NLO with tt
production which complicates its definition. In the diagram removal (DR) scheme
diagrams with two resonant top quarks are subtracted from the common ampli-
tude whereas in the diagram subtraction (DS) scheme the contribution from tt
is locally removed from the cross section [54, 55]. The difference between both
schemes lies in the treatment of the interference term which is kept in the DS but
removed in the DR. A new approach has been developed where the tt and tW
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production and the inference between them are combined into a process with a
W+W−bb+X final state [56] whose simulation is currently being studied [57].

The theoretical cross sections of the three single-top-quark production modes in pp
collisions for center-of-mass energies of 8 and 13 TeV, relevant for this thesis, are listed
in Tab. 2.3. These have been calculated at NLO in QCD with the HATHORv2.1 pro-
gram [58, 59] using a top quark mass of mt = 172.5 GeV while setting the factorization
and renormalization scales to µR = µF = mt. The PDF uncertainty includes also the
uncertainty on αs.

Table 2.3. Single-top-quark cross sections per production mode and center-of-mass en-
ergy.

Mode Cross section / center-of-mass energy

8 TeV 13 TeV

t channel 84.7 +2.6
−1.7 (scale)±2.8 (PDF) pb 217.0 +6.6

−4.6 (scale)±6.2 (PDF) pb

tW channel 22.4 ±0.6(scale)±1.4 (PDF) pb 71.7 ±1.8(scale)±3.4 (PDF) pb

s channel 5.24+0.15
−0.12 (scale)±0.16(PDF) pb 10.32+0.29

−0.24 (scale)±0.27(PDF) pb

Measurements of single-top-quark cross sections allow to extract a limit on the CKM
matrix element Vtb . If one assumes |Vtd|2 + |Vts|2�|Vtb|2 then the t→ bW branching
ratio can be approximated as

B(t→ bW) =
|Vtb|2

|Vtd|2 + |Vts|2︸ ︷︷ ︸
�|Vtb|2

+|Vtb|2
≈ 100% . (2.5.)

Hence, the cross section is independent of the top quark decay vertex and therefore
directly proportional to | fL ·Vtb|2 . The form factor fL is introduced to absorb potential
contributions from BSM physics that modify the left-handed coupling strength. It is
f SM
L = 1 in the SM. A measured single-top-quark cross section can then be used to

extract the value of | fLVtb| as

| fLVtb| =
√

σmeasured
σtheory

. (2.6.)

It should be noted that for this interpretation of single-top-quark cross sections no
assumptions on the number of quark generations and subsequently no unitarity of the
CKM matrix is required.

2.4. Polarization in t-channel single-top-quark production
The SM predicts that top quarks are produced highly polarized via t channel since
there are only electroweak interactions with a V-A coupling structure involved at
LO [50]. New BSM physics models may however lead to a depolarization by altering
the coupling structure effectively through new production vertices and/or higher order
corrections. The differential cross section as a function of the polarization angle can be
parametrized as
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dσ

σ · d cos θ?X
=

1
2

(
1 + Pt · αX · cos θ?X

)
, (2.7.)

where Pt denotes the polarization along a given axis and αX the spin-analyzing power
with respect to the decay product X. The polarization angle

cos θ?X =
~st · ~p(t)X∣∣~st
∣∣ · ∣∣~p(t)X

∣∣ (2.8.)

is calculated between the spin analyzer X in the top quark rest frame and a suitable
spin quantization axis~st. A potential spin axis is given in the helicity basis where the
top quark momentum in the partonic center-of-mass system is chosen, ~shel.

t = ~p(tq)t .
However, this system cannot be reconstructed unambiguously beyond LO when addi-
tional initial state radiation (ISR) or final state radiation (FSR) occurs. An alternative
axis is motivated in Fig. 2.7 where exemplary spin orientations in the top quark rest
frame for t-channel production and decay are sketched. There exists a symmetry be-
tween the down-type spectator quark on the production side (q′) and the charged
antilepton on the decay side (`+) leading to a correlation between their momentum
directions and the intermediate top quark spin. This suggests to take the spectator
quark momentum in the top quark rest frame as the spin quantization axis,~st =~p(t)q′ .
At LO, this axis would coincide with the axis in helicity basis since the top quark
and the spectator quark are back-to-back in the center-of-mass system [60]. A high
degree of polarization can therefore be expected when quantizing the top quark spin
along the spectator quark momentum. This is further motivated by the fact that the
charged lepton is a nearly perfect spin analyzer and thus the down-type spectator
quark is a good spin analyzer as well because of the depicted symmetry. Higher-order
corrections however dilute this symmetry somewhat as also expected from Tab. 2.1
where a slightly lower spin-analyzing power for the down-type quark compared to
the charge lepton is expected at NLO.

W±

+

b

b

W±

p

production decay

q

q

'

p

t

Figure 2.7. Sketch of spin orientations in t-channel single-top-quark production and
decay. The figure has been inspired from Ref. [60].

A crucial ingredient which is however missing in this argumentation is the fact that
the spectator quark has to be of down-type flavor for obtaining a high polarization.
This is true in about 80% for t-channel top quark production but only in 31% of all
cases for top antiquark production. In such events the down-type quark is found with
a probability of 69% in the initial state instead. However, the spectator quark is only
mildly deflected after recoiling against the W boson. It is therefore still sufficiently
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close to the direction of the down-type quark momentum which results in a high
degree of polarization nonetheless [50].

The expect degrees of polarization for the top quark and top antiquark have been
calculated at 7 TeV and are listed in Tab. 2.4 at LO and NLO accuracy. The combined
polarization for top quark and antiquark is obtained using a weighted sum with
the corresponding cross sections as weights(?). At 8 TeV, a similar polarization of
|P8 TeV

t+t |=0.88 is expected using simulated events from the NLO generator Powheg [61].

Table 2.4. Expected polarizations of top quarks and top antiquarks in t-channel single-
top-quark production at 7 TeV. The values are taken from Ref. [60].

P7TeV
t P7TeV

t |P7TeV
t+t |

LO 0.99 -0.93 0.95

NLO 0.91 -0.86 0.88

The high polarization of the top quark along the spectator quark momentum allows
also to extend the W boson polarization with two additional axes. Figure 2.8 shows the
construction procedure. The top quark spin is approximated by the spectator quark
momentum. Then the normal and transverse axes are defined as

~N=~p(t)q′ ×~p
(t)
W (normal axis), (2.9a.)

~T=~p(t)W ×~N (transverse axis). (2.9b.)

Figure 2.8. Extended W boson polarization axes in t-channel single-top-quark production
and decay: N= normal axis; T= transverse axis.

The differential cross sections as a function of the polarization angles with respect to
these new axes take the same functional form as in Eq. 2.3. However, the corresponding
polarization fractions FN,T

L , FN,T
0 , and FN,T

R are probing different aspects of the coupling
structure. In particular, the left- and right-handed polarization along ~N are sensitive
to potential CP-violation [49]. Since the top quark is not fully polarized along the

(?) The expected single-top-quark cross sections at 7 TeV are σ(t) = 41.8+1.8
−1.5 pb and

σ(t) = 22.0+1.3
−1.2 pb. These are calculated with the same setup as used for Tab. 2.3
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spectator quark momentum, the polarization fractions are modified as

F̃N,T
R =

1+Pt

2
·FN,T

R +
1−Pt

2
·FN,T

L , (2.10a.)

F̃N,T
L =

1+Pt

2
·FN,T

L +
1−Pt

2
·FN,T

R , (2.10b.)

F̃N,T
0 = FN,T

0 . (2.10c.)

2.5. Flavor schemes
In single-top-quark production via t channel a b quark is required in the initial state.
There are two approaches called 4 and 5 flavor scheme (FS) to treat initial state b quarks
in theoretical calculations. They differ in the number of quark flavors considered within
the PDF of the proton. Figure 2.9 shows a representative Feynam diagram where in
the 4 FS the b quark originates from gluon splitting and is not part of the PDF. On the
other hand this splitting is resumed into the PDF in the 5 FS instead.

Figure 2.9. Feynman diagram at LO for t-channel single-top-quark production in 4 and
5 FS. The dashed lines denote where the partonic initial state begins.

Since the b quark mass of mb ≈ 4.2 GeV is higher than the mass of the proton
(mp ≈ 1 GeV) the 4 FS seems more natural at first glance. The b quark is treated
as a heavy quark state that decouples completely from the αs and PDF evolutions
through renormalization and the DGLAP equation, respectively. However, this ap-
proach results in terms proportional to log(Q2/m2

b) arising from the intermediate
b quark propagator which may prohibit the convergence of perturbative calculations at
high momentum transfers Q. In this case, such terms together with the g→bb splitting
function can be absorbed into a PDF for the b quark instead which yields the 5 FS [62].

Both schemes are valid approaches for calculating observables. The difference between
them at fixed order lies in their dependence on the energy scale at which a process
is described. The predictions by both schemes will thus converge if calculated at
sufficiently high orders. This is demonstrated in Fig. 2.10a where the t-channel single-
top-quark cross section at 14 TeV as a function of the renormalization and factorization
scale is depicted. The dashed curves show the LO predictions in 4 and 5 FS respectively
which are far apart. Their opposite behavior originates from the running of coupling
constant αs in the 4 FS versus the scale dependence of the b quark PDF in the 5 FS as
depicted in Fig. 2.10b. Both approach the NLO prediction only at low (large) scales
for 4 FS (5 FS) respectively. On the other hand, the NLO predictions start to converge
already at a scale choice of about µR = µF =mt/2 for this process.
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Figure 2.10. In (a): single-top-quark cross section in t channel for top quarks at 14 TeV as
a function of the renormalization and factorization scale κ = µ/mt. The cross sections have
been calculated in 4 and 5 FS at LO and NLO. The figure is taken from Ref. [62]. In (b):
the relative dependence of the strong coupling constant and the b quark PDF (NNPDF3.0)
on the scale κ with respect to their values at the Z boson mass.

Fixed-order predictions of differential cross sections are also sensitive to the flavor
scheme choice. Ratios of the 4 FS over the 5 FS t-channel cross sections at NLO as
a function of the transverse momentum and pseudo rapidity with respect to the top
quark and spectator jet are shown in Fig. 2.11. The differences between both schemes
are found to be around the 10 % level [63]. In particular, the top quark pT displays
here an almost linear increasing ratio.

2.6. Anomalous couplings
Direct searches for BSM physics can be viewed as a top-down approach. The starting
point is marked by a well-defined and usually UV-complete BSM theory. Experimen-
tally, one is then interested to detect additional events originating from a new process
within such a theory. Exemplary models are the minimal super symmetric standard
model (MSSM) (reviewed in Ref. [64]) or the two Higgs doublet model (2HDM) [65].
Since no signal has been found yet it may be that the energy scale at which a BSM pro-
cess becomes significant is not accessible in direct searches. Nonetheless, potential new
particles or interactions will contribute higher-order corrections to processes within
the SM already at low energies. An example of such a process is the rare B0

s→ µ+µ−

decay [66] which can be altered by contributions from e.g. the MSSM. This motivates
a model-independent bottom-up approach where observables of the SM are measured
with great precision and compared to their expectation. Any deviations can then be
interpreted within multiple new theories.

The idea of a bottom-up approach is depicted in Fig. 2.12 for some exemplary UV-
complete theory contributing to single-top-quark production through a new heavy
scalar particle χ. If the new particle has a sufficiently high mass it would not be
possible to observe it as a new resonance in s channel. However, the shown production
of single top quarks would be altered through additional contributions from this new
process. At energies q� mχ it would mimic a 4-fermion contact interaction with a
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(a)

(b)

Figure 2.11. Ratio of 4 FS (σ2→3) over 5 FS (σ2→2) differential NLO single-top-quark cross
sections in t channel for top quarks at 14 TeV as a function of (a) the transverse momentum
and (b) the pseudo rapidity of the top quark and light (spectator) jet. The figures are taken
from Ref. [63]

simple scalar coupling structure. The SM+BSM inclusive cross section of this process
may still correspond to the one expected from the SM alone by fine-tuning the SM and
BSM couplings correspondingly. However, since this new process has a scalar coupling
structure it manifests itself as a deviation from the expected V-A coupling structure
of the SM. Differential cross section measurements and related observables like the
top quark polarization can then be used to probe for such anomalous couplings at the
production vertex.

Such deviations from the SM coupling structure can be characterized in the frame-
work of effective field theories (EFTs) in a model-independent manner. Those can be
derived using an operator product expansion (OPE) as first proposed in Ref. [67]. Here,
products of operators are expanded as

O1(x1) . . . On(xn) = ∑
i

ci
1...n(x1, . . . xn) ·Oeff

i (xn) , (2.11.)

where Oeff
i denote effective operators and ci are the so-called Wilson coefficients. The

expansion is applicable if x1...n−1 are close to xn , i.e. only the low energy limit of a
UV-complete theory is relevant. Otherwise, unitarity can be violated if the energy
scale of a process within the EFT approaches the scale of the concrete BSM theory as
discussed in Sec. 1.5. In the example above this would be the case when the momentum
transfer q approaches mχ at which the EFT approach becomes invalid.
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(b) effective interaction

Figure 2.12. Feynman diagram of potential BSM physics contributing to single-top-quark
production via flavor-changing neutral current interaction. At low energies p�mχ the
propagator in (a) can be approximated as an anomalous 4-fermion coupling as shown
in (b).

One can extend the Lagrangian of the SM, which contains only operators up to
dimension-four, into an effective one as

Leff = LSM
(4) +

1
Λ ∑

i
c(5)i O(5)

i +
1

Λ2 ∑
i

c(6)i O(6)
i +O

(
O(7)

Λ3

)
, (2.12.)

where new effective operators of dimension-five and -six have been added. Those are
however suppressed by inverse powers of the new physics scale Λ. This approach
leads to 59 independent operators of dimension-six when requiring gauge invariance
and baryon number conservation [68]. The only operator of dimension-five is

Leff.
(5) =

1
Λ

cij
νν

(
Ec

L,iφ̃
)(

EL,jφ̃
)
+ h.c., φ̃i = εijφj (2.13.)

which can be used to introduce neutrino masses and mixing after electroweak symme-
try breaking(?). Only a subset of operators are relevant in the top quark sector [69]. In
particular, the following operators contribute to the Wtb vertex

Leff.
Wtb =L

SM
Wtb +

1
Λ2

(
c33

φqO33
φq + c33

φφO33
φφ + c33

dWO33
dW + c33

uWO33
uW

)
+h.c., (2.14a.)

O33
φq = i

(
φ†ωaDµφ

)(
Q3

LγµωaQ3
L

)
, O33

φφ = i
(

φ̃†Dµφ
)(

u3
Rγµd3

R

)
, (2.14b.)

O33
dW =

(
Q3

Lσµνωad3
R

)
φWa

µν , O33
uW =

(
Q3

Lσµνωau3
R

)
φ̃Wa

µν , (2.14c.)

where Dµ denotes the covariant derivative (Eq. 1.16b) and the quark field indices
refer to the third generation following the notation of Eqs. 1.12 and 1.13. Anomalous
couplings can be introduced after electroweak symmetry breaking which absorb all
constant terms including ci v2/(2Λ2) . One obtains

Leff.
Wtb =−

g√
2

bγµ
(
VLPL +VRPR

)
tW−

µ

(?) This assumes Majorana neutrinos. The coefficients cijv2/(2Λ) after symmetry breaking can
be interpreted as mass mixing matrix for neutrinos similar to the CKM matrix for quarks.
The superscript c stands for charge conjugation.
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− g√
2

b
iσµνqν

mW

(
gLPL +gRPR

)
tW−

µ +h.c., (2.15.)

where VL,R and gL,R denote the vector- and tensor-like anomalous couplings respec-
tively. In the SM (Eq. 1.29) there exists only a vector-like, left-handed coupling VL =Vtb
whereas the other couplings vanish VR = gL = gR = 0.

Another effective operator relevant for single-top-quark production is Oij
qW which is

however not associated to the effective Wtb interaction (Eq. 2.14). Its contribution can
be mostly absorbed by the other operators as

LqW =
1

Λ2 cij
qWOij

qW =
1

Λ2 cij
qW

(
QL,iγ

µωaDνQL,j

)
Wa

µν +h.c.

⊃
(
terms ∝Leff.

Wtb
)
+

gRe(cqW)

Λ2

(
bγµPLt

)(
qγµPLq′

)
+h.c., (2.16.)

where however a four-fermion contact interaction term remains [70]. This interaction
does not contribute to top quark production and decays via a Wtb vertex directly
which is why it is usually not added to Eqs. 2.14 and 2.15. However, the four-fermion
vertex cannot be neglected when studying in particular single-top-quark production.
Here, it can contribute a udbt vertex (similar to Fig. 2.12b) as an addition to the
Wud+Wtb vertices which e.g. occurs in the production via t channel.

To investigate the presence of anomalous couplings in experimental data, various
(pseudo) observables are proposed in literature [49, 71, 72]. A few of them are the
inclusive single-top-quark cross sections, the W boson helicity fractions (Sec. 2.1), and
the top quark polarization in t channel (Sec. 2.4).

2.7. Selection of experimental results
To conclude this chapter, a selection of experimental results in the top quark sector are
presented. An overview of inclusive tt cross section measurements at center-of-mass
energies of 5, 7, 8, and 13 TeV are shown in Fig. 2.13a and compared to the theoretical
NNLO+NNLL prediction. Measurements of inclusive single-top-quark production in t,
tW, and s channel at 7, 8, and 13 TeV are summarized and compared to the theoretical
NLO predictions in Fig. 2.13b. These cross section measurements can be used to
determine the absolute value of the CKM matrix element Vtb as detailed in Sec. 2.3.
The results are presented in Fig. 2.14. The currently most precise estimation of Vtb
stems from a combination of t-channel single-top-quark cross section measurements
at 7 and 8 TeV by CMS resulting in | fLVtb|= 0.998± 0.038(exp)± 0.016(theo). This
yields a limit of |Vtb|> 0.92 at 95% CL when assuming fL = 1 and |Vtb|< 1.

The results from measurements of the W boson helicity fractions are presented in
Fig. 2.15 and compared to their NNLO prediction. These have been mostly obtained by
analyzing top quark decays in tt events. However, one measurement uses decays
of top quarks from t-channel single-top-quark production yielding a comparable
precision [74].

Overall, the various measurements presented here show a good agreement with the
SM prediction. Since no deviation is observed, limits on the anomalous couplings can
be derived. Global fits of the anomalous couplings are however a complicated and
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Figure 2.13. Overview of inclusive (a) tt and (b) single-top-quark cross section measure-
ments by the ATLAS and CMS collaborations at various center-of-mass energies. The
figures are taken from the TopLHC working group [73].
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computing-intense undertaking. Given a certain point in the coupling hyperspace,
multiple observables need to be computed and compared to the results from vari-
ous measurements while accounting for statistical and systematic uncertainties. A
sophisticated fitting framework called TopFitter has been recently developed [75].
The estimated couplings strength per operator contributing to single-top-quark pro-
duction obtained from various measurements at the LHC and the Tevatron are shown
in Fig. 2.16. The results are found to be consistent with the SM expectation where
those operators vanish.
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Figure 2.16. Coupling strength per operator contributing to single-top-quark production.
Shown are 95% confidence intervals. The Wilson coefficient Ct contains all contributions
from four-fermion interactions. The figure is taken from Ref. [75].



3.
Chapter

Experimental setup

The measurements within this thesis are based on proton-proton (pp) collision data recorded with
the CMS detector in 2012, 2015, and 2016 at center-of-mass energies of 8 and 13 TeV. In this
chapter the experimental setup is described. First, an overview of the LHC, its preacceleator chain
and the experiments at the LHC is given. Then, the CMS detector and its major components
are detailed which are: the solenoid magnet, the inner tracking system, the electromagnetic and
hadronic calorimeters, and the muon system. The chapter is concluded with a brief overview of
the event trigger and data acquisition systems of the CMS experiment.

3.1. Large Hadron Collider
The Large Hadron Collider (LHC) is a 26.7 km long accelerator and storage ring for pro-
tons and heavy ions located at the European Organization for Nuclear Research (CERN)
in the vicinity of Geneva, Switzerland [76]. It was constructed between 1998–2008 in
the existing tunnel of the former Large Electron-Positron Collider (LEP) which lies
45–170 m below the surface of Switzerland and France. The LHC ring features two
beam pipes which can be separately filled with up to 2 808 countercycling bunches
per pipe with a bunch spacing of 25 ns. The two beams can be focused to cross each
other at four interaction points (IPs). The design allows to accelerate protons with a
momentum of 450 GeV at injection to up to 7 TeV yielding a maximum center-of-mass
energy of 14 TeV in collisions.

The beams are bent by 1 232 dipole cryostats that host both beam pipes and corre-
sponding dipole magnets within a cold mass in a twin-bore design. The cold mass
itself is placed in a vacuum vessel for thermal insulation. The magnet coils consist
of niobium-titanium (NbTi) cables which are cooled down to 1.9 K using superfluid
helium. At this temperature, the NbTi alloy is superconducting. This allows to produce
the required dipole field strength ranging from 0.54 T at injection to up to 8.33 T at
the maximum beam energy for sustaining a closed beam orbit. Such high magnetic
fields cannot be achieved with normal conductors due to magnetic saturation which is
why the coils have to be superconducting. At maximum field a current of 11850 A is
required. In addition to the dipole magnets about 3 800 single aperture and 1 000 twin
aperture magnets are installed. Quadrupole magnets keep the beam particles focused
around the nominal orbit. Further, non-linear corrections to the orbit are applied using
sextu-, octu-, and decapoles. Special quadrupole triplets at each side of the four IPs fo-
cus the beams for collision. The envelope of the particle trajectories with respect to the
nominal beam orbit is described by the betatron function which can be approximated
around the IPs as
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β(x) ≈ β? +
x2

β?
, (3.1.)

where x denotes the distance to the focal point. In design the beams can be squeezed
to β? = 0.55 m at two high luminosity IPs. The transverse beam size at the IPs can
be calculated as r =

√
εn ·β?/γ ≈ 17µm for γ = Ep/mp = 7000, where εn denotes the

normalized beam emittance. The emittance is a measure of the phase space area occu-
pied by the particles within the beam which is constant in a closed system following
Liouville’s theorem. For the LHC it cannot be larger than εn > 3.75 µm · rad in order
not to loose significant amounts of the beam intensity in the LHC arcs where β(x) is
the largest.

For acceleration and longitudinal focusing of the bunches, a system of eight supercon-
ducting cavities per beam with a resonance frequency of 400.8 MHz are installed. This
matches the 35 640 harmonic mode of the beam revolution frequency of frev =11245 Hz.
The cavity system yields an energy gain per turn of 485 keV which results in an accel-
eration time of about 20 min from injection to the maximum beam energy.

The expected luminosity at the IPs can be calculated from the introduced machine and
beam parameters as

L =
N2

p nb frev

4π d2
x,y
· F, F =

1√
1+
(
θ ·dz

)2/(2dx,y
)2

, (3.2.)

where Np denotes the number of protons per bunch and nb the number of colliding
bunches. The design proton population per bunch is Np = 1.15 ·1011. The factor F ac-
counts for a reduction in luminosity due to a slight tilting of the beams by the crossing
angle θ. In 2016, the design luminosity of 1034 cm−2s−1 was surpassed through various
new developments [77]. In detail these were a decreased transverse emittance, a smaller
longitudinal bunch size, a better focusing at the IPs down to β?= 0.4 cm, and a smaller
crossing angle compared to the design values which resulted in a peak luminosity of
about 1.5 ·1034 cm−2s−1 at the IPs of the ATLAS and CMS experiments. An overview
of the peak luminosities per day in pp collisions recorded by the CMS experiment
from 2010–2016 is shown in Fig. 3.1. In Run 1 (2010–2012) the LHC produced pp
collisions at center-of-mass energies of 7 and 8 TeV. After the first long shutdown (LS1)
the center-of-mass energy was raised to 13 TeV for Run 2 which commenced in 2015.

During a bunch crossing multiple proton-proton interactions can occur which are
referred to as pileup (PU). Their number on average is proportional to the luminosity
times the total inelastic pp cross section. In 2012, an average of 21 pileup interactions
has been observed in 8 TeV pp collisions at the IP of CMS. This increased in 2016
due to the higher luminosity and cross section at 13 TeV to about 27 interactions on
average.

3.1.1. Accelerator complex
An overview of the accelerator complex at CERN is given in Fig. 3.2 which includes
the systems for filling the LHC with bunches of protons or lead ions.

The production sequence of proton bunches for the LHC is as follows. In the linear
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Figure 3.1. Peak luminosity in proton-proton collision data per day as measured with
the CMS experiment. The figure is taken from the public luminosity result web page of
CMS [78]. The design luminosity corresponds to 10 Hz/nb= 1034 cm−2s−1.

accelerator “Linac 2” hydrogen atoms are stripped of their electron through an electric
field. The remaining protons are accelerated to a momentum of 50 MeV and injected
into the Proton Synchrotron Booster (PSB). It consists of four vertically separated
beam pipes which allow multi-turn injections to increase the bunch intensity which
however also increases the transverse emittance [80]. After accelerating the protons to
1.4 GeV, the beams are injected into the Proton Synchrotron (PS). Here the required
bunch spacing of 25 ns is formed. The standard procedure was to use only six bunches
from two PSB cycles and split them first by three, accelerate them to 25 GeV, and
then split each again by two twice to produce in total 72 bunches with the required
spacing [81]. A new scheme called batch compression merging and splitting scheme
(BCMS) was introduced in July, 2016. It utilizes all eight bunches from two PSB cycles
which are first narrowed and then combined to four followed by the same splitting and
acceleration procedure as before resulting in 48 bunches with a higher intensity and
a lower transverse emittance [82]. After the PSB the proton bunches are injected into
the Super Proton Synchrotron (SPS) and accelerated up to the LHC injection energy of
450 GeV.

3.1.2. Overview of experiments
Various particle detectors are installed at the LHC to record the outcome of proton-
proton or heavy ion collisions. Four major detectors are directly located at the four
IPs. Two general purpose detectors are located at two high luminosity IPs. These are
the ATLAS [83] and CMS [84] experiments which have both a wide physics program
ranging from precision measurements of the SM to searches for various kinds of new
physics like extra dimensions, dark matter particles or SUSY. Despite similar goals
the technical realization of the two experiments is different. The ATLAS detector is of
cylindrical shape around the beam pipe with a length of 44 m and a diameter of 25 m.
It consists of an inner tracking detector, a liquid argon electromagnetic calorimeter, a
hadronic calorimeter, and a muon spectrometer with full 2π coverage in the azimuthal
angle. A detailed description of the CMS detector is given below in Sec. 3.2. The
two other major detectors are the ALICE [85] and LHCb [86] experiments which
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Figure 3.2. The accelerator complex at CERN. The figure is taken from Ref. [79].

are more specialized. Their luminosity is intentionally leveled down by displacing
the beams slightly at their IPs [87]. The lower luminosity is required to reduce the
number of pileup interactions and to prevent damage to the detectors through radiation.
The ALICE experiment focuses on heavy ion collisions in which the properties of
quark-gluon plasma can be studied. The goals of the LHCb experiment are precision
measurements of CP-violating processes and searches for rare decays of B hadrons
amongst others.

In addition, three smaller experiments, LHCf [88], TOTEM [89], and MoEDAL [90],
have been installed at the LHC using certain fractions of the scattered particles from
the IPs of the ATLAS, CMS, and LHCb detectors, respectively.

3.2. CMS experiment
The CMS (Compact Muon Solenoid) experiment is a multipurpose particle detector
whose goal is to record pp and heavy ion collisions at high luminosities. It consists of
a superconducting solenoid and multiple subdetectors as shown in Fig. 3.3 to track,
reconstruct, and identify particles which traverse the detector each bunch crossing.

The detector is shaped cylindrically by layers in the barrel region and endcap disks in
the forward regions around the beam pipe. It has an overall length of 21.6 m and a
diameter of 14.6 m with a total weight of approximately 12 500 tons. A right-handed
coordinate system has been established whose center is located at the nominal IP. It is
oriented such that the y-axis points upwards, the x-axis points inwards to the center
of the LHC ring, and the z-axis points counterclockwise along the beam pipe. The
azimuthal angle φ is defined in the transverse plane, spanned by the x- and y-axes,
which lies perpendicular to the beam pipe. In this plane, the radius is defined as
r=
√

x2 +y2 which measures the distance to the z-axis. For a particle originating from
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Figure 3.3. Overview of the CMS subcomponents. The figure is taken from Ref. [84].

the center with an energy E and momentum pz along the z-axis one defines its rapidity
as

y =
1
2

ln
(

E + pz

E− pz

)
. (3.3.)

The advantage of the rapidity over the usage of the angle θ measured from the z-axis
is that differences of rapidities are invariant under Lorentz-boosts. Furthermore, in the
case of a massless particle, the rapidity is equal to the pseudorapidity

η = artanh
(

pz

|~p|

)
= − ln

[
tan

(
θ

2

)]
. (3.4.)

In the following, the components of CMS are briefly described and their purpose is
motivated. Further information can be found in Refs. [84, 91].

3.2.1. Solenoid magnet
The solenoid magnet is a central part of the CMS detector. It enables momentum
measurements of charged particles by analyzing their curved trajectories with the
inner tracking system. Additionally, the muon system located in the outer return flux
of the magnetic field allows to measure the momenta of muons originating from the
IP a second time. The design of CMS was particularly motivated to achieve a good
resolution of muon momenta and dimuon mass spectra which are key ingredients
when searching for new resonances like the at that time undiscovered Higgs boson [92].

The magnet consists of four layers of superconducting NbTi cables. It is placed in a
cold mass within a vacuum tank which is cooled down to 4.7 K using liquid helium.
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To guide the return flux of the magnetic field, a large iron yoke has been installed. It
consists of five 12-sided barrel wheels in three layers with a length of 11 m and six
endcap disks. In design the solenoid is capable of producing a homogeneous magnetic
field of up to 4 T in its inner free bore which has a diameter of 6 m and a length of
12.5 m. However, the magnet has been operated with a reduced current of 18164 A so
far yielding a slightly lower field of 3.8 T [93].

3.2.2. Inner tracking system
The inner tracking system is located closest to the beam pipe and has a total length
of 5.8 m with a diameter of 2.5 m. It is used to find trajectories of charged particles
which are bent by the magnetic field. Their momentum, charge, and point of origin is
estimated in the track reconstruction.

At design luminosity approximately 1 000 particles traverse the tracking system per
bunch crossing on average. This yields a hit rate density of about 1 MHz/mm2 at an
inner radius of 4 cm which is reduces to 3 kHz/mm2 at the outer edge of the tracker.
The tracker modules are based on doped silicon semiconductors which are operated
in reverse mode to detect the traversing of charged particles through ionization. This
technology allows for modules with a sufficiently high granularity and a fast response
time that are also able to operate in such high radiation environments.

The system consists of various parts with different module types as shown in Fig 3.4. In
total it covers a pseudorapidity range of |η|< 2.5. Pixel modules are located next to the
beam pipe where the particle flux is particularly high. They are installed in three barrel
layers (BPX) at radii of 4.4, 7.3, and 10.3 cm, and in two endcap disks (FPX) per side.
A pixel module has a cell size of 100×150 µm2 which allows a two-dimensional local
hit position measurements. Local positions are transformed into three-dimensional
global positions by accounting for the surface orientation of each module. The channel
occupancy of the pixel subdetector, which is defined as the fraction of active readout
channels, has been measured in data and ranges between 0.002–0.02% only [94]. This
facilitates the search for particles trajectories in recorded hit patterns by starting from
the precise hits on the pixel modules.

Silicon strip modules are installed in the other parts of the inner tracking system. They
are organized in four inner barrel layers (TIB) at radii of 20–50 cm; six outer barrel
layers (TOB) at radii of 55–116 cm; three inner endcap disks (TID); and nine outer
endcap disks (TEC). In the barrel, the strip directions on each module are aligned
along the z-axis with a strip-to-strip distance that varies between 80–183 µm. In the
endcap disks, the modules are wedge-shaped with their strips running along the radial
axis whose distance ranges between 100–184 µm. They are cooled down and operated
below −10◦C to counteract the heat produced by the electronics and to improve their
lifetime. The strips allow to measure a local one-dimensional hit position perpendicular
to their direction. However, a few layers and disks contain double-sided strip modules
as indicated in Fig. 3.4 which are tilted by an angle of 0.1 rad with respect to each
other. Those modules allow to reconstruct 2D hits by matching two 1D hits from both
sides together.
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Figure 3.4. Overview of the CMS tracking system. The figure is taken from Ref. [94].

3.2.3. Electromagnetic calorimeter
The electromagnetic calorimeter (ECAL) encloses the inner tracker and covers a pseu-
dorapidity range of |η|< 3. It consists of scintillating lead tungstate (PbWO4) crystals
to detect electromagnetic showers originating from charged or neutral particles (espe-
cially photons and electrons) in the crystals. In particular, the capability of detecting a
diphoton resonance from Higgs boson decays has been one of its design goals.

An overview of the ECAL layout is displayed in Fig. 3.5. In total 61 200 crystals in
the shape of a truncated pyramid are installed in the barrel and 7 324 in each of the
two endcaps. The barrel crystals have a length of 23 cm and a rectangular front cross
section of 22×22 mm2. In the endcaps the crystals have a similar shape with a length
of 22 cm and a front cross section of 28.62×28.62 mm2. The crystals are slightly tilted
such that no particle originating from the nominal IP can pass the ECAL through a
crack between the crystals within its acceptance.
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Figure 3.5. Overview of the CMS electromagnetic calorimeter system. The figure is taken
from Ref. [91].

The crystal material was chosen for its high density of 8.28 g/cm3, short radiation
length of 0.89 cm, and radiation hardness. In addition, the spatial extension of an
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electromagnetic shower inside the crystals, the so-called Molière radius, amounts to
only 2.2 cm which yields a good position resolution and shower separation. The crystals
emit about 4.5 photoelectrons per MeV with a wavelength of 420–430 nm. About 80%
of the light is emitted within 25 ns after an electromagnetic shower occurred. In the
barrel the signal of the collected photons is amplified by avalanche photodetectors
(APDs) whereas in the endcaps vacuum phototriodes (VPTs) are used instead which are
specifically designed to operate also in the axial magnetic field. The energy resolution
of the crystals has been measured in electron beams for energies 20< E< 250 GeV [95].
It can be parameterized as( σ

E

)2
=

(
2.8%√
E/GeV

)2

︸ ︷︷ ︸
stochastic

+

(
0.12

E/GeV

)2

︸ ︷︷ ︸
noise

+
(
0.30

)2︸ ︷︷ ︸
constant

(3.5.)

which yields for example a resolution of 0.43 GeV at an electron energy of 100 GeV.

In front of the two ECAL endcaps the preshower detector (ES) is located which covers
a pseudo rapidity range of 1.652< |η|< 2.6. It consists of two layers of lead radiators to
initiate electromagnetic showers with a layer of silicon strip sensors after each radiator
for measuring the transverse profile of a shower. This allows to identify neutral pions
and improves the identification and position measurement of electrons and photons.

3.2.4. Hadron calorimeter
The hadron calorimeter (HCAL) is a sampling calorimeter and organized in four parts
as shown in Fig. 3.6. It covers a pseudorapidity range of |η|< 5 in total. Its function
is to initiate and detect hadronic showers from particles such as protons, neutrons,
kaons, and pions which allows to measure their position and energy. Furthermore, it
helps to determine the transverse momentum imbalance of an event since the only
remaining particles from a collision that are not stopped by the HCAL are neutrinos
and muons where the latter are however identified and measured in the muon system
as discussed later in Sec. 3.2.5.

The central hadron calorimeter, consisting of a barrel (HB) and two endcap (HE) re-
gions, is located directly after the ECAL and extends up to the solenoid. The HB covers
a pseudorapidity range of |η|< 1.3. It consists of brass absorber plates in 14 layers
oriented along the z-axis with a thickness of 50.5 mm (first eight) and 56.5 mm (last six),
respectively. For structural support two additional layers of 40 mm and 50.5 mm thick
steel absorber plates are installed at its inner and outer rim respectively. Between the
absorbers 72 azimuthal wedges of plastic scintillators in 17 layers with a thickness of
3.7 mm or 9 mm are installed where each covers a segment of ∆η×∆φ= 0.087×0.087.
Their emitted light is optically added per tower and guided through wavelength shift-
ing (WLS) fibers to hybrid photodiodes (HPDs) located at the end of the HB structure.
The HB has a depth of 5.8 interaction lengths at η = 0 which increases with pseudora-
pidity and amounts to 10.4 interaction lengths at |η|= 1.3.

The same design of alternating brass absorbers (79 mm thick) with 17 scintillator layers
in between and WLS fibers for readout is utilized in the HE. It covers a pseudorapidity
range of 1.3< |η|< 3 and has a depths of about 10 interaction lengths. Its granularity
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Figure 3.6. Overview of the CMS hadronic calorimeter system. The figure is taken from
Ref. [84].

increases from ∆η×∆φ= 0.087×0.087 to 0.17×0.17 for |η|> 1.6.

To contain hadronic showers in the barrel region further, an additional calorimeter,
the hadron outer calorimeter (HO), is placed directly at the outside of the solenoid
utilizing it as absorber. It consists of one or two layers of scintillators, depending on
the pseudorapidity, which match the granularity of the HB. This extends the depths of
the combined HB+HE+HO system to an overall minimum of 11.8 interaction length
with the exception of the HB-HE transition region (|η| ∼ 1.3).

An additional calorimeter system, the hadron forward calorimeter (HF), is located
11.2 m away from the IP at both sides where it covers a pseudorapidity range of
3 < |η| < 5.2. The HF is of particular importance for this thesis since the signature
of t-channel single-top-quark events features a characteristic forward jet that is often
detected within its acceptance. For the HF a different detector technology was chosen
to withstand the expected higher levels of radiation of about 1 MGy/a occurring in
the forward region. It uses quartz fibers to detect Cherenkov light from the electromag-
netic component of a shower. The fibers are oriented along the z-axis and placed in
grooves within steel plates which act as absorbers. The fibers are arranged to achieve a
granularity of ∆η×∆φ= 0.175×0.175. Only half of the fibers extend over the complete
HF depth of 165 cm which corresponds to 10 interaction lengths. The other half starts
at a depth of 22 cm instead. Since electromagnetic showers are typically shorter than
hadronic ones the two shower types can be disentangled from each other by comparing
the separated readouts from the long and short fibers. The produced Cherenkov light
is guided to photomultiplier tubes (PMTs) located behind a shield of 40 cm steel and
polyethylene slabs which protects them from the high radiation.

The energy response of the HCAL modules has been measured in pion beams with
energies of 20< E< 300 GeV [96]. This results in(σHB+HE

E

)2
=

(
115%√
E/GeV

)2
+
(
5.5%

)2
(3.6.)
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for the combined HB+HE system which is found in agreement with simulation. For
the HF resolutions of(

σHF
Ee

)2
=

(
198%√
E/GeV

)2
+
(
9%
)2 ,

(
σHF
Eπ

)2
=

(
280%√
E/GeV

)2
+
(
11%

)2
(3.7.)

have been measured in electron and pion test beams respectively [97].

3.2.5. Muon system
A major design goal of CMS is the precise and robust detection of muons to achieve a
good dimuon mass resolution (1% at 100 GeV) and charge determination over a wide
muon momentum range of up to 1 TeV and beyond. Muons are a key ingredient to
detect signatures of various SM processes and beyond as for example in Higgs bosons
studies where their decay to four muons via intermediate Z bosons is analyzed. In
particular, events containing a single muon amongst others that may stem from the
decay of a single top quark are analyzed in this thesis.

The muon system is located at the outside of the CMS detector within the gaps of
the iron yoke. It consists of three types of gaseous detectors. Muons passing through
the gas will ionize it. A strong electric field pulls the freed electrons then to wires
and the resulting electric pulse is read out. The choice of the gas mixture together
with the electric field strength lets the drifting electrons ionize the gas further close to
the wire which amplifies the pulse. An overview of the muon system is provided in
Fig. 3.7. Drift tubes (DTs) are installed in the barrel (|η|< 1.2) where the muon flux is
relatively low. In the endcaps (0.9< |η|< 2.4) cathode strip chambers (CSCs) are used
which can operate in the higher muon flux environment and in the inhomogeneous
magnetic field. In addition, resistive plate chambers (RPCs) are installed in the barrel
and endcaps as a complementary system with a coverage of |η|< 1.6.
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Figure 3.7. Overview of the CMS muon system by the end of LHC Run 1. The figure is
taken from Ref. [98].
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The DTs consist of nearly rectangular cells with a cross section of 42× 13 mm2 in
which a 50 µm thick and 2.4 m long gold-plated steel wire is spanned through the
center. The cells are filled with a gas mixture of 85% Ar and 15% CO2 which yields
an amplification of 105 and a drift time of about 380 ns for a maximum drift length
of 21 mm. The DTs are organized in four layers which form an independent gas-tight
super layer unit. A DT chamber consists of three (or two) super layers where the wires
in the first and last layers are oriented along the z-axis and the wires in the middle
layer are oriented orthogonal along the φ direction. Four layers of DTs chambers are
placed in the barrel region with 60 chambers in each of the inner three layers and 70
in the outer one which amounts to about 172 000 wires in total.

In the endcaps trapezoidal-shaped CSCs are installed in four disks per side. Each disk
consists of 18 or 36 chambers which are slightly overlapping to ensure full azimuthal
coverage. The CSCs are multiwire proportional chambers where each consists of seven
radially-oriented cathode strips glued on 12.7 mm-thick panels. Their pitch changes
radially from 8.4 mm to 16 mm at the outside. Six azimuthally-oriented wires are
placed in the gas gaps between the panels with a width of 9.5 mm. A gas mixture
of 40% Ar, 50% CO2, and 10% CF4 is used which yields a gain of about 7×104 at a
voltage of 3.6 kV. Since the first inner CSCs (labeled ME1/1) are located inside the
solenoid a slightly different design with tilted wires by 29◦ was chosen to compensate
for the Lorentz drift in the magnetic field. The fourth CSC disk labeled ME4/2 (not
present in Fig. 3.7) has been installed after Run 1 which adds an additional redundancy
for muons within 1.2< |η|< 1.8 [99].

The muon system is completed by RPCs in the barrel and endcaps. These are gaseous
parallel-plate detectors with two gaps of 2 mm width each. They provide a much
shorter time resolution than the DTs and CSCs of about 1 ns. Hence, they are used
to associate a muon signal to the corresponding LHC bunch crossing. In the barrel
six layers of RPCs are installed with their strips oriented along the z-axis. Their pitch
varies per layer such that an azimuthal granularity of 5/16◦ is achieved. In the endcaps
four RPC disks are installed with radially oriented strips. A fourth endcap disk was
added after Run 1 as well [100].

3.2.6. Data acquisition
The CMS trigger and data acquisition system [101, 102] deals with the individual
readouts of the various subdetector front-end systems. It associates them to an event
and finally transmits a file of multiple events to the CERN computing cluster for
storage. A two-staged event triggering system is employed whose aim is to reduce
the high data rate and to select only events for storage of certain physics interest. The
event rate from the bunch crossing frequency of 40 MHz is reduced to about 100 kHz
after the first stage, the level 1 (L1) trigger, and then to less than 1 kHz after the final
high level trigger (HLT) system.

The data acquisition starts at the subdetector systems where the individual channel
readouts are stored continuously in pipelined buffers at a rate of 40 MHz. The L1
trigger system analyzes only the readout of the calorimeter and muon systems per
bunch crossing to reach a decision within a maximum latency of 3.2 µs. It consists
of field-programmable gate arrays (FPGAs) which enable a flexible adaptation of the
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system to potential varying conditions and needs. The regional (RCT) and global
calorimeter trigger systems (GCT) attempt to locate electron, photon, jet, and τ-jet
candidates from coarsely segmented ECAL and HCAL readouts. Additional pieces of
information like the missing transverse energy and number of jets are also determined.
The global muon trigger system (GMT) attempts to find muon candidates by using
local information from the independent DT, CSC, and RPC trigger systems. In addition,
a muon is considered isolated if the hadronic activity in its vicinity (provided by the
GCT) is below a certain threshold. The final L1 decision is taken by the global trigger
(GT) based on the candidates found by the GCT and GMT systems.

After a positive L1 decision is received the individual readout fragments with a size
of up to 8 kB are transfered via optical links to readout units (RUs) by front end
drivers (FEDs) where multiple fragments are merged. Event builder units (BUs) pick
up the fragments via a high speed, Infiniband-based switching network from the
RUs and assemble the events. The HLT system then reads the assembled events from
the BUs via an Ethernet network. Its triggering rules are part of the standard CMS
software (CMSSW [91]) which is invoked on a special computing farm called filter
units (FUs). Starting from L1 candidates, the complete readout of an event is subjected
to a sequence of reconstruction and filtering steps to reach a HLT decision. One output
file is created per CMSSW process, HLT stream, and luminosity section where the latter
corresponds to a period of about 23 s. Streams and files of selected events are merged
in two steps on the FUs and BUs before they are transfered to the CERN computing
center for full reconstruction.



4.
Chapter

Event reconstruction

The reconstruction of basic analysis objects within an event is described in this chapter. A
key ingredient in the event reconstruction of CMS is the particle flow (PF) algorithm. It
creates particle candidates by combining various subdetector information for a global event
interpretation which improves the identification, spatial resolution, and energy measurement
of particles. The focus of this chapter is set on the reconstruction and performance of muons,
electrons, jets, and the missing transverse energy in 8 and 13 TeV pp collision data which
are used to study single-top-quark production in this thesis. The chapter is concluded with a
summary of corrections to enhance the agreement between data and simulation.

The event reconstruction attempts to build and identify basic analysis objects from the
raw detector data. In CMS, basic objects are charged-particle tracks, vertices, charged
leptons, photons, and jet candidates. During the reconstruction, additional information
such as the missing transverse energy, /ET, and the likelihood of jets to originate from
the hadronization of b quarks (“b-tagging”) is determined. Since tau leptons have
not been utilized and photons are not relevant in the presented studies of t-channel
single-top-quark production, a description of their reconstruction and performance is
omitted here yet details can be found in Refs. [103, 104].

4.1. Track reconstruction
The reconstruction of tracks from the readout of the inner tracking system consists
of a local and a global reconstruction step. In the local reconstruction, hits from
charge distributions on the pixel and strip modules are formed. Then, in the global
reconstruction, trajectory candidates are first seeded and then sequentially built from
the inside out. Finally, a helix track is fitted through the associated hits per trajectory
candidate to estimate the particle’s momentum and charge through its curvature in the
magnetic solenoid field. An overview of the local and global reconstruction is given in
the following. Further information can be found in Ref. [94].

Different algorithms are used to determine the local positions of two-dimensional
(one-dimensional) hits from the distributions of charge deposits on the pixel (strip)
modules, respectively. The pixel hit positions are estimated first with a fast algorithm
whose outcome is used in the trajectory seeding and building stage only. The algorithm
projects the 2D charge distributions onto each axis and estimates the positions from
the charges at the edges of each charge cluster while accounting for their Lorentz-
drift within the modules. During the track-fit stage, the optimal pixel hit positions
are estimated by comparing the charge distributions against the expectations from
simulated templates for various track incident angles [105]. In the barrel layers, a pixel
hit resolution of 9.4 µm in r-φ and between 21–45 µm along the z-axis depending on
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the incident angle is achieved [94].

For reconstructing hits on the strip modules, charge clusters are formed if the channel
readout of adjacent strips is sufficiently above their individual noise levels. The hit
position is then calculated as a charge-weighted average over a cluster while correcting
for the Lorentz drift and potential inefficiencies which occur at the edges of a module.
The hit resolution depends on the size of a cluster and on the strip-to-strip distance of
the modules (Sec. 3.2.2). It ranges roughly between 10–30 µm (10–50 µm) for the TIB
(TOB) modules, respectively [94].

After the formation of hits, the reconstruction of tracks is performed in multiple
passes, called iterations, over the obtained pixel and strip hit collections to reduce
the combinatorial complexity. Each iteration consists of the same algorithmic steps—
seeding, trajectory finding, track fitting, and selection—but is configured differently.
The first iterations attempt to reconstruct only simple tracks which originate close
to the interaction region and have a sufficiently large transverse momentum. The
hits belonging to successfully reconstructed tracks passing certain quality criteria are
then masked in subsequent iterations to reduce the number of hit combinations in the
seeding and trajectory finding stages. Later iterations focus on reconstructing displaced
or low momentum tracks which may not originate from the interaction region using
the remaining hits. Figure 4.1 shows the efficiency times acceptance for successfully
reconstructing a track(?) in simulation, broken down per iteration, as a function of its
transverse momentum or displacement.

(a) (b)

Figure 4.1. The efficiency times acceptance of successfully reconstructing a track in
simulation per tracking iteration as a function of (a) the transverse momentum and (b) the
transverse displacement. The figures are taken from Ref. [106].

Each iteration commences by forming a trajectory seed from a hit doublet or triplet
where only certain combinations of tracker layers are allowed depending on the itera-
tion. First iterations utilize mostly 3D hits on the pixel layers for seeding since their
low channel occupancy results in less ambiguity and a higher efficiency for close-by

(?) Tracks are reconstructed “successfully” if at least 75% of their hits can be associated to a
simulated particle.
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tracks. Late iterations use hits from the strips modules instead where the spatial track
density is low. Here, 3D matched hits are utilized mostly for seeding which stem
from double-sided strip modules but also hits from mono layers are allowed. Seed
candidates have to fulfill certain quality criteria like a minimal transverse momentum
and compatibility with either the beam spot or a preliminary reconstructed vertex
depending on the iteration before they are passed to the trajectory finding stage.

Each seed contains enough information to perform a first estimate of the track pa-
rameters. Then an algorithm called combinatorial track finder (CTF) extrapolates the
estimated trajectory to find additional hits on subsequent layers which are compatible
with a particle track hypothesis. The CTF algorithm is based on the Kalman filter
(KF) technique [107–109] which describes how to update the track parameters and
their uncertainties iteratively after adding a hit to the trajectory candidate. If multiple
compatible hits are found on a layer, the trajectory is cloned for each of them. If no
compatible hit can be found on a layer a ghost hit is created instead.

The hits per trajectory are then passed to a KF-based helix fit to estimate the track
parameters without utilizing the initial estimate from the seed. In addition, the fit
accounts for material effects and the inhomogeneous magnetic field. The fitted tracks
have to pass a quality selection to reduce the amount of fake tracks before they are
considered in physics analyses. The criteria reflect the seed requirements and depend
additionally on the total number of fitted 2D/3D hits, the χ2/ndof of the fit, the amount
of ghost hits, and the amount of shared hits with other tracks amongst others.

The tracking efficiency for isolated muon tracks with 1< pT < 100 GeV is found to be
above 99% over the full tracker acceptance since their trajectories are only disturbed
by energy loss through ionization and Coulomb scattering. The trajectories of charged
hadrons like pions are additionally affected by nuclear interactions, especially at low
momenta (pT < 700 MeV), which results in efficiencies between 80–95% [94]. For
electrons, a special tracking is performed on top of the standard one (described in
Sec. 4.1.2) which attempts to recover cases where the electron looses large amounts
of energy via bremsstrahlung. In parts of the 2016 collision data the overall tracking
efficiency decreased by about 2–6% at high instantaneous luminosities of 10–12 Hz/nb
due to a charge saturation effect on the readout chips leading to missing hits. This has
been recovered by adjusting the voltage which controls the charge drain speed of the
tracker modules. For already collected data, the effect has been mitigated offline while
any residual loss of efficiency is known and accounted for through dedicated scale
factors.

4.1.1. Muon tracks
The track reconstruction for muons begins with the local reconstruction of hits in the
three muon systems [91]. The positions of hits in the DT system are reconstructed by
first forming independent segments in r-φ and r-z through a combination of pattern
recognition and linear fitting steps which are then combined in a second step. For the
CSCs, independent 2D hits are reconstructed at wire–strip intersections in each of the
six layers which are then combined into a track segment through a linear fit. Hits in
the RPC modules are built from clusters of active strips where their positions are taken
as the center of gravity of the cluster’s area.
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Standalone muon tracks are reconstructed from hits in the muon system only without
using the inner tracker. The muon tracking starts by generating seeds from linear fits
through hits in the DT and CSC systems. Then, KF-based track fits are performed
taking as starting point the seeds while also utilizing the hits in the RPC system. In
addition, the resulting track is constrained to be close to the beam spot which improves
the momentum resolution. A global muon track is reconstructed by extrapolating the
standalone muon track inwards to define a region of interest inside the inner tracking
system. Starting from trajectory seeds inside this region, a global muon trajectory is
built and fitted which employs also compatible hits from the inner tracker.

4.1.2. Electron tracks
In CMS, an electron radiates more than 70% of its energy with a probability of 35%
in the inner tracker through bremsstrahlung before reaching the ECAL. This leads
to an increasingly curved electron trajectory in the magnetic field as a function of its
flight distance. The standard tracking is suboptimal for reconstructing such trajectories
because the employed Kalman filtering assumes that the energy loss is Gaussian-
distributed. Therefore, a different filtering algorithm the so-called Gaussian sum filter
(GSF) [110] is used in the electron tracking reconstruction instead.

Trajectory seeds for the GSF tracking are constructed in two ways. The first method
creates ECAL-driven seeds by forming super clusters of ECAL crystals with a size of
0.09 in η but ±0.3 rad azimuthally to capture electrons together with their potentially
radiated photons [111]. The second method tries to identify electron tracks inside
the standard track collection which are typically marked by either a poor fit quality
if the energy loss was large or by its compatibility with an ECAL cluster otherwise.
The resulting seeds from the two methods are selected to initiate the GSF tracking.
In its core, the algorithm book-keeps a set of trajectories which are subjected to the
standard KF-based tracking algorithm. However, different Gaussian distributions are
assumed for the energy loss per trajectory while their sum is an approximation of the
Bethe-Heitler formula per hit describing the probability of energy loss for electrons
via bremsstrahlung. After extrapolating a trajectory set to a new layer, incompatible
trajectories are removed or merged with similar ones to limit the exponential growth
to a maximum of 12 trajectories per set. The final electron track is estimated by using
the summed Gaussian distributions as uncertainties per hit in the track fit.

The electron reconstruction efficiency has been measured in 8 TeV pp collision data to
be better than 93% for electrons with an ECAL super cluster energy of ET >20 GeV [112].
A tracking efficiency of about 96% is obtained for electrons with ET > 25 GeV in 13 TeV
pp collision data [113].

4.2. Vertex reconstruction
The vertex reconstruction tries to locate points of pp interactions which are identified
by sets of close-by charged-particle tracks in the interaction region. In analyses, the as-
sociation of tracks to vertices allows to separate tracks belonging to the hard scattering
from additional tracks which originate from pileup interactions instead.

The first step in the vertex reconstruction encompasses the forming clusters of spatially-
close tracks. For this, tracks which are close to the beam spot are selected and supplied
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to a deterministic annealing (DA) algorithm [114]. It is based on a statistical mechanics
model where each track reflects a microstate. The association of a track to a vertex
candidate is floating and controlled by a probability denoted pi in the following. A
quantity

F = −T
tracks

∑
i

pi ·
(

vertices

∑
j

ρj · exp
[
−
(
z(track)

i − z(vertex)
j

)2
/(

T · σ2
z,i
)])

, (4.1.)

which is an analog of the free energy in a thermodynamical model, is monitored
while decreasing the corresponding temperature T of the system. Here, zi are the
track/vertex positions, σi denotes the uncertainty of the track positions, and ρk is an
additional weight to treat overlapping vertices effectively. A protovertex is split in two
nearby ones if a minimum of the free energy is reached. The decrease of temperature
is stopped when a trade-off between the expected spatial vertex resolution and the
probability of splitting a proper vertex falsely is reached.

Finally, the optimal vertex positions are estimated through an adaptive vertex fit [115]
per cluster of tracks. The obtained vertices are referred to as “primary vertices” since
they mark the point of a pp interaction and are therefore lined up along the z-axis. The
vertices are ordered by the summed p2

T of their associated tracks where the leading
vertex is assigned to mark the hard interaction of interest while the others are treated as
pileup interactions. In 2016 pp collision data, the primary vertex resolution is measured
as σz ≤ 19 µm and σx,y ≤ 14 µm for vertices whose summed pT of associated tracks
exceeds 100 GeV [116].

4.3. Particle flow
A central element in the standard event reconstruction of CMS is the particle flow
(PF) algorithm [117, 118]. It aims at reconstructing global particle candidates like
electrons, muons, photons, and charged and neutral hadrons in an event by tracing the
flow of particles through the various subdetectors. The combination of the individual
subdetector information leads to an improved spatial resolution, energy measurement,
and type identification of particles while avoiding double counting.

The PF-based reconstruction of particles consists of an algorithm to link information
from several subdetectors together. The linked elements can be charged-particle tracks
from the inner tracking system, calorimeter clusters from the ECAL or HCAL, and
muon tracks. The algorithm starts by extrapolating reconstructed charged-particle
tracks from the inner tracking system into the calorimeter systems. In the ECAL, the
trajectories are extended to the expected depth of the shower maximum of an electron
candidate whereas in the HCAL, the trajectories are extrapolated up to one interaction
length. A link is created if a trajectory is located inside the boundaries of a compatible
ECAL or HCAL cell cluster within uncertainties. Photon candidates, which could have
been emitted tangentially from electron tracks, are also created by extrapolating straight
tracks from intersections of the electron track with the tracker layers to compatible
ECAL cells. For neutral particle candidates links between calorimeter clusters are
formed. Here, the algorithm starts with ECAL clusters for which a good resolution
is expected due to their high granularity and extrapolates them to potential HCAL



58 Chapter 4. Event reconstruction

clusters which has a coarser granularity. Links are also created from the ES to clusters
in the coarser ECAL endcaps. A link between a tracker track and the muon system
is created if the described track reconstruction of a global muon (Sec. 4.1.1) yields an
acceptable goodness-of-fit.

Identification of particles is performed by exploiting the different types of informa-
tion from the linked blocks. First, global PF muons are identified if their momenta
are compatible with the corresponding tracker-only track momenta. Next, PF elec-
trons are identified through the GSF tracking together with potential photons from
bremsstrahlung. A PF charged hadron candidate is created for each of the remaining
PF candidates that have a charged-particle track linked to it. Finally, the amount of neu-
tral energy is determined by subtracting the charged particle energy fraction from the
calibrated energy of the linked calorimeter clusters. This procedure yields PF photon
and PF neutral hadron candidates depending on the excess of neutral energy in the
ECAL and HCAL clusters respectively. Outside the acceptance of the inner tracking
system (|η|> 2.4), no information on the particle’s charge is available. Thus, only a
simplified identification is performed by constructing either hadronic or electromag-
netic PF candidates only. In a pseudorapidity range of 2.4< |η|< 3, such candidates
are formed from ECAL/HCAL clusters, whereas in 3< |η|< 5 the difference between
the readouts of the long and short fibers of the HF calorimeter allows to discriminate
between these two types.

The achieved improvement in spatial and energy resolution through the PF algorithm
is demonstrated exemplary for jets in Fig. 4.2. In particular, the energy resolution at
low momenta is significantly improved compared to jets clustered from calorimeter
cells only since the jet energy estimation in the PF algorithm exploits also the measured
momenta of charged-particle tracks from the inner tracking system.
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Figure 4.2. Comparison of simulated calorimeter and particle flow jet performances:
(a) spatial resolution in η; (b) energy resolution. The figures are taken from Ref. [118].

4.4. Muons
Identification of muon candidates for physics analyses is performed by requiring
additional selection criteria. A detailed study of muon identification with 7 TeV pp
collision data can be found in Ref. [119]. Throughout the analyses within this thesis,
muon candidates have to fulfill identification criteria which correspond to a “tight”
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working point yielding most genuine muons while rejecting falsely reconstructed ones.
In the following, the criteria and performance of muon identification employed in the
analysis of 8 TeV and 13 TeV pp collision data within this thesis are briefly discussed.
Detailed reports on their performance can be found in Ref. [120, 121].

The muon identification criteria are as follows. The global muon fit is required to
included at least one valid hit in the muon chambers for which in addition at least two
muon segments in two muon stations are present. Only muon tracks for which the
global track fit yields a goodness-of-fit of χ2/ndof< 10 are selected. The motivation
behind these criteria is to reject fake muons from hadron showers that are not contained
by the HCAL and reach the muon system (so-called “punch-throughs”). To suppress
the decay of muons in flight, the muon track needs to consist of at least one pixel hit.
Additionally, a minimum number of five hits in the tracker is required. A selection
on the minimal distance of the muon track to the primary vertex of dx,y < 2 mm
and dz < 5 mm is applied to reject cosmic muons and muons stemming from PU
interactions. A comparison of muon identification efficiencies for data and simulation
is presented in Fig. 4.3. These have been estimated using the tag-and-probe method
for which Z→ µ+µ− events are selected where one muon is required to pass the
identification criteria (“tag”). It is then measured in how many instances the other
muon fulfills the identification criteria as well (“probe”) to infer the efficiency. The
efficiency is found to be mostly between 95–100% with the exception of two dips at
0.2< |η|<0.3 which occur due to a crack between the wheels of the DT system. Overall,
a fair agreement between data and simulation is observed. The residual differences
are corrected in simulation by applying (pT,η)-dependent scale factors (εdata/εMC) to
simulated events.
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Figure 4.3. Comparison of muon identification efficiencies in data and simulation as a
function of the pseudorapidity of the muon for analyses at (a) 8 TeV and (b) 13 TeV. The
figures are taken from Refs. [120, 121].

Muon candidates in the analyses of single-top-quark production within this thesis
are required to be spatially isolated from EM and hadronic activity in addition to the
tight identification criteria. The relative ∆β-based (“delta-beta”) isolation for muons is
defined as



60 Chapter 4. Event reconstruction

Iµ
rel. =

Ich.-had. + max
(

0, Iγ + Ineut.-had. − β · IPU

)
pµ

T
, β =

1
2

, (4.2.)

where Ich.-had., Iγ, and Ineut.-had. denote the summed transverse energies of charged
hadrons, photons, and neutral hadrons respectively within ∆R =

√
∆η2 +∆φ2 < 0.4

around a muon candidate. The term IPU is used to correct the amount of considered
neutral energy. It denotes the summed transverse energies of charged-particle tracks
within ∆R < 0.4 that are associated to pileup vertices. Hence, the applied correction
β · IPU can be interpreted as an estimate of the amount of neutral energy from pileup
interactions within Iγ and Ineut.-had.. The chosen value for β is motivated by assuming
equal production rates for the (π+,π0,π−) isospin triplet leading to a ratio of 1/2 for the
production of neutral pions over charged ones.

4.5. Electrons
Similar to muon candidates, electron candidates are required to pass certain iden-
tification criteria as well. Studies of the electron reconstruction and identification
performances in 8 TeV and 13 TeV pp collision data can be found in Refs. [112, 113].
The “tight” identification criteria, employed in this thesis, are elaborated briefly in the
following.

A PF electron candidate with a GSF track is required. Candidates within the ECAL
barrel-endcap transition region of 1.4442< |η|< 1.5660 are ignored. The electron track
has to have a hit on the innermost tracker layer which prevents the selection of electrons
from potential photon conversions (γ→ e+e−). An explicit photon conversion veto is
applied by testing if a pair of electron tracks originates from a common displaced vertex.
Further selection criteria are combined into a multivariate identification discriminant.
It is based on various input observables like the GSF track quality, the ECAL cluster
shapes, their energy distribution, and the agreement between the independent cluster
energy and track energy estimates. For 13 TeV data, the discriminant is replaced
by a simplified cut-based version where multiple fined-tuned selections on similar
observables are applied. A comparison of the efficiency of electron identification in
8 TeV data and simulation, estimated from Z→ e+e− events using the tag-and-probe
method, is shown in Fig. 4.4. For transverse momenta above 30 GeV the identification
reaches efficiencies of ≈ 95%. The small differences between data and simulation
are corrected by dedicated scale factors as well, similar to the treatment of muon
identification efficiencies (Sec. 4.4).

An electron candidate is also required to be isolated from other EM or hadronic activity
in its vicinity. The relative Aρ

eff.-based (“effective area”) isolation for electrons is defined
as

Ie
rel. =

Ich.-had. + max
(

0, Iγ + Ineut.-had. − ρ · Aeff.(ηSC)
)

pe
T

, (4.3.)

where the transverse energies IX per particle type X are summed in a cone of ∆R< 0.3
around the electron candidate. The amount of neutral energy is corrected by the
effective area Aeff. times the median of the transverse energy density ρ calculated
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Figure 4.4. Comparison of the electron identification efficiency in data and simulation
as a function of its transverse momentum. The figure is taken from Ref. [122].

in δη × δφ from charged-particle tracks that are associated to pileup vertices. The
effective area is estimated from simulation and denotes the expected amount of neutral
energy from pileup interactions per ρ within the isolation cone as a function of the
pseudorapidity of the associated ECAL supercluster. The general idea behind the Aρ

eff.-
based isolation for electrons is motivated by a proposed pileup subtraction method for
jets which is detailed in Ref. [123].

4.6. Jets
Jets are clustered from PF candidates with the exclusion of charged hadrons that
are associated to pileup vertices. This procedure is referred to as charged hadron
subtraction (CHS) technique [124]. In addition, preselected isolated muons or electrons
can be excluded from the jet clustering as well to prevent double counting of their
momenta. For example, when studying the decay t→ bµν a selected muon candidate
should be prevented from being clustered into the b jet as well. This approach has
been chosen in the reconstruction of 8 TeV data, whereas in analyses of 13 TeV data a
minimal ∆R distance between the final leptons and jets for analysis is required instead.

Jets are clustered using the iterative anti-kT algorithm [125]. In its initial step all
candidates are considered to be so-called “protojets”. At each iteration step the two
distances

dij = min

(
1

p2
T,i

,
1

p2
T,j

)
·

√
∆η2

ij +∆φ2
ij

R2 , di =
1

p2
T,i

, (4.4.)

are calculated for protojets i and j. If dij is the smallest distance between two protojets
in an iteration, they are merged and their 4-momenta are summed. If otherwise di is
found to be the smallest distance, the corresponding protojet is promoted to a final
jet and ignored in subsequent steps. The parameter R controls the cone size of the
resulting jets. In 8 TeV data, jets are clustered with R = 0.5 which was lowered to
R= 0.4 in the reconstruction of 13 TeV data since the objects are more boosted due to
the higher energy resulting into a smaller cone size.
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In this thesis a “loose” jet identification is applied. The criteria are motivated by the
fact that a proper jet, stemming from the hadronization of a quark or gluon, consists of
a multitude of PF particles and types. The exact criteria are somewhat adjusted from
one data taking period to the next. A few common requirements are detailed in the
following. A jet should consists of more than one constituent and the neutral hadron
and neutral EM energy fractions should be both less than 99%. In addition, for jets
that fall within the tracker acceptance (|η|< 2.4) at least one constituent has to be a
charged hadron and the charged EM fraction is required to be less than 99% amongst
others. The identification efficiencies are found to be very close to 100% for both data
and simulation.

In data and simulation the energies of reconstructed jets are found to deviate from
the energies of corresponding jets clustered from the hadronization products of true
partons from simulation due to non-linear subdetector responses and efficiencies.
Therefore a series of jet energy corrections (JECs) are applied to relate the reconstructed
energy to the true jet energy on average. The applied corrections are briefly outlined
in the following whereas a detailed discussion can be found in Ref. [126]. The JECs are
multiplicative factors for rescaling the 4-momenta of jets. Multiple levels of corrections
are applied to data and simulation sequentially. First, the offset correction removes the
dependence of the jet energy response on the additional pileup activity within an event.
It is based on the jet area method [123]. The correction factors are derived by comparing
the jet responses in simulated events with and without pileup events overlaid. The next
level of corrections aims to obtain a uniform energy response which is independent
of the transverse momentum and pseudorapidity of a jet. The corrections are derived
from simulated events by matching reconstructed jets to close-by true particle jets and
comparing their momenta. Lastly, residual differences between data and simulation
are corrected by comparing the pT balance in various types of events (multijet, Z+jets,
γ+jets) where one jet is restricted to be within the barrel region (|η|< 1.3) to provide
a reference. The total and individual uncertainties from the various corrections are
shown in Fig. 4.5 for 8 TeV and 13 TeV data. At 8 TeV, the uncertainty is found to
be mostly around 1% and only approaches 2% for forwards jets (|η| > 3) with low
transverse momenta of pT≈ 30 GeV, whereas larger uncertainties of 3–5% are found
at 13 TeV for jets with a transverse momentum of 30 GeV and above. The optional
jet flavor corrections shown in the plots have not been applied in the measurements
within this thesis.

In addition to rescaling the jet energy, the jet energy resolution (JER) is corrected
for simulated jets to mimic the spread in pT as observed in data. Exemplary relative
resolutions in terms of preco.

T /ptrue
T in 8 TeV simulation are presented in Fig. 4.6a

for various pileup scenarios. Two methods are used to rescale the reconstructed 4-
momentum which are chosen whether or not a jet can be matched to a true jet in
simulation. The factors are defined as

cmatched = 1+
preco.

T − ptrue
T

preco.
T

·
(
sJER−1

)
, (4.5a.)

cunmatched = 1+N(0,σJER) ·
√

max
(
s2

JER−1,0
)

, (4.5b.)
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Figure 4.5. Uncertainty on the jet energy corrections as a function of (left column) the
transverse momentum and (right column) the pseudorapidity for center-of-masss energies
of (top row) 8 TeV and (bottom row) 13 TeV. The figures are taken from Refs. [126, 127].

where σJER denotes the relative resolution in simulation and sJER η-dependent resolu-
tion scale factors. The latter are determined from data by analyzing the pT balance in
dijet or γ+jets events. Exemplary scale factors, obtained from 8 TeV data, are shown in
Fig. 4.6b. Similar scale factors are obtained from 13 TeV data as well [127]. A random
smearing of the jet energy is performed instead in cases where it cannot be matched
to a true jet using Eq. 4.5b. Here, N(0, σJER) denotes a sampled value from a normal
distribution centered at zero with standard deviation σJER.

4.7. b-tagging
The identification of jets that stem from the hadronization of b quarks, so-called
“b-tagging”, is a crucial ingredient in studies of top quark production. It provides
discrimination power to single out jets which can be related to b quarks as expected in
top quark decays.
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Multiple algorithms have been developed within CMS to perform b-tagging [128, 129]
for jets that fall within the pseudorapidity acceptance of the tracker. A common feature
of most algorithms is the identification of a secondary vertex which is reconstructed
from displaced tracks within a jet. The general idea is illustrated in Fig. 4.7. After
hadronization, a final state b quark is encapsulated into a B meson (e.g. B±, B0, Bs)
which can then travel a measurable distance away from the primary vertex before
decaying due to its relatively long lifetime. For example, a B± meson, which has a
mean lifetime of about 1.6 ps [1], can travel distances of roughly 4–9 mm for momenta
of 40–100 GeV on average before decaying.

z
primary 
vertex

displaced
track

secondary
vertex

impact
parameter  

r

B hadron

b jet

Figure 4.7. Sketch of the production of displaced tracks in b jets through the displaced
decay of a B hadron.

After reconstruction, secondary vertices are subjected to pass certain quality criteria to
enhance their purity with respect to the B meson hypothesis. These are based on the
amount of shared tracks with the primary vertex, the invariant vertex mass to reject
kaon decays, and the direction of tracks with respect to the jet axis. In this thesis, b-
tagging algorithms based on multivariate discriminators are employed. These combine
multiple properties of the secondary vertex, tracks, and impact parameters amongst
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others into a powerful discriminant. The training of the discriminator also covers
scenarios where no secondary vertex has been reconstructed within a jet. In such cases,
the compatibility of tracks with the primary vertex is condensed into the discriminant.
A comparison of the performance of various b-tagging algorithms employed within
CMS is presented in Fig. 4.8. It shows the misidentification probability of falsely
tagging charm and light (g,u,d,s) quarks as a function of the efficiency to identify true
b jets in simulation.
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Figure 4.8. Comparison of various b-tagging algorithms in simulation. The indicated
version 2 refers to the algorithms in Run 2. The figure is taken from Ref. [129].

The combined secondary vertex (CSV) (Run 1) algorithm is employed in the 8 TeV and
first 13 TeV (CSV version 2) analyses within this thesis. At their tight working points,
a b-tagging efficiency of approximately 50% with a misidentification probability of
only 0.1% is achieved. A new algorithm, called combined MVA (cMVA), is utilized
in the analysis of 13 TeV data recorded in 2016. It combines the output of various
other b-tagging algorithms which includes also the CSV discriminant. Additionally,
the results of MVA discriminators trained to identify low-pT electrons or muons inside
a jet for b-tagging are taken as inputs as well. The final cMVA discriminant exhibits an
improved rejection of charm and light quark jets compared to the other algorithms as
shown in Fig. 4.8 [129].

The b-tagging efficiency in simulation typically deviates somewhat from the one
observed in data. This is corrected by applying efficiency scale factors εdata

b /εsim.
b to

simulation which are derived from data. Multiple methods are used to measure the
scale factors in either multijet data events, which are enriched with heavy-flavored
jets by requiring close-by muons, or in events with two leptons and two jets yielding
a tt-enriched sample [130]. A weight is calculated for each simulated jet based on
the ratio of probabilities between simulation and data that the jet was tagged, i.e. its
b-tagging discriminator value is past a working point. For multiple working points the
weight can be expressed as

wjet =
pdata

(
jet
∣∣ Wi < djet <Wi+1

)
psim.

(
jet
∣∣ Wi < djet <Wi+1

) = sjet
i ·ε

jet
i − sjet

i+1 ·ε
jet
i+1

ε
jet
i −ε

jet
i+1

, (4.6.)
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where djet denotes the value of the b-tagging discriminant, Wi the working points
i = 0... N, εi the efficiency measured in simulation, and si the corresponding scale
factors. In this equation, the scale factors and efficiencies for untagged jets (i = 0) are
set to s0 = ε0 = 1 whereas the efficiency of passing the highest working point WN is set
to εN+1 = 0. An event is reweighted by the multiplied weights from all jets passing the
selection. The efficiencies and scale factors themselves depend on the reconstructed
jet pT, η and flavor, where the latter is determined from the decay and hadronization
history of a matched true jet. In case no true jet can be matched (e.g. the reconstructed
jet is driven by PF candidates from pileup interactions) a light flavored quark (g,u,d,s)
is assumed as its origin.

4.8. Missing transverse energy
The missing transverse momentum, ~/pT, and energy, /ET, is calculated from the momen-
tum imbalance of the summed PF candidate momenta as

/ET = |~/pT| , ~/pT =

/px

/py

 = −
PF cand.

∑
i

~pT,i . (4.7.)

In analyses it can be used to infer the summed transverse momenta of produced
neutrinos which escape the CMS detector without being detected due to their very
low interaction probability. In this thesis one neutrino is expected to be produced
in signal events stemming from the decay of a single top quark which can lead to
significant missing transverse energy of about 〈/ET〉 ≈ 50 GeV on average. The /pz
component cannot be calculated from the momentum imbalance since the boost along
the z-axis of an event, determined by the initial parton momentum fractions xi, cannot
be reconstructed.

The /ET scale is improved by propagating the corrected energy for PF candidates which
are clustered into jets to the missing transverse momentum. Only jets with a pT of at
least 10 GeV (15 GeV) are considered for which energy calibrations are measured in
8 TeV (13 TeV) data respectively. The correction can be expressed as

~/p
corr.
T =−

jets

∑
i
~pcorr.

T,i −
unclustered

∑
i

~praw
T,i (4.8a.)

=~/p
raw
T −

jets

∑
i

(
~pfull JEC

T,i − ~pPU-only
T,i

)
, (4.8b.)

where ~pPU-only
T,i denotes the transverse jet momentum after applying only the first level

of energy corrections which deals with the contribution from pileup. The resulting
improvement is demonstrated in Fig. 4.9. It shows the parallel component of the
missing momentum vector u‖ along the direction of a reconstructed Z boson or photon
~qT in a ratio over the recoil momentum. After propagating the applied jet energy
corrections to ~/pT, the energy scale of its parallel component is reconstructed well
within 3% or better for recoil momenta above 50 GeV. At low momenta, contributions
from unclustered PF candidates dominate which results in a degradation of the energy
scale.
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Figure 4.9. The average ~/pT component parallel to the recoiling Z/γ boson as a function
of the boson’s momentum. The figure is taken from Ref. [131].

In 8 TeV data and simulation an additional correction is applied to decrease the
influence of pileup on the /ET scale. Since typical inelastic pp interactions do not
produce any prompt neutrinos, pileup events will only lead to a smearing of the /ET
due to the finite detector response for measuring neutral particle momenta. This can
be mitigated by subtracting the amount of charged and neutral energy associated
to pileup vertices where the latter is estimated from the amount of charged hadron
activity.

4.9. Luminosity
The luminosity delivered by the LHC during collisions at the CMS interaction point is
determined by measuring certain process rates with so-called luminometers. These are
the pixel detector, the HF calorimeter, and the pixel luminosity telescope [132] amongst
others. The instantaneous luminosity is then calculated from the recorded process rate
R of the luminometer as

L · dt =
R · dt
σfid.

, (4.9.)

where σfid. = σ ·A is the fiducial cross section observed within the luminometer accep-
tance A. The fiducial cross section is estimated from so-called van der Meer (VdM)
scans during which the proton beams are first separated and then gradually crossed
with each other. By fitting the rate as a function of the beam separation in such scans
an absolute calibration of the luminometers is obtained. The most precise luminosity
estimations for the data analyzed in this thesis are obtained with the pixel cluster
counting method [133–135]. Here, the rate is defined as the number of pixel clusters
reconstructed in the second and third pixel barrel layers per bunch crossing. This lumi-
nometer profits from the low channel occupancy of the pixel detector which results in
a linear dependency between the cluster rate and the instantaneous luminosity even
in high pileup events with many particle tracks.

From the measured luminosity the distribution of the number of pileup interactions
in data can be inferred. For simulated samples a predefined distribution is assumed
instead according which the hard scattering event is overlaid with additional minimum
bias events. Thus, a reweighting of simulated events has to be performed to match
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the corresponding distribution of PU interactions in data. The average number of
PU interactions is estimated in data per luminosity section using 〈NPU〉 = σpp · L
where σpp denotes the total inelastic pp cross section. An event weight is then derived
from the ratio of the distributions of PU interactions in data and simulation. The
inelastic cross section has been measured in 13 TeV pp collisions as 71.3±3.5 mb [136].
However, a better agreement between data and simulation is obtained for pileup
sensitive observables such as the number of primary vertices or the median of the
transverse energy density, ρ, with a slightly lower cross section of 69 mb.

4.10. Summary of corrections
Several corrections have been introduced throughout this chapter to improve the
agreement between data and simulation. The corrections are also considered sources
of systematic uncertainties in the presented analyses within this thesis. A summary of
the corrections and associated uncertainties is provided in the following.

Lepton selection The efficiencies for selecting isolated muons or electrons which pass
dedicated tight identification criteria are corrected through data-to-simulation
scale factors. In addition, the analyzed data events have been recorded using
single muon or electron triggers whose efficiencies in simulation are also corrected
to match the ones observed in data. The applied lepton scale factors are varied
independently within one standard deviation of their measured uncertainties to
assess the systematic impact on the measurements.

Jet energy scale and resolution The momenta of reconstructed jets in data and sim-
ulation are corrected to relate to the expected true jet energy derived from the
hadronization products of partons in simulation. Residual corrections and a smear-
ing procedure are applied to match the overall scale and resolution of the jet energy
in data. The corrections are also propagated to the /ET which improves its energy re-
sponse as well. The systematic uncertainties arising from the measured energy and
resolutions scale factors are estimated by varying them within their uncertainties
and repeating the measurements with recalibrated jets and /ET.

Unclustered energy The momentum of PF candidates which are not clustered into
jets is varied to estimate the uncertainty due their uncalibrated contributions to
the missing transverse energy.

B-tagging Scale factors are applied in simulation to match the performance of the
employed b-tagging algorithm in data. The systematic uncertainties are assessed
for b and c jets by varying their scale factors simultaneously while the scale factor
for mistagging g,u,d,s jets is varied independently.

Pileup The impact of pileup is estimated by varying the inelastic pp cross section by
±5% which changes the estimated distribution of true pileup interactions in data.
The corresponding reweighting factors are rederived and applied to simulation.



5.
Chapter

Analysis techniques

The techniques and toolset to perform the measurements within this thesis are introduced. The
chapter is organized to follow the common steps of the performed analyses. First, the generation
of simulated events is introduced. Then, the reconstruction of top quark candidates in data
and simulated events is described. An introduction to boosted decision trees (BDTs) is given
which yield powerful discriminants for separating signal and background events further after
the event selection. Then, the estimation of the amount of signal and background events in data
through template-based maximum-likelihood (ML) fits is elaborated. To compare the results with
theoretical predictions, observables at parton and particle level are defined whose distributions
are inferred from data through unfolding in the measurements. Lastly, the unfolding problem is
investigated and a regularized unfolding technique is detailed.

5.1. Event generation
To compare reconstructed data with theoretical predictions, samples of simulated
collision events are generated and passed through a simulation of the CMS detector and
an emulation of its readout. For the analyses, the standard so-called “Full Simulation”
package [137, 138] is employed for performing the detector simulation. It is based
on the Geant4 toolkit [139] which allows a detailed simulation of the interactions of
particles with the detector material. A faster alternative, the so-called “Fast Simulation”
package [140, 141], exists within CMS as well but it has not been utilized within this
thesis.

The generation of events begins with the matrix elements (MEs) of a hard scattering
process of interest. Monte-Carlo (MC) methods are used for sampling the correspond-
ing cross section integral. The advantage of MC-based methods is that the variance of
their result decreases as ∝ 1/n independently of the integral’s dimensionality, where n
is the number of samples. This makes MC methods particular efficient for calculating
cross sections from matrix elements (MEs) compared to quadrature-based methods (e.g.
Simpson’s rule, Newton-Cotes). A common method to integrate a ME for a given pro-
cess is the VEGAS algorithm (see e.g. Ref. [142]). It is based on importance sampling
where the cross section integral is sampled not uniformly but along an adaptive density
function instead. The resulting sample of events reflects the probability distribution
of a process over its final state phase space. A reweighting is typically performed in
addition such that all events contribute the same probability, i.e. they carry the same
absolute weight.

After obtaining a sample of events from the hard interaction, a parton shower (PS)
program simulates the hadronization of final state partons into hadrons which may
then also decay further afterwards. In addition, radiation of soft gluons or quarks from
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initial or final state partons is simulated as well which is referred to as initial state
radiation (ISR) or final state radiation (FSR) respectively. Furthermore, contributions
from soft secondary interactions, the so-called underlying event, and color reconnection
effects are taken into account by PS simulations as well. A sketch of an exemplary pp
collision event after hadronization is shown in Fig. 5.1 where various parts of the event
simulation are highlighted.
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Figure 5.1. A sketch of a generated event from the simulation of the hard interaction and
subsequent hadronization through a parton shower. The figure is taken from Ref. [143].

PS simulations are based on Altarelli-Parisi splitting functions [34] which allow to
calculate the probability that a soft parton splits into two others as q→ gq , g→ qq , or
g→ gg . It is convenient to calculate the “survival” probability, the so-called Sudakov
factor, that a parton does not split between two energy scales. The emission of soft
partons leads to a complication during the PS simulation since such emissions could be
double-counted if the upstream simulation of the hard interaction may have produced
a similar soft emission already. The problem of double-counting occurs due to the fact
that the phase spaces, where an event generator and a subsequent PS program simulate
their products in, are overlapping. This is avoided by applying a dedicated ME-to-PS
matching scheme which consists of a method to assign additional emissions exclusively
to either the ME or the PS simulation depending on the event kinematics. Thus both
simulation phase spaces become orthogonal to each other. Further information on
parton shower simulation and matching algorithms can be sought in Refs. [143, 144].

A brief overview of the employed programs used for event generation and subsequent
parton showering for t-channel single-top-quark production is given in the following.

MadGraph5_aMC@NLO The MadGraph5_aMC@NLO program [145] is a merge of the LO
MadGraph generator [146] and the aMC@NLO program (first showcased in Ref. [147])
into a common framework. It supports the generation of samples at LO or NLO ac-
curacy together with a dedicated matching to parton showers using the MLM [148]
or MC@NLO [149] schemes respectively. The latter matching scheme produces a
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certain fraction of events with negative weights (depending on the process) which
originate from a subtraction of amplitudes containing additional emissions from
the NLO matrix element to prevent double-counting. The MadGraph5_aMC@NLO
framework is also capable of producing multiple samples with additional final
state partons at ME level that can be merged into a combined sample. The overlap
with the PS simulation between the exclusive samples is removed through the
MLM [144] or FxFx [150] merging schemes.

Powheg The POWHEG box (versions 1,2) [151] is a program that contains predefined im-
plementations of various processes such as t-channel single-top-quark production
at NLO [152]. It applies the so-called POWHEG method [153] for ME-to-PS matching
in which the hardest radiation generated from the ME has priority over subsequent
PS emissions to remove the overlap with the PS simulation. A small fraction of
negatively weighted events may be generated as well in phase space regions where
NLO calculations are not feasible.

CompHEP The CompHEP program (version 4.5) [154] can perform calculations of cross
sections from Lagrangian densities at LO. In addition, generation of events is also
possible such as single-top-quark production [155]. Here, an approximation is
used by combining events from the 2→ 2 and 2→ 3 processes which reproduces
NLO corrections in an effective way.

Tauola Event generators can be interfaced with the Tauola library [156, 157] which is
specialized for simulating leptonic and hadronic decays of tau leptons with high
accuracy. It accounts for spin polarization effects while the radiation of photons
from QED corrections in also included by incorporating the Photos library [158].

MadSpin The generation of events from processes involving the production and
decay of resonances is a computational-intensive task especially at NLO. In the
narrow width approximation, where a resonant particle is taken to be on-shell, the
production and decay amplitude factorizes which allows to perform the simulation
of the production and decay of heavy resonances like top quarks or Higgs bosons
in separate steps to reduce the complexity. The MadSpin program [159] extends
this approach by also accounting for off-shell effects through a partial reweighting
of events. In addition, spin correlations effects between production and decay
products are taken into account as well.

Pythia The Pythia program (versions 6,8) [160, 161] can generate events of various
processes at LO. However, in the analyses only its PS simulation is used which
can be interfaced with other LO and NLO event generators to perform subsequent
parton showering, hadronization, and the simulation of the underlying event. The
Pythia program employs a phenomenological model for simulating hadronization
in which one-dimensional strings(?) interconnect the partons to reflect the color
field. Additional partons are created through string branching which leads finally
to the formation of color-neutral singlets.

Herwig++ The Herwig program [162, 163] is an NLO event generator that can also
perform a standalone PS simulation which can be interfaced with various other
event generators as well. Similar to the usage of Pythia in this thesis, only its PS

(?) The string model is motivated by the fact that the spatial form of a dipole color field does
not extend radially like an EM field but is instead squeezed to a tube-like form.
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algorithm is employed for sample generation in the analyses. Its hadronization
algorithm is based on a model in which color-connected quarks are spatially kept
together in clusters [164]. This is motivated by the concept of “preconfinement”
for colored particles [165]. If the mass of a cluster is sufficiently high it can decay
into lighter clusters with a certain probability. In the final simulation step, a cluster
decays then into hadrons according to on its quark content.

5.2. Top quark reconstruction
In the presented analyses, a top quark candidate is reconstructed in data and simulated
events from selected analysis objects under the assumption of t-channel signal top
quark production. Assuming that the top quark decayed leptonically as t→ bW→ b`ν

in selected events, its energy and momentum is calculated by summing the 4-momenta
of a selected lepton candidate (muon or electron), a b-tagged jet, and a neutrino
candidate. The neutrino candidate itself is reconstructed from the missing transverse
momentum and the lepton momentum by imposing a W boson mass constraint of
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where the lepton and neutrino are approximated as massless. One can then solve for
the unknown pν,z-component of the neutrino momentum while setting ~pv,T to the
missing transverse momentum ~/pT. After rearranging Eq. 5.1 one obtains the quadratic
equation
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A detailed derivation of this result can be found in Ref. [166]. In simulated t-channel
single-top-quark events this procedure leads to two real solutions in about 65% of all
selected events. In Fig. 5.2 the difference of both real solutions with respect to the true
neutrino pz at parton level is shown. The plot demonstrates that choosing the solution
which has the smallest absolute |pν,z| value yields on average the solution which is
significantly closer to the true neutrino pz.

Complex solutions are obtained if the radicand κ in Eq. 5.3 becomes negative. This
happens in about 35% for selected signal events. Such solutions occur mostly due to
the finite /ET resolution whereas negligence of off-shell W bosons and the resolution
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Figure 5.2. Difference between the reconstructed neutrino pz and the neutrino pz at
parton level for events with two real solutions (distinguished by their |pz| value) and for
events with complex solutions where the imaginary part is ignored in t-channel single-top-
quark production.

of the lepton momentum are found to be minor effects. The imaginary part of the
solutions is removed by requiring that the discriminant vanishes
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⇒ pν,z =
ξ · p`,z

E2
` − p2

`,z
, (5.4b.)

which is equivalent to setting the transverse mass mT to the W boson mass itself as

m2
W

!
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2
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This is achieved by varying the pν,x and pν,y components simultaneously such that
they satisfy Eq. 5.4a. The (pν,x,pν,y)-pair which additionally minimizes the distance
|~pν,T−~/pT| with respect to the measured missing transverse momentum vector is then
taken as the result. Figure 5.2 shows that after removing the imaginary part (Eq. 5.4b)
the pν,z solution is on average closer to the true neutrino pν,z momentum compared to
cases with real solutions. This can be explained as follows. Initially mT >mW is found
in cases of complex solutions which is then modified to mT = mW by ignoring the
imaginary part and applying the minimization procedure as described above. One can
therefore argue that this represents a correction of the missing transverse momentum
which is mismeasured in signal events and thus led to the initial problem of obtaining
complex solutions when solving Eq. 5.3.

After finding a solution for the unknown neutrino pz component, a top quark candidate
can be constructed. For simulated signal events, a comparison of the resulting shapes
of the reconstructed top quark mass and pseudorapidity for the two neutrino solution
cases is presented in Fig 5.3. For events with initial complex solutions the reconstruction
procedure yields a top quark candidate with an improved mass resolution compared
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to events with real solutions. Similarly, the pseudorapidity of the top quark candidate
demonstrates an improved reproduction of the corresponding shape at parton level as
well.
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Figure 5.3. Differences in shape for the reconstructed top quark (a) mass and (b) pseu-
dorapidity for cases with real neutrino pz solutions (where the one with the smallest |pz|
is picked) or with initially complex solutions for simulated events of t-channel single-top-
quark production.

5.3. Boosted Decision Trees
After selecting events with one isolated lepton, two jets (where one is b-tagged), and
significant /ET or mT(W), the majority of events does not stem from t-channel single-top-
quark production but from background processes instead which mimic its signature.
The ratios of the signal-over-background (S/B) yields amount to about 13% and 14%
in cross section measurements at 8 and 13 TeV, respectively [167,168]. Most of the back-
ground events stem from W+jets, tt, and multijet production whereas contributions
from single-top-quark production in tW and s channel, Z/γ∗+jets, and diboson pro-
duction are found to be less than 10% in 8 and 13 TeV data after the event selection. The
small S/B ratios motivate the usage of multivariate analysis (MVA) techniques to sepa-
rate signal and background events further. In this thesis, boosted decision trees (BDTs)
are employed for event classification as implemented in the TMVA framework [169].
They are based on a set of decision trees where each yields a binary output depending
on whether an event is signal- or background-like. Their training and how the outputs
of single decision trees are combined into a powerful one-dimensional discriminant
are described in the following.

An exemplary decision tree is presented in Fig. 5.4. It consists of sequential selec-
tions on observables xi which are applied on events such that the leaf nodes contain
either a majority of signal or background contributions. Such trees are constructed
by using samples of simulated events for which the desired classification is a priori
known (“supervised learning”).

The optimal selection per node is found by analyzing the separation between signal
and background distributions for various observables and corresponding working
points Ci. In the analyses, the separation is measured as the cross entropy
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Figure 5.4. A sketch of an exemplary decision tree.

H = −p · ln(p)− (1− p) · ln(1− p) , pi =

∫ ∞
Ci

Nsig.(xi)dxi∫ ∞
Ci

Nsig.(xi) + Nbkg.(xi)dxi
, (5.6.)

where pi denotes the achieved purity of a selection xi >Ci per node i. Other common
measures of separation in literature are the misclassification error or the so-called
“Gini” index [170]. The measures are constructed to be symmetric when swapping
the signal and background classes since obtaining a high purity background leaf is
of equal importance for classification. A node is not split further if it contains less
than a predefined minimum number of events which ensures that the decisions of all
nodes and the binary output per leaf are statistically significant. This also mitigates a
potential “overtraining” of a decision tree that occurs when statistical fluctuations are
learned instead of the underlying physical distributions due to the finite statistics of
the training sample.

Additional caution is required when training decision trees with a sample that contains
a fraction of negatively weighted events (e.g. generated with MadGraph5_aMC@NLO). In
such cases a tree may be trained incorrectly if a significant fraction of negatively
weighted events are selected in one of the nodes which are not canceled by sufficient
amounts of positively weighted ones. The distributions of observables which are
scanned to find the optimal node splitting can contain regions with negative yields
that are unphysical. To prevent such cases the minimum number of events per node
can be increased further beyond the statistical motivated threshold. In addition, the
scanned working points per observable can be preset which prevents that a decision
becomes sensitive to events close to a selection border. Specifically, in the employed
TMVA framework one can configure that only a certain number of equidistantly-spaced
working points are scanned per observable.

Single decision trees can still be affected by statistical fluctuation leading to misclas-
sification errors when evaluated on a statistically-independent test sample. This is
mitigated by training multiple decision trees with binary outputs hi ∈ {−1,1} which
are then combined into a pseudo-continuous discriminant via a majority vote

M(~x) =
Ntrees

∑
i

wi · hi (~x; ~Ci) , (5.7.)
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where each decision tree output is multiplied by a weight wi. Apart from mitigating
overtraining this procedure has further advantages. It has been demonstrated in lit-
erature that the output of a majority vote can yield a classifier with high accuracy,
a so-called “strong learner”, even when all single decision trees possess only a low
accuracy. In fact, it is even sufficient if the accuracy of single trees is just slightly
better than random guessing [171, 172]. Therefore, the individual decision trees can
be kept very shallow, i.e. they have only a low number of layers which also improves
their robustness against overtraining. A strong learner can be obtained nonetheless by
adjusting the weights in the majority vote according to the individual accuracy per
tree. Usually a “boosting” procedure prescribes the training cycle of decision trees and
how the corresponding weights have to be set.

The two boosting procedures employed in this thesis are the AdaBoost [173] (short
for “adaptive boosting”) and the GradientBoost [174] algorithms. In the AdaBoost
algorithm, decision trees are trained iteratively. At each step, a single decision tree is
trained and the misclassified events are identified. Their weight is then increased in
the training of subsequent trees by the boosting weight

αn+1 =

(
1− εn

εn

)β

, (5.8.)

where εi denotes the misclassification error of the current tree n and β is a configurable
learning rate. The corresponding weights in Eq. 5.7 are then given by wi = lnαi.
Typically, a slow learning rate of β≤ 0.5 is chosen to allow for more boosting steps.
It can be shown that the AdaBoost algorithm is equivalent to the minimization of
the exponential loss function L(M,y) = exp(−M(~x) · y) where y denotes the true
classification of events [169]. If the loss function is instead changed to

L(M, y) = ln
(

1 + e−2 M(~x)·y
)

(5.9.)

the GradientBoost algorithm is obtained instead. Its loss function is more robust in the
presence of outliers and noise events for which the AdaBoost algorithm may degrade.
In the GradientBoost algorithm the loss function is iteratively minimized with respect
to the weights and decision tree parameters in M using the method of gradient descent.
During the minimization the output of the majority vote will gradually tend towards
y because misclassified events result in large gradients of the loss function. Similar to
the AdaBoost algorithm, an increased performance is obtained when decreasing the
learning rate that controls the boosting weights which is called “shrinkage” here. Both
boosting algorithms have been tested to validate their performances with respect to
each other. Only negligible differences in their discrimination power have been found
when trained on the classification problems considered in this thesis.

The discrimination power of a BDT is assessed by analyzing the receiver operating
characteristic (ROC) curve. Exemplary ROC curves are presented in Fig. 5.5 for sepa-
rating t-channel single-top-quark events against W+jets and tt background events at
13 TeV. The area-under-curve (AUC) value denotes the area under the ROC curve with
respect to random guessing. Its ranges from 0% in case of no discrimination power
to up to 50% in the case that both event classes are fully separated in the analyzed
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distribution. In the figure, the ROC curves of a trained BDT is compared to the pseudo-
rapidity of the untagged light jet and to the reconstructed top quark mass. An AUC of
about 32% is achieved with the trained BDT which outperforms the other two typical
event observables for separating t-channel events from background processes. The
exact setup of the BDT shown here will be discussed later in Sec. 7.4 together with the
corresponding analysis.
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Figure 5.5. Comparison of ROC curves for separating t-channel single-top-quark events
from background events (W+jets and tt samples mixed according to their cross section)
using: random guessing; a trained BDT discriminant; the pseudorapidity of the untagged
light jet (j′); the difference between the reconstructed top quark mass and the nominal top
quark mass, |∆mtop|= |mreco.

top −172.5 GeV|.

5.4. Template-based fitting
The amounts of signal and background events in data are estimated through template-
based maximum-likelihood (ML) fits. For an observable to be fitted, histograms act
as templates which reflect the expected distributions of events per process. One can
express the likelihood that the observed distribution in data is a realization of the
expectation as

LPoi. =
bins

∏
i

p di
i · e

−pi

di!
, pi = β(sig.) · T(sig.)

i +
bkgs.

∑
j

β(j) · T(j)
i , (5.10.)

where the amount of data events di per bin i is modeled as a Poisson distribution
with the expected event yield pi as mean. The expected yields per bin are obtained
by summing the signal and background templates T(X)

i . The normalization of the
templates can be modified through scale factors β(X). These are then estimated from
data by maximizing the likelihood. The signal scale factor is also referred to as signal
“strength” whereas the background scale factors are sometimes called nuisance param-
eters because their result is of less importance. Technically, the theta framework [175]
is employed for template-based fitting in this thesis where the negative logarithm of
the likelihood

− ln
(
LPoi.

(
~β
))

= −
bins

∑
i

[
di ln pi

(
~β
)
− pi

(
~β
)]

+ const. (5.11.)
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is minimized instead for convenience and numerical stability. Such fits perform best
when the templates feature different shapes in the fitted observable, i.e. the individual
contribution to the summed expectation differs per template and additionally varies
across the fitted bins.

An estimated scale factor can be directly translated into a cross section since the
templates are normalized to their expected SM cross sections multiplied with the
integrated luminosity of data. One obtains

σ̂sig. =
N̂sig.

A ·ε ·
∫

L
, N̂sig. = β̂sig. ·Nexp. = β̂sig. ·σSM ·

∫
L︸ ︷︷ ︸

norm.

·
sel./reco.︷︸︸︷

A ·ε ,

= β̂sig. ·σSM , (5.12.)

where A denotes the acceptance and ε the efficiency of the event selection and re-
construction which are estimated through the simulated samples. This includes also
any applied corrections of the selection efficiency as summarized in Sec. 4.10. In fits,
additional constraints are typically applied for the background scale factors by adding
log-normal priors to the likelihood as

− ln
(
Ltotal

)
= − ln

(
LPoi.

(
~β
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+
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∑
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1
2
·
(

ln β(j)

δ(j)

)2

. (5.13.)

The additional constraints with uncertainties ±δ reflect a priori beliefs of the back-
ground contributions in the analysis phase space where the fit is carried out. They are
motivated by the fact that the selected analysis phase space is usually not optimized to
measure the background yields very precisely. Log-normal distributions are explicitly
preferred over Gaussian distributions for implementing these constraints because they
are not biased when requiring that the scale factors have to be strictly positive. For
Gaussian distributions on the other hand, such a truncation would shift their mean
which can then bias the fit result.

Extra uncertainties have to be considered in the fit to account for the limited accuracy
of the expected event yields per bin since the fitted templates are usually derived from
samples of simulated events with finite statistics. A method proposed by R. Barlow
and C. Beeston [176], commonly called Barlow-Beeston method, introduces additional
nuisance parameters νij per bin i and process j which modify the predicted yields
as p′i = ∑j νij · pij while adding additional constraints to the likelihood which reflect
the uncertainties due to the finite MC statistics. This approach however increases the
complexity of the fit due to the plethora of new nuisance parameters which have
to be estimated in addition to the signal and background scale factors. The number
of Barlow-Beeston parameters is reduced in the “Barlow-Beeston-lite” method [177]
where the uncertainties per bin are grouped and describe by only a single nuisance
parameter. A further, technical simplification can be achieved when using numerical
minimization algorithms for fitting. Here, it is computationally advantageous to only
maximize the likelihood with respect to the scale factors while profiling the Barlow-
Beeston parameters per bin in each step in-situ. This approach is also implemented in
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the employed theta framework. One should note that such an approach can however
result in discontinuous jumps of the likelihood. Certain minimization algorithms (e.g.
Minuit [178]) may therefore not converge properly since the Hessian matrix is not
positive-definite near such discontinuities. Therefore, the minimization in theta is
explicitly set to a simple iterative Newton algorithm.

5.5. Parton and particle level observables
Cross sections can be measured not only inclusively but also differentially in intervals
of an observable. Such measurements allow to perform in-deep comparisons of data
with theoretical predictions and to assess the modeling of event generators. Further-
more, some differential cross sections can be sensitive to the coupling structure of a
certain process as detailed in Ch. 2 and can thus be used to extract pseudo observables
like the top quark spin asymmetry which is sensitive to the polarization of single
top quarks produced in t channel. However, to perform a proper comparison of dif-
ferential cross sections, observables of interest have to be well-defined, and identical
across event generators and in analytical calculations. There are two “levels”—parton
and particle level—at which physics objects of a process and related observables are
typically defined.

The “parton level” encompasses the intermediate and final state particles within
Feynman diagrams of a given process while not distinguishing between different
initial states. In event generators, these partonic particles are produced in the hard
interaction before hadronization. An exemplary event of t-channel single-top-quark
production at parton level as produced by the POWHEG event generator is shown in
Fig 5.6.
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Figure 5.6. Production and decay of an exemplary t-channel single-top-quark event in
4 FS at parton level as produced by POWHEGv2 interfaced with MadSpin and Pythia8. Some
intermediate state particles and vertices are not stored by the generator. Copies of particles
reflecting the exclusion or inclusion of boosts induced by QCD/QED radiations have been
omitted.

Some intermediate particles and vertices are not provided by the generator for sim-
plicity but also due to the quantum nature of a process. Since events are generated to
follow the probability of the squared sum of various matrix elements contributing to a
certain process, one can usually not associate a generated event to only one specific
Feynman diagram with absolute certainty. Nonetheless, various intermediate and final
particles are stored unambiguously in the event record and can thus be used to define
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also related observables at parton level. This is detailed in the following for t-channel
single-top-quark production.

Prompt charged leptons These are charged leptons that are associated to the hard
interaction and originate from the decay of a Higgs, Z or W boson. They are
thus distinguished from leptons produced in hadron decays. In t-channel single-
top-quark production, about 15% of the prompt muons or electrons from the top
quark decay stem from an intermediate prompt tau lepton as it is for example
also shown in Fig. 5.6. This fraction depends on the pT of the muon or electron
which is depicted in Fig. 5.7. It reduces to about 6% when requiring events with
an electron or muon in the final state that has a transverse momentum of at least
20 GeV.

Prompt neutrinos Neutrinos are also required to be prompt and are thus associated
to the hard interaction while not stemming from hadron decays. In the case
of leptonically decaying tau leptons, a prompt pseudo-neutrino is defined by
summing the 4-momenta of both neutrinos occurring in the decay.

Top quark The partonic top quark is required to be on-shell and to stem from the hard
interaction. Some generators store multiple top quark copies in the event record
which reflect different levels of the event generation process. For the analyses the
top quark after accounting for QCD/QED radiations and the intrinsic kT of the
initial state partons is taken since it carries the most physical momentum.

Spectator quark The spectator quark occurring in t-channel single-top-quark produc-
tion is required to be produced in association with the single top quark, i.e. they
share common ancestors as depicted in Fig. 5.6. Furthermore, the spectator quark
has to be a light flavored quark (u, d, s, c) to distinguish it from a potential second
b quark occurring in 4 FS production. At NLO, the production of additional light
quarks through ISR can lead to an ambiguity here. In such cases, the quark which
balances best the top quark momentum in the transverse plane is chosen.
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Figure 5.7. Distributions of the (a) transverse momentum and (b) pseudorapidity of the
final state lepton produced in t-channel single-top-quark production at 13 TeV. The lines
represent various decays of W bosons into either muons/taus directly or via intermediate
tau decays. The distributions have been generated using POWHEGv2 interfaced with MadSpin
and Pythia8.
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The polarization angle of the top quark can be calculated from the defined objects
at parton level for t-channel single-top-quark events. A comparison of its shape for
the various W boson decay chains to muons or tau leptons is presented in Fig. 5.8.
The cosθ?µ shape is distorted when requiring events for which the lepton momentum
is above a certain threshold. This results into a drop of the distribution at cosθ∗µ→ 1
which is demonstrated in Fig. 5.8b where the polarization angle is shown for events
with pT(µ)> 20 GeV only.
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Figure 5.8. Distributions of the polarization angle for t-channel single-top-quark produc-
tion at 13 TeV: (a) inclusive distribution; (b) only events with pT(µ)> 20 GeV. The lines
represent various decays of W bosons into either muons/taus directly or indirectly via
intermediate tau decays. The distributions have been generated using POWHEGv2 interfaced
with MadSpin and Pythia8.

Another level at which observables can be defined is the “particle level”. Here, an
event selection similar to the one at reconstruction level is applied on the generated
particles after hadronization. This allows to report results close to the “fiducial” phase
space of the detector. The advantage is that an extrapolation into the inclusive phase
space as it is intrinsically performed for parton level measurements (e.g. inclusive cross
sections) is not required. A sketch of parton and particle level objects for t-channel
single-top-quark production and their correspondence is depicted in Fig. 5.9. Objects at
particle level are defined by using only the final particles produced by event generators
and subsequent parton showers which have a mean lifetime of more than 30 ps and
are therefore considered to be stable. Final state quarks and gluons appear as jets after
hadronization which consist of hadrons and non-prompt leptons. Prompt charged
leptons may radiate photons which are accounted for by clustering them with close-by
photons. These are then referred to as “dressed” leptons. The performed clustering
yields a universal treatment of QCD/QED radiations without relying on information
about intermediate particles in the decay chain which can be ambiguous at parton level;
especially for the definition of the spectator quark in the case of FSR as for example
demonstrated in Fig. 5.9. Detailed definitions of the analysis objects at particle level
used in this thesis are given in the following.

Dressed leptons Photons which do not stem from hadron decays are clustered with
prompt muons or electrons if they are within ∆R=

√
∆η2 +∆φ2 < 0.1. A dressed
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Figure 5.9. A sketch of parton and particle level objects and their correspondence for t-
channel single-top-quark production. An additional gluon has been added as an exemplary
final state radiation.

lepton consists of exactly one charged lepton and any number of potentially close-
by photons.

Neutrinos The 4-momenta of all prompt neutrinos are summed to define the missing
transverse energy. To improve the agreement with the neutrino candidate at recon-
struction level, the same algorithm as described in Sec. 5.2 is applied at particle
level using a dressed lepton here to solve for the neutrino pz component.

Jets Jet are clustered from stable particles excluding all neutrinos and the particles
used to define the dressed leptons. The anti-kT algorithm with a distance of R=0.4
is employed at 13 TeV copying the jet size at reconstruction level. The “ghost” b-
tagging method [179] where jets are tagged by using B-hadrons with rescaled
momentum will not be utilized here since its high efficiency is found to disagree
with the performance of the tagging algorithm at reconstruction level. More details
about these findings will be discussed in Ch. 8.

Pseudo top quark A pseudo top quark is reconstructed by combining the 4-momenta
of a dressed lepton, a neutrino candidate, and a jet. Since the ghost b-tagging
method is not utilized, the jet which yields a top quark mass that is closest to
172.5 GeV is chosen in the pseudo top quark reconstruction.

After applying a suitable selection on the particle level objects, the fiducial cross section
can obtained by modifying Eq. 5.12 as

σfid.
sig. =

Nsig. · Afid.

Areco. · εreco. ·
∫

L
= σinc.

sig. · Afid. , (5.14.)

where Afid. denotes the acceptance of events in the fiducial phase space. Similar to
the acceptance and efficiency of the event selection at reconstruction level, it can be
estimated from a sample of simulated signal events as Afid. = Nfid./Ntotal.

5.6. Unfolding
Distributions of reconstructed data events are typically distorted due to the finite
resolution and acceptance and reconstruction inefficiencies of the detector with respect
to their counterpart at parton or particle level. The idea of unfolding in HEP is to
“revert” these effects. An unfolded distribution can then be easily compared to the
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expectations from theory or to equivalent measurements. In general, a reconstructed
distribution f (y) of interest can be related to its true distribution g(x) (i.e. at parton or
particle level) as

f (y)︸ ︷︷ ︸
reco.

=
∫

A(y)ε(y)R(y,x)︸ ︷︷ ︸
detector

· g(x)︸ ︷︷ ︸
true

dx , (5.15.)

by folding g(x) with the detector response R(y,x) and accounting for the acceptance
of the event selection A(y) and the reconstruction efficiency ε(y). Mathematically,
Eq. 5.15 is called a Fredholm equation of first kind. Unfolding is then a procedure to
estimate the true distribution given f (y) from data while A(y), ε(y), and R(y,x) are
typically taken from simulation.

Equation 5.15 can be discretized and written as a matrix equation

~y = R̃ ·~x , R̃ = A · E · R , (5.16.)

where the continuous distributions are converted into vectors (histograms) and the re-
sponse, acceptance, and efficiency functions are described by matrices (two-dimensional
histograms). Elements of the response matrix Rij can be interpreted as the transition
probability pi→j that an event in bin i at truth level is measured in bin j by the detector
for a given observable. Attempting to solve Eq. 5.16 for ~x through a simple inversion
of the response matrix reveals that the unfolding problem is actually ill-posed. A
simple inversion can result in unstable solutions with large variances and significant
anticorrelations between bins. Figure 5.10 demonstrates this for a simple model which
is defined as

g(x) =
1
2
+A · x , A= 0.44 (5.17a.)

R(y,x)∝ exp
(

1
2
· (x−y)2

σ2

)
, σ = 0.15. (5.17b.)

Here, a distribution g, similar to the expected distribution of the top-quark polarization
angle at parton level, has been folded with a simple Gaussian smearing function R.
When unfolding by inverting the response matrix, a small deviation (dash-orange line)
from the folded distribution (violet markers) results into an unphysical, oscillating
solution due to the introduced anticorrelations.

The origin of these oscillations can be investigated by performing a singular value de-
composition (SVD) of Eq. 5.16. The SVD is a generalization of the eigendecomposition
that allows to decompose even non-quadratic matrices as

~x =
(
R̃
)−1

~y =
(
U · S︸︷︷︸

diagonal

· V
)−1

~y = V−1 ·
1

s11
0

0 1
snn

  · U−1 ~y , (5.18.)

where U and V contain the so-called left- and right-singular vectors, respectively. The
matrix S has only non-zero elements sii on its diagonal which are also referred to as
singular values. Typically, they are ordered as sii > si+1,i+1 while the singular vectors
are normalized to 1. The vectors are orthogonal to each other and can be interpreted
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Figure 5.10. Exemplary unfolding of a distribution using a simple inversion of the re-
sponse matrix: (a) true distribution with overlaid unfolding results; (b) the true distribution
after folding and a sample of a corresponding statistical fluctuation.

as modes of the measured distribution. When a singular value is small, the unfolded
distribution becomes unstable since the corresponding mode in the reconstructed
distribution is unphysically amplified by a factor 1/sii through the inversion.

Various regularization procedures have been proposed to mitigate this problem. The
most straightforward regularization scheme is employed in the “SVD unfolding” algo-
rithm [180]. It modifies the response matrix as(

Rreg.[τ]
)−1

ij
=

τ

∑
k
V−1

ik ·
(

1
skk

)
· U−1

kj , (5.19.)

where the regularization parameter τ controls a cutoff that keeps only singular values
with indices k≤ τ < n during the inversion. Thus, higher order modes in the recon-
structed distribution leading to oscillating solutions are ignored. A more sophisticated
unfolding method can be derived from the Tikhonov regularization scheme [181]. The
unfolding problem (Eq. 5.16) is rewritten as a minimization of the loss function

L
(
~x
)
=
∣∣∣∣~y−R̃·~x∣∣∣∣2 +

∣∣∣∣Γ ·~x∣∣∣∣2 , ⇒ ∂L
∂xi

= 0, (5.20.)

where a suitable matrix Γ is added to suppress unphysical solutions. In this thesis
unfolding is performed using the TUnfold package [182] which employs a similar
regularization scheme. Its loss function is given by

LTUnfold
(
~x,λ

∣∣ τ
)
=∑

i
∑

j

(
yi−

(
R̃ ·~x

)
i

)
· C−1

y,ij ·
(

yj−
(
R̃ ·~x

)
j

)
(5.21a.)

+τ2 ·
(

Γ ·
(
~x−~x0

))2
(5.21b.)

+λ ·∑
i

(
yi−AiiEiixi

)
. (5.21c.)

The matrix C in Eq. 5.21a describes the covariances between the bins in the recon-
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structed distribution. For uncorrelated data bins it is a diagonal matrix with entries
Cii =yii assuming Poisson uncertainties. The Tikhonov regularization scheme is applied
through the penalty term in Eq. 5.21b. Solutions with large fluctuations are suppressed
through the matrix Γ which approximates numerically the second derivatives per bin
of the resulting distribution as

d2g(x)
dx2 ≈ g(x− h)− 2 g(x) + g(x + h)

h2 , ⇒ Γ =

1 −2 1 0 0
0 1 −2 1 0

0 0 1 −2 1


 . (5.22.)

The regularization strength is controlled via the parameter τ and needs to be optimized
as detailed below. The vector ~x0 allows to bias the calculation of the second derivatives.
It is usually set to the expectation from theory. This way, the regularization vanishes
when unfolding the expectation from theory for closure tests since (Γ(~xexp.−~x0))

2 = 0.
Thus, the result is bias-free even for heavily curved expectations, e.g. like the pT
spectra of particles. An alternative procedure to achieve this is by reweighting ~y such
that x′i = xi/xexp.

i which lets the regularization vanish as well when unfolding the
expectation since Γ~x ′exp. = 0. The last part of the loss function, Eq. 5.21c, attempts to
match the overall normalization of the solution by accounting for the acceptance and
reconstruction efficiencies per bin. It is minimized independently with respect to the
Lagrange parameter λ.

Finding a suitable regularization strength is of crucial importance. If the applied
amount of regularization is too weak, the unfolding becomes unregulated and thus
leads to unphysical solutions with an oscillating behavior. On the other hand, if
the regularization is too strong, the solution will be biased towards a solution with
minimum curvature. In this case, the solution might tend towards the expectation from
theory since it is always a solution with vanishing curvature when a bias vector or the
described reweighting is applied. A method to analyze the unfolding behavior in detail
is to monitor the induced bin-by-bin correlations as a function of the regularization
strength. The covariance matrix of the unfolded spectrum is given by propagation of
uncertainty as

Cx[τ] = J · Cy · JT = R̃−1
reg.[τ] · Cy ·

(
R̃−1

reg.[τ]
)T , (5.23.)

where J denotes the Jacobian matrix which is equal to the regularized and inverted
response matrix as obtained through the minimization of Eq. 5.21. This allows to
calculate the averaged correlations between the unfolded bins as

ρj[τ] ≡
1

n− j− 1

n−j−1

∑
i

ρi,i+j[τ] , ρi,j[τ] =
Cx,ij[τ]√

Cx,ii[τ] · Cx,jj[τ]
. (5.24.)

They are presented in Fig. 5.11a for the model defined in Eq. 5.17 as a function of the
regularization strength. This so-called “subway plot”(?) shows three different regions
in τ to classify the various solutions. The region on the left contains solutions where

(?) Subway plots have been developed in my Master’s thesis [183].
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ρ1 < 0 which indicates large anticorrelations between directly adjacent bins. These
anticorrelations lead to an oscillating behavior as demonstrated in Fig. 5.10a since the
regularization too weak. On the right side the averaged correlation between adjacent
bins is found to be ρ1 > 0. This however indicates that the applied regularization is too
strong because the solutions are biased towards a solution with minimal curvature. In
the intermediate region between both extremes, solutions with vanishing correlations
can found. However, this does not occur at the same regularization strength for all
monitored correlations. Thus, one cannot choose the regularization strength in such
a way that a correlation-free result is obtained. In the analyses, the regularization
strength is set to the minimum of the average global correlation coefficient

ρ
global
i [τ] =

√
1− 1
Cx,ii[τ] ·

(
C−1

x [τ]
)

ii

(5.25.)

which results into a suitable trade-off with minimal correlation across the unfolded
spectrum. Its value as a function of the regularization strength is indicated in Fig. 5.11a
by the black solid curve. The resulting regularized spectrum is shown in Fig. 5.11b
which does not exhibit the oscillating behavior as shown in Fig. 5.10a above. Further-
more, the regularization has stabilized the result against small deviations as indicated
by the reduced variances.
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Figure 5.11. Regularized unfolding using the TUnfold package: (a) the average bin-by-
bin correlations (Eqs. 5.24 and 5.25) as a function of the regularization strength; (b) the
resulting spectrum when choosing the regularization at the minimum of the averaged
global correlation.

In conclusion, unfolding is an ill-posed problem which requires regularization to ob-
tain meaningful results that are stable against statistical fluctuations. The TUnfold
package regularizes the response matrix by suppressing solutions with large curva-
tures. However, this procedure induces bin-by-bin correlations as a function of the
regularization strength. The correlations are kept small by adjusting the regularization
strength to the minimum of the average global correlation coefficient.



6.
Chapter

Measurement of single-top-quark po-
larization in t channel at 8 TeV

A first measurement of the top quark spin asymmetry in t channel single-top-quark production,
sensitive to the top quark polarization, is presented. Proton-proton collision data at a center-
of-mass energy of 8 TeV have been analyzed corresponding to about 20 fb−1. Events with an
isolated muon are selected together with two or three jets for the final measurement. Events
containing an isolated electron and jets have been studied as well as a cross check. Two boosted
decision trees (BDTs) are trained for separating signal from background events further. Their
discriminants are used to define a signal-enriched region from which the normalized differential
cross section at parton level is inferred as a function of the angle between the lepton and the
spectator quark in the top quark rest frame. From the differential cross section a spin asymmetry
of 0.26±0.03 (stat)±0.10 (syst) is obtained through a linear fit. The result is found to be
compatible within 2.0 standard deviations with the expected SM spin asymmetry of 0.44. The
result has been published in Ref. [61]. In a further step, the derivation of limits on anomalous
electroweak top quark couplings arising from dimension-six effective operators is illustrated by
combining the measured spin asymmetry with other measurements sensitive to the coupling
structure.

6.1. Outline of analysis strategy
An overview of the strategy to measure the top quark spin asymmetry and to derive
limits on anomalous couplings is given in the following. After selecting events with
an isolated muon or electron and two or three jets, two BDTs are employed. The first
one, labeled BDTmulti., is trained to reject events with fake leptons stemming from
multijet production. The shape of multijet events is modeled by a template obtained
from data in a sideband region for which the lepton isolation is inverted. Then, a
two-component ML fit to the BDTmulti. discriminant is performed to estimate the
amount of multijet contamination after the event selection. The second BDT, BDTt-ch.,
is trained to separate signal from W+jets and tt events. Another ML fit to data using
the distribution of its discriminant is performed to estimate the individual amounts of
signal and background contributions. By applying an optimized selection on each of
the two BDT discriminants, a signal-enriched phase space is obtained with a S/B ratio
of about 90%. The shape of the polarization angle, cosθ?µ, of data in this phase space
is unfolded to parton level after subtracting the remaining background contributions.
This is repeated for each source of systematic uncertainty to estimate their impact on the
measurement. An overall larger impact of systematic uncertainties is observed in the
electron channel compared to the muon channel rendering its standalone result much
less significant. Furthermore, shortcomings in the modeling of the data-driven multijet
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template have been identified in the electron channel as well. The final measurement
is therefore performed in the muon channel only.

The differential cross section as a function of the polarization angle is estimated and
the spin asymmetry is obtained through a linear fit to its shape. In a further step, the
TopFit program [184] is used to derive limits on anomalous electroweak top quark
couplings by combining the measured spin asymmetry with an inclusive cross section
measurement of t-channel single-top-quark production and a measurement of the
W boson helicity fractions in tt events.

6.2. Event selection and simulated samples
Proton-proton collision data at

√
s = 8 TeV are analyzed corresponding to 19.7 fb−1

recorded with the CMS experiment in 2012. Events are triggered on the presence of a
single muon candidate. The employed single muon trigger requires an isolated muon
candidate with pT > 24 GeV within a pseudorapidity range of |η|< 2.1. For analysis,
events have to contain one muon candidate with pT > 26 GeV within |η|< 2.1 that
passes tight identification requirements. To suppress fake leptons from multijet produc-
tion, the muon candidate is required to be isolated with a relative ∆β-based isolation of
Iµ
rel. <12% within a cone of ∆R<0.4. Events containing additional muons (pT >10 GeV,
|η|< 2.5, Iµ

rel. < 20%) or electrons (pT > 20 GeV, |η|< 2.5, Ie
rel. < 15%) which pass cor-

responding loose identification criteria are rejected to suppress contributions from
Z/γ∗+jets and tt production with dileptonic decay.

Events containing single electrons are investigated as well but are not utilized in
the final measurement. For their study a single electron trigger is employed which
requires an electron candidate with pT > 27 GeV within |η| < 2.5 that has to fulfill
some additional quality criteria which yield a selection efficiency of 80% for prompt
electrons. Single electron events for analysis have to contain one electron candidate
with pT > 30 GeV within |η|< 2.5 where however the ECAL barrel-endcap transition
region is excluded. In addition, the electron candidate has to fulfill tight MVA-based
identification criteria. Furthermore, a relative Aρ

eff.-based isolation of Ie
rel. < 10% in a

cone of ∆R < 0.3 is required. Events containing additional muons or electrons are
vetoed using the same criteria as applied in the muon channel.

Jets are clustered from PF candidates with the anti-kT algorithm using a distance
parameter of R= 0.5 while applying the CHS technique [124] to mitigate the influence
by pileup. PF candidates belonging to preselected muon or electron candidates that
are loosely isolated are not clustered into jets to prevent double counting. In addition,
jets that are within ∆R< 0.3 to the selected tight lepton are ignored in the analysis. The
reconstructed jet energy in data and simulation and the energy resolution in simulation
are calibrated through dedicated JEC and JER scale factors. Events which contain two
or three jets with pT > 40 GeV within |η|< 4.5 in addition to a tight lepton that pass
loose identification criteria are considered for analysis. B-tagging of jets is performed
with the MVA-based CSV algorithm [128]. B-tagged jets are restricted to |η|< 2.4 since
the algorithm operates only within the acceptance of the inner tracking system. In
simulation an efficiency of about 50% for tagging true b jets with a mistagging rate
of 0.1% for other jets (from u,d,s quarks and gluons) is found at the employed tight
working point of the algorithm. In simulation the b-tagging efficiency is reweighted
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through scale factors to match the one measured in data. More details about the
analysis objects, identification, and corrections are described in Ch. 4.

After the selection, events are categorized into signal and control regions per muon and
electron channel. The regions are labeled as “N j Mt” where N denotes the number
of selected jets and M the subset of jets which are also b-tagged. Control regions
dominated by either W+jets (2j0t) or tt (3j1t, 3j2t) production are defined besides the
signal region (2j1t) as indicated in Fig. 6.1. The analysis was developed by validating
the background modeling and optimizing the strategy with data in the control regions
only. During this process, distributions of data in the signal region have not been
used which is commonly referred to as “blinding”. After the strategy is fixed the
final measurement was conducted by unblinding the signal region while refraining
from any further optimizations. Thus, the blinding procedure prevents a result-driven
tuning of the analysis strategy which may otherwise bias the measurement.

W+jets control
region

0 b-tags 1 b-tag

2 jets
signal
region

not
used

2 b-tags

not
used3 jets

tt control
region

tt control
region

Figure 6.1. Categorization of events depending on number of selected jets, number of
b-tags, and the signal BDT discriminant. The shaded regions are employed in a template-
based ML fit as described in Sec. 6.5 for estimating the signal and background yields.

Various samples of simulated events for signal and background processes are generated.
The default t-channel single-top-quark sample is generated in 5 FS using the POWHEG
generator interfaced with Pythia 6 for parton showering and Tauola to simulate the
decay of tau leptons. For comparisons, two alternative signal samples are generated.
One utilizes the aMC@NLO generator interfaced with Pythia 8 in 4 FS while the other
employs the CompHEP generator interfaced with Pythia 6. A set of special samples with
anomalous Wtb couplings is generated as well using the CompHEP generator to perform
a cross check of the analysis with pseudo data. Samples containing single-top-quark
events produced via tW and s channel are generated with POWHEG interfaced with
Pythia 6 and Tauola. The major background processes, W+jets, Z/γ∗+jets, and tt, are
generated with the MadGraph generator interfaced with Pythia6 and Tauola as well.
Samples with up to three (tt) or four (W+jets, Z/γ∗+jets) additional partons at ME level
are merged together using the MLM procedure. For W+jets production, an alternative
sample generated with the Sherpa generator [185] is employed for validation purposes.
In this thesis, W+jets events are categorized based on their jet flavor content. Events
with at least one heavy-quark-flavored jet from the hadronization of either c, or b quarks
are abbreviated as “W+HF” while events with only light-quark-flavored jets (g,u,d,s)
are labeled “W+LF” instead. Diboson production (WW, WZ, ZZ) is simulated with
Pythia 6 and found to be only a minor background. The theoretical SM cross sections
used to normalize these samples are listed in Tab. 6.1. Throughout this chapter signal
and background templates are presented after they have been scaled to the result of a
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binned ML fit to data (Sec. 6.5) while additional corrections to the simulated W+jets
and tt events (Sec. 6.4) have been applied as well to improve their modeling unless it
is explicitly stated otherwise.

Table 6.1. Theoretical cross sections at 8 TeV used to normalize the simulated samples.

Process Cross section Accuracy

t channel 87.2+2.6
−1.8 pb approx. NNLO [186]

s channel 5.55±0.22 pb approx. NNLO [186]

tW channel 22.2±1.5 pb approx. NNLO [186]

tt 253+15
−16 pb NNLO (using Top++ 2.0 [52])

W→ `ν+jets 12234+422
−416 pb NNLO (using FEWZ [187])

Z/γ∗→ `+`−, m`` > 50 GeV 1177±39 pb NNLO (using FEWZ [187])

W+ W− 54.8±3.0 pb NLO (using MCFM 5.8 [188])

W± Z/γ?, m`` > 12 GeV 33.2±2.7 pb NLO (using MCFM 5.8 [188])

Z/γ? Z/γ?, m`` > 40 GeV 8.1±0.4 pb NLO (using MCFM 5.8 [188])

Contributions from fake leptons produced in multijet events that survive the event
selection are not simulated but estimated from data through the following procedure.
The shape of multijet events per channel is extracted from a sideband region for which
the isolation of the lepton is inverted in the event selection as Iµ

rel. > 20% and Ie
rel. > 15%

for the muon and electron candidate respectively. The resulting distribution of data
after subtracting the remaining contamination by other processes serves as a template
to model the shape of multijet production. The amount of multijet events in signal and
control regions is estimated by fitting the extracted template to data which is described
later in Sec. 6.5. For illustration the distribution of the transverse W boson mass in
the 2j1t sideband region of the muon channel is shown in Fig. 6.2a. The contribution
of other processes in the sideband regions amounts to a contamination of only 9%
(2%) in muon (electron) channel respectively. The resulting multijet template after its
yield has been estimated from data in the 2j1t region of the muon channel is presented
in Fig. 6.2b. A good description of the unknown multijet shape in the 2j1t region is
obtained with the employed data-driven procedure.

Distributions of the reconstructed top quark mass in muon and electron channel are
presented in Fig. 6.3 after the event selection and the estimation of multijet events have
been performed. In control regions containing no or more than one b-tagged jet, the
jet with the highest value of the CSV discriminant is associated to the top quark decay
to calculate the top quark mass. The presented distributions demonstrate that data is
well described by the simulated event samples and the data-driven multijet templates
in control and signal regions of both channels.

6.3. Training of Boosted Decision Trees
Two BDTs are trained in this analysis whose output is utilized two-fold, i.e. for esti-
mating the amount of signal and background events in data and to obtain a signal-
enriched phase space for unfolding. The first BDT, labeled BDTmulti., is trained to
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Figure 6.2. Distributions of the transverse W boson mass in muon channel: (a) antiiso-
lated sideband region for extracting the multijet template; (b) resulting distribution in the
2j1t region after scaling the extracted template to the result of a ML fit to data.

reject background events stemming from multijet production. In its training simu-
lated t-channel single-top-quark events are set as signal whereas data events in the
sideband region, from which the multijet template is extracted, are set as background.
The GradientBoost procedure is chosen with a relatively low shrinkage of 10%. The
number of single decision trees is restricted to 50 while each tree is kept shallow with a
maximum depth of two. The minimum node size is set to 250 events and the number of
scanned working points per node is restricted to 200. These settings are not optimized
to yield the best discrimination power but instead are motivated to protect well against
overtraining. Overtraining is a particular concern here since the used data events in the
training may not reflect the actual distribution of multijet events in the signal region in
great detail. Multiple BDT candidates are trained to assess which set of input observ-
ables yields the best rejection of multijet events with the final discriminant. In addition,
input observables which are found to be correlated with the polarization angle or with
other input observables are excluded from the training. This optimization results in
the following list of input observables:

• the reconstructed invariant mass of the top quark candidate;
• the transverse mass of the W boson candidate, mT(W), before solving for the

unknown neutrino pz component since this modifies ~/pT in the case of complex
solutions;

• the missing transverse energy, /ET;
• the transverse momentum of the untagged spectator jet (j′);
• the event isotropy which is defined as (smax− smin)/smax with s = ∑`,jets

i
∣∣~n ·~pi

∣∣
where the unit vector ~n=(cosφ, sinφ, 0) is chosen in the transverse plane such that
it either maximizes or minimizes s.

The BDT is trained on events in the 2j1t region only while the resulting discriminator
is evaluated in control regions as well. Distributions of mT(W), the spectator jet pT,
and the event isotropy are presented in Fig. 6.4. Other input observables are shown
in Figs. 6.2 and 6.3 above. Distributions of the resulting BDT discriminants in electron
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Figure 6.3. Distributions of the reconstructed top quark mass in (left column) electron
and (right column) muon channel. Top row: 2j0t W+jets control region; middle row: 2j1t
region; bottom row: 3j1t tt control region. The top quark pT reweighting (Sec. 6.4) is
exceptionally not applied here.
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and muon channel are shown Figs. 6.6a and 6.6b respectively. A fair agreement is
observed between data and simulation in the distributions of the input observables
and for the resulting discriminant.
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Figure 6.4. Distributions of some input observables of the BDTmulti. and BDTt-ch. dis-
criminants as indicated in 2j1t muon channel: (a) missing transverse energy; (b) transverse
momentum of untagged spectator jet; (c) event isotropy; (d) transverse momentum of
b tagged jet.

In a preliminary version of this analysis events with mT(W)> 50 GeV or /ET > 45 GeV
are selected in muon and electron channel respectively to reject multijet events [189].
To allow a fair comparison the working points of the BDTmulti. discriminant have
been chosen such that a similar signal selection efficiency is obtained per channel. The
performance of the working points and a comparison with the preliminary analysis
are presented in Tab. 6.2. The BDTmulti. discriminant allows to reject about twice as
many multijet events with respect to mT(W), /ET for the chosen working points while
retaining approximately the same amount of signal events.

The second BDT, BDTt-ch., is trained to separate signal events from W+jets and tt
production which are the major background processes after applying the multijet
rejection selection. It is configured as follows. The GradientBoost method is employed
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Table 6.2. Selection efficiencies of multijet and signal events using BDTmulti., mT(W), and
/ET working points. The latter two observables and corresponding working points have
been utilized in a preliminary version of the analysis to reject multijet events [189].

Process Muon channel Electron channel

mT(W)> 50 GeV BDTmulti. >−0.15 /ET > 45 GeV BDTmulti. > 0.15

Multijet 15% 7.7% 7.6% 4.4%

Signal 70% 71% 51% 52%

with a shrinkage of 40%. In total, 200 shallow single decision trees with a maximum
depth of two are trained. The minimum node size is set to 100 events and the number of
scanned working points per node is set to 50. To mitigate a potential lack in the training
statistics of the background samples, additional simulated W+jets and tt events from
the 2j0t and 3j2t control regions are added to the training, respectively. In particular,
this increases the statistics of simulated events with W+light-quark-flavored jets which
is relatively low in the 2j1t region but may be larger in data due to mistagging.

The following ten observables have been chosen as input:

• the reconstructed invariant mass of the top quark candidate;
• the missing transverse energy, /ET;
• the transverse mass of the W boson candidate before solving for the unknown

neutrino pz component, mT(W);
• the transverse momentum of the lepton;
• the transverse momentum of the b-tagged jet;
• the invariant mass of the b-tagged jet from the summed momenta of the clustered

PF candidates;
• the absolute pseudorapidity of the untagged spectator jet (j′);
• the absolute pseudorapidity of the b-tagged jet;
• the invariant mass of the top quark and spectator jet system,

√
ŝ =

∣∣~ptop +~pj′
∣∣ ;

• the transverse momentum of the hadronic final-state system (HFS),
(
~pj′ +~pb

)
T .

These observables have been chosen for the training because they exhibit only a low
correlation with the polarization angle. A bias may otherwise occur since the BDT is
trained with a sample of simulated signal events in which a SM coupling structure is
assumed. In the worst case, a BDT may select events in such a way that it artificially
reproduces the SM shape of the polarization angle in data. Choosing uncorrelated
observables makes the BDT training blind to the actual distribution of the polarization
angle instead. The distributions of some input observables are shown in Fig. 6.5
after selecting events with BDTmulti. >−0.15 in 2j1t muon channel. The other input
observables are presented in Figs. 6.2, 6.3, and 6.4 above. The distributions of the
resulting discriminant are shown in Figs. 6.6c and 6.6d in the electron and muon
channel respectively. Overall, a good description of data by the simulated samples
is observed. The trained BDTt-ch. discriminant yields an AUC of 29% for separating
signal from W+jets and tt events in both channels.
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Figure 6.5. Distributions of some input observables to the BDTt-ch. discriminant in 2j1t
muon channel: (a) transverse momentum of the muon; (b) invariant mass of the b-tagged
jet; (c,d) absolute value of the untagged and b-tagged jet pseudorapidities; (e) invariant
mass of the top quark and spectator jet system; (f) pT of the hadronic final state system.
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Figure 6.6. Distributions of the BDT discriminants in 2j1t (left column) electron and
(right column) muon channel.

6.4. Background modeling
The modeling of the W+jets and tt backgrounds is studied in control regions before per-
forming the measurement. In the 2j0t control region, two mismodeled observables are
found which can be attributed to the W+jets background, after applying the BDTmulti.
selection to reject the multijet background.

The first mismodeled observable is the transverse momentum of the W boson, shown
in Fig. 6.7a, which exhibits a softer spectrum in data compared to simulation. This
effect can be explained as an insufficient modeling of the hadronic recoil in such events.
The recoil momentum is typically defined for Z/γ∗+jets and W+jets events as the net
momentum which balances the momentum of the vector boson in the transverse plane.
Primarily, it encapsulates the hard jet momenta but additional soft components can
contribute to the recoil momentum as well. Such soft contributions can stem from
the underlying event, from photons from bremsstrahlung, or from pileup which may
not be accurately modeled in simulated samples. Thus, sophisticated methods for
correcting the recoil momentum can be found in literature, e.g. Ref. [190]. However,
since W+jets events are only a background in this analysis, a simple reweighting in
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bins of the W boson pT is applied instead to for correcting the observed deviation. The
derived scale factors in the 2j0t control region are applied in the 2j1t and 3j2t regions.
In the statistical evaluation, the shape difference between applying and not applying
this reweighting is considered a systematic uncertainty.
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Figure 6.7. Distributions of the reconstructed W boson pT in 2j0t control region: (a) before
and (b) after applying the W+jets corrections.

Another mismodeling of the W+jets background in 2j0t is observed for the polarization
angle itself whose distribution is presented in Fig. 6.8a. This is a peculiar mismodeling
since the value of cosθ?µ does not reflect any physically meaningful observable for
W+jets events. A similar deviation has been observed in measurements at 7 TeV as well
(e.g. Ref. [183]) which suggests that the deviation might be attributed to the modeling of
W+jets events by the employed MadGraph generator. Therefore, an alternative W+jets
sample simulated with the Sherpa generator is used to cross check its modeling.
The sample was however simulated with only massless quarks. Hence, the ratio of
light, charm, and bottom-quark flavored jets is predicted wrongly. This is corrected by
reweighting the flavor ratios to the ones predicted by the default MadGraph sample. The
distributions before and after reweighting the flavor fractions are presented in Fig. 6.9.
An improved modeling of cosθ?µ with the reweighted Sherpa sample is obtained that
displays however a slightly opposite trend between data and prediction compared
to Fig. 6.8. For the measurement, the predicted shape of cosθ?µ in simulated W+jets
events by MadGraph is reweighted using MadGraph-to-Sherpa scale factors per jet flavor
pair combination that are derived in the 2j0t control region and applied in the 2j1t
and 3j2t regions. The resulting distribution in 2j0t is shown in Fig. 6.8b where a fair
description of data is achieved. Two additional systematic uncertainties are considered
in the measurement which account for the difference between the two cosθ?µ shapes
and for the jet flavor composition of the W+jets sample.

After applying the described W+jets corrections an improved modeling can also be
observed in the distributions of other observables. For example, the distribution of /ET
benefits from these corrections which is demonstrated in Fig. 6.10 where it is shown
before and after the reweighting in the 2j0t region of the muon channel.
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Figure 6.8. Distributions of the polarization angle in 2j0t control region: (a) before and
(b) after applying the W+jets corrections.
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Figure 6.9. Distributions of the polarization angle in 2j0t control region using an alter-
native W+jets sample simulated with Sherpa: (a) before and (b) after reweighting the jet
flavor fractions to the predictions by MadGraph.

In measurements at 13 TeV (Ch. 7) an improved modeling of the W+jets background
is achieved by simulated it at NLO instead using the MadGraph5_aMC@NLO generator.
In retrospect, the insufficient modeling at 8 TeV may therefore be attributed to the LO
accuracy of the utilized MadGraph W+jets sample.

Another deviation is observed in the tt control region. Here, the reconstructed top
quark pT displays a softer spectrum in data than it is predicted by simulation as
presented in Fig 6.11a. Similar deviations are also observed in dedicated tt cross
section measurements [191, 192]. To mitigate this, an ad-hoc reweighting of tt events is
performed where the weight

w =
√

SF
(

pT(t)
)
·SF
(

pT(t)
)

(6.1.)

depends on the transverse top quark and antiquark momenta at parton level. The scale
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Figure 6.10. Distribution of /ET in mon channel 2j0t control region for (a) before and
(b) after applying the W+jets corrections.

factor SF(pT) has been estimated by fitting an exponential function to the measured
differential tt cross sections. Figure 6.11b demonstrates that an improved description of
data is achieved after this reweighting is applied. However, other distributions become
distorted by its application. In particular, the recipe leads to a slight slope in the ratio
between data and the prediction for the reconstructed top quark mass distribution
which is why it has not been applied for the distributions presented in Fig. 6.3 above.
Since the reweighting mitigates the observed deviation for the top quark pT spectrum
but introduces new ones, it is treated as an additional systematic uncertainty in the
measurement. The influence of the reweighting on the shape of the polarization angle
is found to be small as shown in Figs. 6.11c and 6.11d.

An explanation of the deviation between the observed top quark pT spectrum in data
and the predictions by event generators was found through new differential NNLO
calculations of tt production [193]. It is demonstrated that by including higher order
corrections the predicted pT spectrum becomes softer as well and thus yields an
improved description of the measured differential tt cross sections.

6.5. Background estimation
A precise determination of the amount of background contributions in the signal region
is a crucial ingredient for measuring differential cross sections since those need to be
subtracted from data prior to unfolding. In this analysis, the background contributions
are estimated through two consecutive template-based ML fits to the trained BDT
discriminants.

The first fit uses the distribution of the BDTmulti. discriminant where only the con-
tamination of multijet events in signal and control regions are estimated through a
two-component fit. As described in Sec. 6.2, the shape of multijet events is modeled
by a template obtained from data in a sideband region with inverted lepton isolation.
To assess the stability of the estimated amount of multijet events, the fit is repeated
while extracting the template from different isolation regions. In the fit the multijet
template is taken to be unconstrained. The other signal and background templates are
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Figure 6.11. Distributions of (tow row) the transverse momentum of the reconstructed
top quark and (bottom row) the polarization angle in muon channel 3j2t control region
(left column) before and (right column) after applying the top quark pT reweighting.

summed and fitted as a second component with a log-normal constraint of ±20% on
their total yield. The fits are performed per channel using data in the regions below
the individual working points of the BDTmulti. discriminant for multijet rejection. The
resulting event yields in muon and electron channel, extrapolated into the regions
above the working points, are listed in Tabs. 6.3 and 6.4 for the 2j1t region respectively.
Similar fits for estimating the contamination by multijet events are performed in the
W+jets and tt control regions as well.

The stability of the estimated amount of multijet events after extrapolating it into the
signal region has also been studied when varying the jet energy corrections and jet
energy resolution within uncertainties. To account for the induced residual differences
in the estimated yield, a conservative systematic uncertainty of 50% is assumed on
the multijet yield. An additional systematic uncertainty is considered to account for
shape differences in the data-driven multijet template when the lepton isolation in the
sideband region is varied.

The individual yields of the signal and background processes which are treated as a
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Table 6.3. Multijet event yields for BDTmulti. >−0.15 in 2j1t muon channel.

Sideband Event yields

Multijet Others

0.2< Iµ
rel. <0.5 1607±31 90028±811

0.2< Iµ
rel. <0.3 1761±40 91374±985

0.3< Iµ
rel. <0.5 1765±41 88854±1007

Table 6.4. Multijet event yields for BDTmulti. > 0.15 in 2j1t electron channel.

Sideband Event yields

Multijet Others

0.15< Ie
rel. <0.5 1467±27 45620±470

0.15< Ie
rel. <0.25 1506±28 46283±464

0.25< Ie
rel. <0.5 1512±36 44916±598

single component in the first fit are estimated in a second ML fit to the distribution
of the BDTt-ch. discriminant. In this fit, similar background processes are grouped
together and the following constraints are applied:

Signal The t-channel single-top-quark template is taken as unconstrained.
Top quark background The background processes which contain genuine top quarks

(tt, tW, s channel) are grouped together. Their summed yield is constrained to the
SM prediction though a log-normal prior with an uncertainty of ±20%.

Electroweak background The electroweak processes (W+jets, Z/γ∗+jets, diboson) are
summed together. A log-normal constraint with an uncertainty of ±50% on their
SM prediction is applied. The relatively larger uncertainty compared to the top
quark background is chosen here because the production rates of W+heavy-quark-
flavored jets are predicted less precisely in the analysis phase space by the em-
ployed W+jets LO MadGraph sample.

Multijet The multijet background yield is kept fixed to the result of the previous fit
and varied only as a systematic uncertainty.

To account for the relative fractions of the individual subprocesses within the compo-
nents, additional systematic uncertainties are considered in the measurement.

In test fits to pseudo-data using the BDTt-ch. distribution in the 2j1t region only, a
large anticorrelation of about −90% between the estimated yields of the top quark and
electroweak backgrounds has been obtained. This is due to the fact that their BDTt-ch.
shapes are fairly similar compared to the other fit-components as presented in Fig. 6.12.
To reduce the large anticorrelation the BDTt-ch. distribution is simultaneously fitted
in the 3j2t control region as well for the measurement. By including this region the
likelihood is supplied with independent information on the tt production rate which
reduces the anticorrelation to about −75%. It has also been studied if it is beneficial to
add the 2j0t control region as well to the fit for constraining the W+jets yield further.
However, including the 2j0t region does not provide significant information on the
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W+heavy-quark-flavored jet production rate, which is the dominant W+jets fraction in
the 2j1t signal region, since this control region is mostly enriched by W+light-quark-
flavored jets instead (see e.g. Fig. 6.3 for comparison). The ML fit is therefore performed
simultaneously in the 2j1t and 3j2t region only without including the 2j0t region.

t-ch.BDT
1− 0.5− 0 0.5 1

N
or

m
al

iz
ed

 e
ve

nt
s

0

0.05

0.1

0.15
CMS Preliminary

0.15 > multi.BDT

2j1t (8TeV) + e

(a)

t-ch.BDT
1− 0.5− 0 0.5 1

N
or

m
al

iz
ed

 e
ve

nt
s

0

0.05

0.1

0.15 CMS Preliminary
-0.15 > multi.BDT

2j1t (8TeV) + µ
-channelt

-ch.s/tW/tt

W/Z/VV

Multijet

(b)

Figure 6.12. Shape comparison of the components considered in the fit to the BDTt-ch.
discriminant in 2j1t for (a) electron and (b) muon channel.

The obtained fit results per channel are listed in Tab. 6.5. After the event selection, a
S/B of about 13% (11%) is obtained in the muon (electron) channel which increases to
90% (88%) in a signal-enriched region, defined by applying an additional selection on
both BDT discriminants as detailed in Sec. 6.7 below.

6.6. Validation
The final distributions are validated after applying the additional corrections to the
W+jets and tt events (Sec. 6.4) and scaling the signal and background templates to
the result of the ML fits (Sec. 6.5) before unblinding the analysis. This revealed an
insufficient modeling of multijet events through the data-driven template in the electron
channel. The actual problem is multilayered and outlined in the following. A stability
test of the data-driven multijet shape has been conducted where separate fits to the
BDTmulti. discriminant in bins of the BDTt-ch. discriminant are performed. The resulting
scale factors in muon and electron channel are compared in Fig. 6.13. The estimated
scale factors in the muon channel appear to be stable, i.e. without a visible trend,
and in agreement with the inclusive fit result within uncertainties. However, in the
electron channel the estimated scale factors display an instability. The result shows
that the extracted multijet template is scaled differently depending on the interval of
the BDTt-ch. discriminant in which the template is extracted and the fit is carried out.

Further investigations of the modeling of multijet events in the electron channel re-
vealed that the distribution of the difference between the φ angles of the lepton and the
missing transverse momentum is mismodeled. Figure 6.14 shows the corresponding
distributions in electron and muon channel. The ∆φ distribution in the muon channel
is instead well modeled by the multijet template.
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Table 6.5. Estimated event yields in 2j1t after the event selection and in a signal-enriched
phase space defined by BDTmulti. > −0.15 in the muon channel, BDTmulti. > 0.15 in the
electron channel, and additionally BDTt-ch. >0.45 in both channels. The uncertainties reflect
the limited MC statistics and the ML fit uncertainties.

Process Muon channel Electron channel

Selection Signal-enriched Selection Signal-enriched

tt 58539±629 3118±34 48208±518 2182±26

tW 6518±76 311±12 5370±64 215±6

s channel 1059±20 72±4 808±17 44±3

W+heavy flavor 30472±1520 2101±113 20707±1034 836±48

W+light flavor 3824±202 252±21 2720±145 94±11

Z/γ∗+jets 10284±561 371±32 10696±572 175±27

Diboson 1108±56 33±2 792±40 16±1

Multijet 21416±10707 427±214 33961±16979 423±212

Signal 17796±604 6049±136 13313±452 3502±119

Total expected 151015±3126 12733±271 136576±2826 7488±173

Data 147749±384 12504±112 134472±367 7322±86

From these findings it is concluded that in the electron channel the multijet template
extracted from the sideband region provides an insufficient modeling of multijet
events. The measurement of the top quark spin asymmetry is therefore continued only
with the muon channel. This decision is further motivated by the outcome of a blind
measurement using pseudo-data which showed that a combination of both channels
will only result in an improvement of less than 5% in precision compared to the result
from the muon channel alone since the measurements are mainly limited by systematic
uncertainties.

Since the muon channel is validated successfully the analysis is unblinded. In Fig. 6.15a
the distribution of the polarization angle is shown in a signal-enriched region. A slight
slope is observed between the expected distribution and data. The background model-
ing is shown in a signal-depleted region in Fig. 6.15b as well, where the distribution
of data is well modeled by the simulation.

6.7. Signal-enriched region
After subtracting the remaining background contributions from data in Fig. 6.15a
the reconstructed cosθ?µ shape is unfolded to parton level and the spin asymmetry
is extracted from the differential cross section. The working point of the BDTt-ch.
discriminant which defines the signal-enriched region can be optimized such that the
measured spin asymmetry has a minimum of uncertainty. A scan of the expected
uncertainty using pseudo-data as a function of the BDTt-ch. working point is shown
in Fig. 6.16. Only some representative systematic uncertainties are evaluated which
have a major impact on the result. If the working point is chosen too low larger
amounts of background contributions have to be subtracted from data leading to an
increased systematic uncertainty originating from the background processes. On the
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Figure 6.14. Distributions of the φ angle in the transverse plane between the missing
transverse momentum and the (a) muon, (b) electron.

other hand, the total uncertainty increases as well towards higher working points due
to the decreasing signal selection efficiency which controls the statistical uncertainty. A
broad region is observed between both extremes where a measurement with minimal
uncertainty can be achieved. For the measurement a working point of BDTt-ch. > 0.45
is chosen.

6.8. Unfolding and asymmetry estimation
Unfolding to parton level is performed with the TUnfold method [182]. To stabilize the
χ2 minimization inside the method twice as many bins are considered at reconstruction
level compared to parton level. The parton level is extended to include also t→ bτν

decays since about 6% of the selected muons stem from intermediate tau decays which
has been studied in simulation (see Sec. 5.5). In such events the polarization angle at
parton level is defined between the spectator quark and the tau lepton instead which
yields a similar shape compared to events where the W boson decays directly into
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Figure 6.15. Distributions of the polarization angle in (a) signal-enriched and (b) signal-
depleted region in 2j1t muon channel.
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muons. The resulting response matrix is presented in Fig. 6.17. The angle is smeared
through manifold effects such as imperfections in the top quark reconstruction and
b-tagging where the latter also influences how the spectator jet is chosen.

After unfolding, the top quark spin asymmetry is extracted from the normalized cosθ?µ
spectrum through a linear χ2-fit as

χ2 = ∑
i

∑
j

(
w · 1

2
(
1 + 2 · A cos θi

)
− ui

)
V−1

ij

(
w · 1

2
(
1 + 2 · A cos θj

)
− uj

)
, (6.2.)

where w denotes the bin width, ui the measured cross section in bin i, and Vij the
covariance between bins i and j. The fit allows to properly account for the induced
bin-by-bin correlations through the regularized unfolding. To cross check the estimated
asymmetry an alternative unfolding is performed based on pure analytical expressions.
For this, only two bins are considered which does not allow to apply a curvature-
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Figure 6.17. Response matrix from simulated t-channel single-top-quark events in 2j1t
muon channel after requiring events with BDTmulti. >−0.15 and BDTt-ch. > 0.45.

based regularization scheme. Therefore, only an inversion of the response matrix R is
performed and the asymmetry is obtained as

A=
u2−u1
u1 +u2

, ~u=R−1 · ~d, (6.3a.)

σ2
A = 4

u2
1V

(u)
22 +u2

2V
(u)
11 −2 ·u1 u2V

(u)
12(

u1 +u2
)4 , V (u) =R−1V (d)

(
R−1)T , (6.3b.)

where ~d denote the distribution of data after the remaining background contributions
have been subtracted and V (d) its corresponding covariance matrix.

A closure test is conducted to validate the overall analysis strategy. Simulated t-channel
single-top-quark events with anomalous Wtb couplings are injected into the analysis
as pseudo-data. Various couplings scenarios can be realized by applying a special
reweighting technique as used in Ref. [194] and explained in the following. It is based
on the idea that the single-top-quark cross section can be decomposed as

σt-ch. = V4
L ·AWb→t At→Wb (6.4a.)

+V2
LV2

R ·
(

AWb→t Bt→Wb +BWb→t At→Wb

)
(6.4b.)

+V4
R ·BWb→t Bt→Wb (6.4c.)

if only one anomalous couplings is present while the others vanish, where A and B
denote some kinematic function for the production and decay. The vector-like right-
handed coupling VR is taken to be non-zero besides VL while the tensor-like left-
and right-handed couplings are assumed to vanish. An explanation of these cou-
plings is given in Sec. 2.6. Three individual signal samples have been generated using
the CompHEP program which correspond to the individual contributions of Eqs. 6.4a,
6.4b, and 6.4c to the total cross section. By multiplying each sample with a coupling-
dependent weight arbitrary coupling scenarios in the (VL,VR) plane can be realized
leading to various top quark spin asymmetries. The analysis strategy is tested by
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performing the event selection, the ML fits, the evaluation of the two BDTs, the un-
folding, and the estimation of the asymmetry from the differential cross section with
pseudo-data generated from the SM background samples and these anomalous cou-
pling samples. Various spin asymmetries are generated by varying the right-handed
coupling while keeping the left-handed coupling fixed at 1. The result of this scan is
presented in Fig. 6.18 in the form of a Neyman construction [195].
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Figure 6.18. Neyman construction generated by injecting samples with anomalous Wtb
couplings as pseudo-data into the measurement for scanning the top quark spin asymme-
try.

A bias on the order of the expected statistical uncertainty is observed for some coupling
cases. In the statistical evaluation a conservative systematic uncertainty is assumed on
the measured asymmetry to cover for such biases. It should be noted that the observed
bias cannot be corrected through an ad-hoc transformation of the asymmetry since
only a very specific coupling scenarios has been tested here. In the EFT framework
the spin asymmetry depends however on multiple anomalous couplings in a complex
way.

6.9. Statistical evaluation
The differential cross section and the related extraction of the top quark spin asymmetry
from its shape are affected by several sources of systematic uncertainties. Many of
them have already been introduced throughout this chapter and in Ch. 4. They are
evaluated by using modified templates and response matrices during the ML fits and
in the unfolding. The maximal induced shift per source with respect to the nominal
asymmetry is listed in Tab. 6.6. Details about sources of systematic uncertainties which
have not yet been discussed are given in the following, while for others a reference to
their description is provided.

Limited MC statistics This uncertainty is taken into account when subtracting the
remaining background contributions from data prior to unfolding and in the un-
folding itself since it can influence the transition probabilities within the response
matrices. Additionally, this uncertainty is also accounted for when estimating the
impact by other sources of systematic uncertainties and thus may result into an
overestimation in some cases.
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Table 6.6. The considered sources of systematic uncertainties and their impact on the
measured asymmetry for events with top quarks, top antiquarks and their combination.

δAµ(t) ·102 δAµ(t) ·102 δAµ(t+ t) ·102
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n Statistical 3.2 4.6 2.6

Limited MC statistics 2.1 3.2 1.8

ML-fit uncertainty 0.7 1.2 0.6

Diboson fraction < 0.1 < 0.1 < 0.1

Z/γ∗+jets fraction < 0.1 < 0.1 < 0.1

s channel fraction 0.3 0.2 0.2

tW fraction 0.1 0.7 0.2

Multijet shape 0.5 0.7 0.5

Multijet yield 1.9 1.2 1.7

A
na

ly
si
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b-tagging 0.7 1.2 0.9

Mistagging < 0.1 0.1 < 0.1

Jet energy resolution 2.7 1.8 2.0

Jet energy correction 1.3 2.6 1.1

Unclustered /ET 1.1 3.3 1.3

Pileup 0.3 0.2 0.2

Muon identification efficiency < 0.1 < 0.1 < 0.1

Muon isolation efficiency < 0.1 < 0.1 < 0.1

Trigger efficiency < 0.1 < 0.1 < 0.1

M
od

el
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g

tt top quark pT reweighting 0.3 0.3 0.3

W+jets W boson pT reweighting 0.1 0.1 0.1

W+jets heavy quark flavor fraction 4.7 6.2 5.3

W+jets light quark flavor fraction < 0.1 < 0.1 0.1

W+jets shape reweighting 2.9 3.4 3.1

Unfolding bias 2.5 4.2 3.1

Th
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Generator model 1.6 3.5 0.3

Top quark mass 1.9 2.9 1.8

t channel fact./renorm. scale 0.2 0.2 0.2

tt fact./renorm. scale 2.2 3.4 2.7

tt matching 2.2 0.5 1.6

W+jets fact./renorm. scale 3.7 4.6 4.0

W+jets matching 3.8 3.0 3.4

Parton distribution function 0.9 1.6 1.2

Total uncertainty 10.5 13.8 10.5
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ML fit uncertainty This uncertainty accounts for the estimated normalization of the
backgrounds through the fit (Sec. 6.5).

Other background fractions The yield of each minor process which is grouped into
either the electroweak or the top quark background component for fitting is varied
conservatively by ±50%.

Shape and yield of multijet events A conservative yield uncertainty of ±50% is as-
sumed on the estimated multijet event yield. An additional shape uncertainty
is taken into account which is obtained by varying the muon isolation in the
sideband region for the template extraction.

Analysis objects A summary of the considered sources of systematic uncertainties re-
lated to the reconstruction and selection of analysis objects is provided in Sec. 4.10.
This includes uncertainties on the jet energy scale and resolution, the unclustered
energy, b-tagging and mistagging efficiencies, the muon trigger, identification, and
isolation efficiencies, and the pileup reweighting.

W+jets and tt reweighting The applied reweighting of tt and W+jets events and its
associated uncertainties are motivated in Sec. 6.4.

Unfolding bias The unfolding bias covers for a potential shift in the measured asym-
metry which has been observed when injecting pseudo-data with anomalous Wtb
couplings (Sec. 6.8).

Generator model The default t-channel single-top-quark sample which is generated
with POWHEG and interfaced with Pythia 6 is exchanged by a signal sample gener-
ated with aMC@NLO and interfaced with Pythia 8 to assess the dependence of the
generator and PS model on the measurement.

Top quark mass An uncertainty on the top quark mass is propagated to the final
result by using dedicated tt and t-channel single-top-quark samples for which the
top quark mass of 172.5 GeV in the default simulation has been conservatively
varied by ±3 GeV.

Factorization and renormalization scales The dependence on the scale is assessed
by generating new tt and W+jets samples in which the nominally chosen scale
per event for the hard interaction, the PDF, and for the PS simulation is either
doubled or halved. For signal events, the scale variation is approximated through
a reweighting of nominal events as

wµ→µ′ (x1, f1, x2, f2) =
PDF(x1, f1, µ′) · PDF(x2, f2, µ′)
PDF(x1, f1, µ) · PDF(x2, f2, µ)

, (6.5.)

where xi denotes the momentum fraction of the incoming parton and fi its flavor.
It should be noted here that the weight does not dependent on the renormalization
scale via αs(µR) since t-channel single-top-quark production in 5 FS occurs only
through electroweak interactions at LO. The performed reweighting yields however
only an approximation of a proper scale variation because the scale dependence
of the PS simulation is neglected. The validity of the approximation is verified
through dedicated scale-varied samples. These samples are however limited in
their statistics after selecting events in the signal-enriched phase space which is
why the approximation is preferred over their usage.

ME-to-PS matching threshold The impact of the MLM matching threshold on the
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measurement is investigated for tt and W+jets events by producing dedicated
samples for which the nominally chosen thresholds are either doubled or halved.

Parton distribution functions The LHAPDF library [36] is used to reweight simulated
events to each of the 52 eigenvectors of the CT10 PDF set [196] and to addi-
tional eigenvectors which are associated to a variation of αs. Additionally, the
differences with respect to the central PDFs of the MSTW2008CPdeut [197] and
NNPDF23 [198] sets are taken into account.

6.10. Results
The measured normalized differential cross sections of t-channel single-top-quark
production at 8 TeV as a function of the polarization angle are presented in Figs. 6.19
and 6.20 for top quark events, top antiquark events, and their combination respectively.
The measured differential cross sections are compared to the expectations by POWHEG,
aMC@NLO, and CompHEP. Uncertainties on the predictions through a variation of the
factorization/renormalization scales and the PDF are found to be negligible.
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Figure 6.19. The measured normalized differential cross section as a function of the
polarization angle for (a) top quark and (b) top antiquark events. The figures are taken
from Ref. [61].

The top quark spin asymmetries are extracted from the shapes through a χ2-based
linear fit (Sec. 6.8) and measured as

Aµ(t) = 0.29±0.03 (stat)±0.10 (syst) = 0.29±0.11, (6.6a.)

Aµ(t) = 0.21±0.05 (stat)±0.13 (syst) = 0.21±0.14, (6.6b.)

Aµ(t+ t) = 0.26±0.03 (stat)±0.10 (syst) = 0.26±0.11. (6.6c.)

In Fig. 6.21 these results are compared with the obtained asymmetries from the an-
alytical cross check for which only two bins in cosθ?µ are used and the unfolding is
performed unregularized (Sec. 6.8). A good agreement between the results from the
two methods is observed where however the two-bin cross check seems to be more
perceptible to statistical fluctuations leading to slightly larger uncertainties.
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Figure 6.20. The measured normalized differential cross section as a function of the
polarization angle for top quark and antiquark events. The figure is taken from Ref. [61].

The measured Aµ(t+ t) value from the differential cross section is compatible with
a p-value of 4.6% with the SM expectation of 0.44 as predicted by POWHEG which
corresponds to 2.0 standard deviations. The compatibility with the hypothetical case
of Aµ = 0 yields a lower p-value of 0.7% which corresponds to 2.7 standard deviations.
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Figure 6.21. Comparison of the extracted top quark spin asymmetries as obtained
through a linear fit to the shape of the differential cross sections or through the analytical
two-bin cross check.

6.11. Limits on anomalous couplings
The TopFit program [49, 184] is employed to illustrate the derivation of limits on
anomalous electroweak top quark couplings arising from dimension-six effective oper-
ators (see Sec. 2.6) using the result of the presented measurement. In addition to the
top quark spin asymmetry, the measured single-top-quark cross section in t channel
at 8 TeV [167] and the measured W boson helicity fractions in tt events at 8 TeV [199]
are included in the limit estimation as well. Potential correlations between the results
of these measurements are ignored. The limits are derived in the hyperplane spanned
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by the anomalous couplings VL, VR, gL, gR, and the single-top-quark polarization,
Pt, in t channel. The couplings are assumed to be real and the polarization is re-
stricted to Pt > 0. Since the polarization can additionally be influenced by 4-fermion
contact-interactions in production, two versions of limits are set. In the first version
the polarization is kept independent from the anomalous couplings. Thus, limits on
the polarization are only propagated through the top quark spin asymmetry via the
relation

A =
1
2
· Pt · α`(VL, VR, gL, gR) , (6.7.)

where α` denotes the spin-analyzing power of the lepton. For the second version of
limits potential extra couplings beyond the ones affecting the Wtb vertex in t-channel
production are ignored. Thus, the polarization is a fixed function of the anomalous
couplings.

The resulting limits are presented in Fig. 6.22 where two-dimensional projections of the
five-dimensional (anomalous couplings, polarization)-hyperspace are shown. For the
first version of limits, where the polarization is kept free, the presented spin asymmetry
measurement is not yet precise enough to constrain the polarization at an exclusion
limit (CL) of 95%. If the polarization is on the other hand fixed to the anomalous
couplings, the derived limits become more stringent. In particular, a large region in
the (Pt,VR)-plane can be excluded.
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Figure 6.22. Projections of limits on anomalous couplings and the top quark polariza-
tion for cases with free-floating polarization (violet) or when fixing the polarization to
the anomalous couplings (orange): (a) left-handed vector couplings against polarization;
(b) right-handed vector coupling against polarization; (c) left-handed tensor coupling
against polarization; (d) right-handed tensor coupling against polarization.
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7.
Chapter

Measurement of differential single-
top-quark cross sections at 13 TeV

An early measurement of the normalized differential single-top-quark cross sections in t channel
as a function of the top quark transverse momentum and rapidity at a center-of-mass energy
of 13 TeV is presented. Proton-proton collision data corresponding to 2.3 fb−1 are analyzed
which were recorded in 2015 with the CMS experiment. Events containing one isolated muon
and two or three jets are selected and a boosted decision tree is trained for separating signal
from background events further. The amount of signal events as a function of the top quark
transverse momentum and rapidity is estimated by performing multiple maximum-likelihood
fits. The results are unfolded to parton level and compared to predictions by various Monte-
Carlo generators. No significant deviations are observed. The measurement detailed in this
chapter has been published in Ref. [200].

7.1. Outline of analysis strategy
Proton-proton collision data are analyzed corresponding to an integrated luminosity of
2.3 fb−1. Events containing one isolated muon and two or three jets are selected. A BDT
is trained to obtain a powerful discriminant for separating signal from background
events. The individual amounts of signal and background events in data are estimated
by performing a template-based ML fit to the distributions of the transverse W boson
mass and the BDT discriminant in the signal and in two tt-dominated control regions
simultaneously. The contamination by multijet events is estimated by using a data-
driven template to model its shape. The template is obtained from a sideband region
for which the muon isolation is inverted. Multiple ML fits are performed in separate
intervals of the top quark transverse momentum and rapidity in addition. By passing
these fit results directly to the unfolding procedure the differential cross section as
a function of the top quark pT and rapidity is inferred. The impact of sources of
systematic uncertainties on the differential cross section is evaluated by repeating
the measurement with correspondingly modified templates. The resulting differential
cross sections are compared to predictions by various event generators.

The outlined strategy has multiple benefits compared to the one chosen for the polar-
ization measurement (Ch. 6). First, it is not necessary to define a signal-enriched region
where the remaining backgrounds are subtracted from data prior to unfolding. Instead,
the signal yields in intervals of the top quark pT and rapidity are taken from the fit
results directly. Secondly, since no signal-enriched region is defined an optimization
of its selection is also not required. The measurement is carried out with no explicit
selection to reject multijet events or on the BDT discriminant to reject W+jets/tt events



116 Chapter 7. Measurement of differential single-top-quark cross sections at 13 TeV

except for validation purposes. Lastly, residual differences in the estimated background
yields between unfolding bins are profiled per bin of the top quark pT or rapidity
spectrum. This reduces the impact of potential shortcomings in their modeling and
can also mitigate a potential bias that may occur through correlations of the BDT
discriminant with the top quark pT and rapidity distributions.

7.2. Event selection and simulated samples
The measurement is based on pp collision data corresponding to 2.3 fb−1 which were
recorded with the CMS experiment in 2015 at a center-of-mass energy of 13 TeV. During
this data taking period the instantaneous luminosity was kept relatively low with a
maximum of about 5.1 Hz/nb leading to only 14 pileup interactions on average [78].

A muon trigger is employed which requires the presence of an isolated muon candidate
with a transverse momentum of at least 20 GeV within |η|< 2.4. Offline, the muon
candidate is required to have pT > 22 GeV within |η|< 2.4 and it has to fulfill tight
identification requirements as well. Furthermore, the muon candidate is required
to be isolated with a relative ∆β-based isolation of Iµ

rel. < 6%, calculated from the
transverse energy deposits of charged and neutral hadrons, photons, and from tracks
associated to pileup interactions within a cone of ∆R< 0.4 around the candidate (see
Sec. 4.4). The isolation is explicitly chosen tighter here compared to single-top-quark
measurements at 8 TeV (e.g. Ch. 6, Ref. [167]) in which an isolation of Iµ

rel. < 12% is
required instead. The distribution of the relative muon isolation after applying the
complete event selection with the exception of the isolation requirement is presented in
Fig. 7.1. The multijet template is taken exceptionally from simulation and scaled such
that it fits approximately to the bulk of the data distribution within uncertainties. The
deviation at high isolation values can be attributed to differences in the trigger isolation
efficiencies between data and its emulation in simulation. The tighter isolation working
point is motivated by the observed larger background contamination stemming from
multijet production. Selection efficiencies for various working points, estimated from
simulation, are listed in Tab. 7.1. Compared to Iµ

rel. <12%, the contamination by multijet
events is about halved at the new working point of Iµ

rel. < 6% whereas only 12% of
signal and other background events are rejected.

Table 7.1. Selection efficiencies for various isolation working points estimated from
simulation.

Process Selection efficiency

Iµ
rel. < 12% Iµ

rel. < 8% Iµ
rel. < 6% Iµ

rel. < 4%

t channel 94% 88% 83% 73%

Multijet (simulation) 33% 21% 16% 10%

Other backgrounds 93% 87% 82% 72%

For the measurement, contributions from processes with a µµ+jets or a µe+jets final
state such as dileptonic tt or Z/γ∗+jets production are suppressed by vetoing events
containing additional muon (pT >10 GeV, |η|<2.5) or electron candidates (pT >20 GeV,
|η|< 2.5). Additional muon candidates are required to be isolated (Iµ

rel. < 20%) and to
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Figure 7.1. Distribution of the relative ∆β-based muon isolation in 2j1t. The multijet
template is taken from simulation.

fulfill loose identification criteria. Electrons candidates on the other hand have to pass
identification criteria which are specifically designed for vetoing events containing
additional electrons.

Jets are clustered from PF candidates using the anti-kT algorithm with a distance
parameter of R = 0.4 while mitigating the influence of pileup through the CHS tech-
nique [124]. The reconstructed jet energy is corrected in data and simulation using
dedicated scale factors. Additionally, the jet energy is smeared in simulation to match
the resolution observed in data. Events containing two or three jets with a corrected
transverse momentum of at least 40 GeV that fall within |η|< 4.7 and fulfill loose iden-
tification requirements are selected for analysis. Potential overlaps between selected
jets and the single muon candidate are avoided by ignoring jets that are reconstructed
within a cone of ∆R<0.3 around the muon. The CSV algorithm (version 2) is employed
for b-tagging [129]. At its tight working point an efficiency of about 50% is achieved
for tagging true b jets whereas the fraction of mistagged jets originating from g, u, d,
s quarks amounts to only 0.1%. To match the observed b-tagging efficiency in data,
simulated events are reweighted using dedicated scale factors.

For validation purposes, events with a transverse W boson mass of mT(W)> 50 GeV
are selected to reject multijet events. However, the region mT(W)< 50 GeV is explicitly
kept in the measurement since it provides sensitivity to estimate the amount of multijet
events as detailed in Sec. 7.5.

The following samples of simulated events are employed in the measurement. The
MadGraph5_aMC@NLO generator interfaced with Pythia 8 is used to generate the default
signal sample of t-channel single-top-quark production in 4 FS. Alternative samples
are generated for comparison using the MadGraph5_aMC@NLO generator interfaced with
Pythia 8 in 5 FS, MadGraph5_aMC@NLO interfaced with Herwig in 4 FS, and POWHEG inter-
faced with Pythia in 4 FS. Single-top-quark production via tW and tt production are
simulated using the POWHEG generator interfaced with Pythia 8. Samples of W+jets and
Z/γ∗+jets events are generated using MadGraph5_aMC@NLO interfaced with Pythia 8
as well. The calculated SM cross sections for normalizing these samples are listed
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in Tab. 7.2. The contributions by single-top-quark production in s channel and by
diboson production have been found negligible at 13 TeV after the event selection.
Thus corresponding samples are not used in the measurement. Special care is taken for
normalizing the samples produced with the MadGraph5_aMC@NLO generator because
the MC@NLO matching scheme leads to a significant fraction of negatively weighted
events. In the employed samples the fractions are found to be about 40% for t-channel,
25% for Z/γ∗+jets, and 15% for W+jets events.

Table 7.2. Theoretical SM cross sections at 13 TeV used to normalize the simulated
samples.

Process Cross section Accuracy

t-channel top quark 136.0+5.4
−4.6 pb NLO (using HATHOR 2.1 [58])

t-channel top antiquark 81.0+4.1
−3.6 pb NLO (using HATHOR 2.1 [58])

tW channel 71.7±3.8 pb NLO (using HATHOR 2.1 [58])

tt 832+20
−29 pb NNLO (using Top++ 2.0 [52])

W→ `ν+jets 20509+788
−776 pb NNLO (using FEWZ 3.1 [201])

Z/γ∗→ `+`−, m`` > 50 GeV 2008+76
−75 pb NNLO (using FEWZ 3.1 [201])

Following a similar procedure as in the top quark polarization measurement (Ch. 6),
the shape of multijet events is modeled by a data-driven template from a sideband
region for which the muon isolation is inverted as Iµ

rel. > 20% in the event selection.
A systematic uncertainty on the shape of the multijet template is taken into account
by extracting the template from an isolation subrange of either Iµ

rel. ∈ [20%,40%] or
Iµ
rel. ∈ [40%,∞] instead. These intervals have been chosen such that they contain ap-

proximately equal amounts of data events in order not to increase the . The resulting
shape variations after scaling each template to its individual ML fit result are shown
in Fig. 7.2a as a function of the transverse W boson mass. In Fig. 7.2b the shape uncer-
tainty as a function of a BDT discriminant (Sec. 7.4) is shown in a multijet-depleted
region defined by mT(W)> 50 GeV. In this region the uncertainty on the extrapolated
multijet yield amounts to about ±20% on average. In the distributions throughout
this chapter, the extracted multijet template as well as other background and signal
templates are scaled to the result of a ML fit to data as described in Sec. 7.5 unless
explicitly stated otherwise.

After the event selection signal and control regions are defined based on the number
of selected jets and the subset of jets which are also b-tagged. The same notation as
in the top quark polarization measurement is employed as detailed in Sec. 6.2. In
control regions the assignment of jets to the top quark decay and to the spectator
quark is performed as follows. First, b-tagged jets are sorted by pT and non-tagged jets
by |η|. Then, the most forward jet is taken as the spectator jets because in t-channel
single-top-quark production it is expected to be scattered into the forward detector
region by recoiling against the W boson. In the 2j0t control region the remaining
jet is then associated to the top quark decay. In control regions containing multiple
b-tagged jets the top quark is reconstructed using the hardest b-tagged jet. This choice
is motivated by the fact that an additional b quark in t-channel single-top-quark



7.3. Background modeling 119

(W) (GeV)Tm
0 20 40 60 80 100

R
at

io

0.6
0.8

1
1.2
1.4

E
ve

nt
s 

/ b
in

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

310×
CMS Preliminary
Multijet tmpl.

 (13TeV)-1fb 2j1t, 2.3 + µ

(a)

BDT discriminant

1− 0.5− 0 0.5 1

R
at

io

0
0.5

1
1.5

2

E
ve

nt
s 

/ b
in

0

20

40

60

80

100

120

140 CMS Preliminary
GeV 50 > (W)TMultijet tmpl., m

 (13TeV)-1fb 2j1t, 2.3 + µ
∈rel. I

]∞ [20%, 

∈rel. I

]∞ [40%, 

∈rel. I

40%] [20%, 

(b)

Figure 7.2. Extracted multijet templates from three sideband regions with different muon
isolation ranges in 2j1t region: (a) distribution of the transverse W boson mass; (b) distri-
bution of a BDT discriminant for events with mT(W)> 50 GeV. The individual templates
are scaled to the results of corresponding ML fits to data (Sec. 7.5).

production originates from initial state gluon splitting for which a softer spectrum is
expected.

Distributions of the reconstructed top quark mass in signal and control regions are
presented in Fig. 7.3. Since the 3j2t region contains a relatively low number of events,
the 3j1t region is considered as an additional tt control region in this analysis for
fitting. The shown distributions of data are well described by the simulated signal and
background samples, and the extracted multijet templates.

7.3. Background modeling
The modeling of the simulated samples and the applied corrections are assessed.
In Fig. 7.4 distributions of the number of jets and the number of b-tagged jets are
presented. These allow to validate whether if the applied jet energy corrections and the
b-tagging efficiency scale factors correct properly for any residual differences between
data and simulation. Good agreement is observed for the number of b-tagged jets and
also for the number of jets at low multiplicities (N≤ 4) relevant for this analysis. At
higher jet multiplicities, the number of jets is overestimated by simulation to which
the measurement is however not sensitive. Dedicated tt measurements revealed that a
refining of generator parameters controlling the radiation of addition partons results
in a good description of data at high jet multiplicities as well [202].

The modeling of the data-driven multijet template is validated in Fig. 7.5 where the
distributions of the missing transverse energy and the difference in φ angles between
the muon and the transverse momentum is presented in the 2j0t W+jets and 2j1t signal
regions. Both distributions demonstrate a good description of data by the multijet
templates and the simulated samples.

Lastly, the W+jets modeling is assessed. Figure 7.6 shows the distributions of the
transverse W boson mass and the polarization angle using the default W+jets sample
generated with MadGraph5_aMC@NLO at NLO. For comparison, the predicted shape by



120 Chapter 7. Measurement of differential single-top-quark cross sections at 13 TeV

top quark mass (GeV)
100 200 300 400

D
at

a/
M

C

0.6
0.8

1
1.2
1.4

E
ve

nt
s 

/ b
in

0

20

40

60

80

310×
CMS Preliminary

 (13TeV)-1fb 2j0t, 2.3 + µ

(a)

top quark mass (GeV)
100 200 300 400

D
at

a/
M

C

0.6
0.8

1
1.2
1.4

E
ve

nt
s 

/ b
in

0

2

4

6

8

310×
CMS Preliminary

 (13TeV)-1fb 2j1t, 2.3 + µ
Data
Multijet

+jetsγZ/
W+LF
W+HF
tt

tW
-channelt

MC stat.

(b)

top quark mass (GeV)
100 200 300 400

D
at

a/
M

C

0.6
0.8

1
1.2
1.4

E
ve

nt
s 

/ b
in

0

2

4

6

310×
CMS Preliminary

 (13TeV)-1fb 3j1t, 2.3 + µ

(c)

top quark mass (GeV)
100 200 300 400

D
at

a/
M

C

0.6
0.8

1
1.2
1.4

E
ve

nt
s 

/ b
in

0

0.2

0.4

0.6

0.8

1

1.2

1.4
310×

CMS Preliminary

 (13TeV)-1fb 3j2t, 2.3 + µ
Data
Multijet

+jetsγZ/
W+LF
W+HF
tt

tW
-channelt

MC stat.

(d)

Figure 7.3. Distributions of the reconstructed top quark mass: (a) W+jets control region;
(b) signal region; (c+d) tt control regions.

an alternative W+jets sample generated MadGraph at LO is also presented. The sample
produced with the new MadGraph5_aMC@NLO generator displays a superior modeling
of both observables whereas the MadGraph W+jets sample exhibits some mismodeling.
The trend in the ratios is somewhat different here compared to the observations in
the top quark polarization measurement at 8 TeV (Sec. 6.4). This may be related to
differences in the Pythia tunes(?) which was however not studied further.

(?) 8 TeV: Pythia6 Z2? tune [203]; 13 TeV: Pythia8 CUETP8M1 tune [204].
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Figure 7.4. Distributions of the number of selected jets and b-tagged jets for events with
at least two selected jets and mT(W)> 50 GeV.
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Figure 7.5. Validation of the data-driven multijet template in (top row) 2j0t W+jets
control region and (bottom row) 2j1t signal region: (left column) distribution of the missing
transverse energy; (right column) distribution of the difference of the φ angles of the muon
and missing transverse momentum.
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Figure 7.6. W+jets modeling in 2j0t control region by (top row) MadGraph5_aMC@NLO at
NLO or by (bottom row) MadGraph at LO accuracy: (left column) distribution of the pT of
the reconstructed W boson candidate; (right column) distribution of the polarization angle.
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7.4. BDT training
A BDT is trained for separating t-channel single-top-quark events from W+jets and
tt background events. It is configured as follows. The AdaBoost algorithm with a
learning rate of 40% is chosen. In total, 1 000 decision trees with a maximum depth
of three are trained. The number of tested working points per observables is set to
40. Negatively weighted events generated by MadGraph5_aMC@NLO are also included
in the training for which the boosting weight is automatically inverted inside TMVA.
A potential overtraining through the large fraction of negatively weighted events is
mitigated by adding alternative t-channel and W+jets events generated with POWHEG
and MadGraph to the training respectively whose events weights are all positive. For
validation purposes an alternative BDT is trained as well using the GradientBoost
algorithm with a shrinkage of 40% while keeping the other settings identical. In the
case significant differences in the performances between both BDTs are obtained, this
may reveal potential problems with the chosen setup hinting to e.g. overtraining or
improper handling of the negatively weighted events.

In addition to the W+jets and tt events a sample of simulated multijet events is added
to the training as background as well. The motivation for this is to prevent that multijet
events become accidentally clustered at high values of the final BDT discriminant. The
exact amount of mixed-in multijet events has to be however carefully chosen since if it
is too large the BDT might separate multijet from signal events predominantly while
mostly ignoring W+jets and tt events.

Various input observables have been investigated for their individual discrimination
power per process-pair as listed in Tab. 7.3. The following five observables have been
chosen which provide individually already a high discrimination power while exhibit-
ing low correlations with the reconstructed top quark pT and rapidity:

• the absolute value of the pseudorapidity of the untagged spectator jet (j′);
• the invariant mass of the reconstructed top quark candidate;
• the ∆R distance between the two selected jets;
• the difference in pseudorapidity between the muon and the selected b-tagged jet;
• the transverse W boson mass, mT(W), before solving for the unknown neutrino

pz component in the top quark reconstruction.

Although mT(W) provides little discrimination power for separating t-channel from
W+jets and tt events it is included for its discrimination power against multijet events.
The event shape variables C and sphericity yield a high discrimination power as well
for separating signal from tt events as indicated in Tab. 7.3. They are calculated as

Sab =

jets, µ,~/pT

∑
i

pa
i · p

b
i

jets, µ,~/pT

∑
i
|~pi|2

, ⇒ S =
3
2
(λ2 + λ3) , C = 3(λ1λ2 + λ1λ3 + λ2λ3) , (7.1.)

where λ1 +λ2 +λ3 = 1 are the decreasingly-ordered eigenvalues of the momentum
tensor Sab. Their distributions are shown in Fig. 7.7 for which also a good modeling of
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Table 7.3. Discrimination power of event observables and the trained BDTs in 2j1t re-
gion for various combinations of signal (t-channel) and background (tt, W+jets, multijet)
processes. Highlighted are a few of the most discriminating observables per process-pair.

Observable Area under ROC curve (AUC)

tt/signal W+jets/signal Multijet/signal tt/W+jets

BD
T

in
pu

ts

Spectator jet |η(j′)| 26% 21% 10% 6%

|mtop−172.5 GeV| 13% 24% 14% 11%

∆R(b jet, j′) 26% 13% 5% 15%

|∆η(b jet,muon)| 5% 20% 5% 16%

mT(W) 4% 2% 36% 3%

O
th

er
s

/ET 9% 4% 28% 12%

Muon pT 11% 10% 27% 1%

Spectator jet pT 1% 4% 9% 4%

|∆φ(muon, /ET)| 6% 3% 19% 4%

b jet mass 5% 3% 8% 5%

Dijet pT 12% 4% 6% 8%

Dijet mass 23% 14% 11% 10%√
ŝ = |~ptop +~pj′ | 15% 7% 11% 8%

(~ptop +~pj′ )T 16% 1% 1% 17%

Isotropy 2% 4% 8% 6%

Sphericity 25% 18% 7% 10%

Event shape C 25% 17% 7% 10%

cosθ?µ (polarization) 14% 7% 9% 7%

cosθ?W (helicity) 1% 11% 10% 10%

BDT (AdaBoost) 31% 32% 27% 3%

BDT (GradientBoost) 31% 31% 29% 2%

data by the simulated samples is observed. However, when adding these observables
to the BDT training no further improvement in discrimination power was obtained.
Thus they have been omitted from the BDT training for the measurement.

The trained BDT discriminant yields an AUC of 31% and 32% for separating t-channel
single-top-quark events from tt and W+jets events, respectively. The obtained perfor-
mance is confirmed by the alternative BDT which is trained with the GradientBoost
method instead. The BDT discrimination power against multijet events of 27% is not
as high as what could be obtained with the transverse W boson mass alone (36%). This
is a result of the reduced amount of multijet events added to the training such that
the BDT does not discriminates against them predominantly but mostly against tt and
W+jets events instead.

Distributions of the chosen input observables in the 2j1t region are shown in Fig. 7.8
which the exception of the top quark mass which has already been presented in Fig. 7.3.
The distribution of the resulting BDT discriminant is shown in Fig. 7.8e. Since its shape
is used later in an ML fit an ad-hoc transformation
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Figure 7.7. Event shape observables in 2j1t region: (a) event shape C; (b) sphericity.
Details on their calculation are given in the text.

BDT 7→ BDT′ = tanh
(

3.2 ·
(
BDT− 0.12

))
(7.2.)

is applied to the BDT value per event such that the distribution has an improved spread
over the full range of BDT∈ [−1;1] for fitting. The exact transformation is chosen such
that multiple bins with varying signal fractions are obtained which yields a higher
sensitivity to the signal yield in the fit.

The correlations between the top quark pT, rapidity, and the BDT input observables for
t-channel single-top-quark events are presented in Fig. 7.9. In general, the correlations
with the top quark pT and rapidity are found to be relatively low. For the top quark
rapidity the largest correlation amounts to 8% with the transverse W boson mass while
for the top quark pT a correlation of −14% is observed with the pseudorapidity of the
spectator jet.

7.5. Signal extraction
In past single-top-quark measurements (e.g. Refs. [61, 167, 168]), the contamination
by multijet events is estimated following a common procedure in which an extra ML
fit to data is performed using the mT(W) or /ET distribution while keeping all other
processes grouped together. The amount of signal events is then estimated by perform-
ing a second ML fit using a discriminating observables such as the pseudorapidity of
the spectator jet or an MVA discriminant while fixing the multijet yield to the first fit
result. The reason behind this two-staged fitting procedure is that the mT(W) or /ET
shape is very sensitive to the multijet yield whereas another observable is required to
provide sufficient sensitivity to break down the contributions by the signal and the
other background processes (see also Tab. 7.3). In this measurement a novel fitting
strategy, outlined in the following, has been developed which allows to simultaneously
estimated the amount of signal, the contamination by multijet events, and the contri-
butions by the other backgrounds processes by performing only a single ML fit. The
log-likelihood of the fit can be written as
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Figure 7.8. Distributions of some input observables for the BDT training in 2j1t signal
region and the final discriminant: (a) the transverse W boson mass; (b) pseudorapidity
of the spectator jet (j′); (c) ∆R difference between the two jets; (d) difference in pseudora-
pidities between the muon and b-tagged jet; (e+f) the raw and transformed discriminant.
The hatched band reflects the total systematic uncertainties. The figures are taken from
Ref. [200].
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Figure 7.9. Pearson correlation coefficients between the BDT input observables and the
top quark pT and rapidity for t-channel single-top-quark events.

ln
(
Ltotal

)
= ln

(
L

2j1t
Poi.
)
+ ln

(
L

3j1t
Poi.
)
+ ln

(
L

3j2t
Poi.
)
+ constraints . (7.3.)

in which the Poisson terms per region X = (2j1t,3j1t,3j2t) are given by

ln
(
LX

Poi.
(
~d X |~p X)) =

bins

∑
i

(
dX

i ln pX
i − pX

i

)
+ const. , (7.4.)

where di denotes the amount of data events and pi the prediction per bin i. The
predictions per region can be expressed as

~pX = βt-channel ·~TX
t-channel (7.5a.)

+ βtop bkg. ·
(
~TX

tt +
~TX

tW

)
(7.5b.)

+ βW/Z+jets ·
(
~TX

W+jets +~TX
Z/γ∗+jets

)
(7.5c.)

+ βX
multijet ·~T

X
multijet , (7.5d.)

where ~Tj denotes a template of a process whose normalization is modified by a cor-
responding scale factor β j . In this fit, background processes containing genuine top
quarks (tt, tW) have been grouped together as well as the electroweak processes (W+jets,
Z/γ∗+jets). A log-normal prior with an uncertainty of ±10% is used to constrain the
normalization of the top quark background. For the W/Z+jet background a conserva-
tive larger prior with a width of ±30% is assumed. The normalization of the multijet
templates are kept almost unconstrained using independent scale factors per region
with an uncertainty of ±100% on their yield. No constraint on the signal scale factor is
applied.

A compound distribution is utilized for fitting using the transverse W boson mass
distribution for events with mT(W) < 50 GeV and the distribution of the trained
BDT discriminant otherwise. A comparison of the different template shapes for both
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distributions in the 2j1t region is presented in Fig. 7.10. Only five bins are used for
the mT(W) distribution and 15 for the BDT distribution to reduce the impact by the
limited simulation statistics on the result. The two tt control regions (3j1t, 3j2t) are
fitted simultaneously as well which provides an additional handle on the tt yield.
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Figure 7.10. Shapes of the ML fit templates in 2j1t region.

The estimated yields per process in the 2j1t region after the event selection are listed
in Tab. 7.4. Extrapolated yields are also given in a multijet-depleted region and in a
signal-enriched region for reference, where in the latter a S/B of about 1 is obtained.
The correlations between the estimated scale factors are presented in Fig. 7.11. Overall
the absolute value of the correlation does not exceed 34% with the exception of the 3j2t
multijet scale factor for which the corresponding template contributes however only
2% of events in the 3j2t region in total compared to the other processes. In particular
the anticorrelation between the W+jets and tt yields amounts to only -33% through the
new fitting strategy which marks a significant reduction compared to the fit result in
the top quark polarization measurement where an anticorrelation of −75% has been
obtained (Sec. 6.5).
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Figure 7.11. Correlations between the estimated scale factors.
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Table 7.4. Estimated event yields in the 2j1t region: after the event selection; for events
with mT(W)> 50 GeV; in a signal-enriched phase space defined by mT(W)> 50 GeV and
BDT> 0.6 .

Process Event yields

Selection mT(W)> 50 GeV Signal-enriched

tW 2001±14 1343±12 32±2

tt 19037±22 12960±18 353±3

W+heavy quark flavor 6825±57 4807±49 189±11

W+light quark flavor 2395±40 1684±34 71±7

Z/γ∗+jets 1534±24 664±16 23±3

Multijet 4881±18 561±3 38±1

Signal 3385±5 2351±4 700±2

Total expected 40057±80 24369±66 1407±13

Data 40432±201 24417±156 1482±38

Besides the inclusive ML fit, multiple fits are performed in addition using the same
strategy while being however restricted to events within a certain interval of the
reconstructed top quark pT or rapidity. Estimating separate scale factors in these
intervals results in several advantages for the measurement as listed in the following.

• The estimated scale factors allow to calculate the yield of the signal as a function
of the top quark pT and rapidity directly. Thus, contributions from background
processes do not have to be explicitly subtracted from data prior to the unfolding.
This new approach mitigates also the impact of the limited simulation statistics
on the result since the corresponding uncertainty is profiled in the fit by the
Barlow-Beeston method as detailed in Sec. 5.4.

• In the top quark polarization measurement a lengthy procedure was required
to obtain an optimal signal-enriched region during which the working point
of a trained BDT was scanned while evaluating the impact of the systematic
uncertainties on the result using pseudo-data (Sec. 6.7). In this measurement,
the estimated scale factors reflect directly the amount of signal and background
events after the event selection. Thus, performing an optimization for finding a
signal-enriched region is not required.

• Residual differences in the background shapes may still be present in the signal
region although their modeling has been validated extensively in control regions.
Furthermore, the BDT itself may introduce a bias towards the SM prediction be-
cause only a sample of SM t-channel single-top-quark events is used for its training.
In the multi-fit approach potential differences and biases are however profiled per
bin of the measurement which thus mitigates their impact. On the other hand,
problems in the modeling of a background process can be directly identified
if a trend in its normalization is obtained as e.g. observed in the polarization
measurement for the multijet yield in the electron channel (Sec. 6.6).

The results of the separate ML fits in bins of the top quark pT and rapidity are presented
in Fig. 7.12. The depicted binning scheme for both observables is introduced in Sec. 7.7
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below. Overall, the estimated scale factors per process agree with each other within
the shown statistical uncertainties of the fit. The only exception is the first top quark
pT bin where an undershoot of signal is observed with respect to the SM expectation.
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Figure 7.12. Scale factors of the process yields with respect to their SM expectations as
a function of the top quark (a) transverse momentum and (b) rapidity. The vertical bars
denote the statistical uncertainties on the yields. For multijet events only the scale factors
with respect to the normalization from the sideband region in the 2j1t region are shown.
The dashed vertical lines mark the bin edges.

7.6. Validation
Before the unfolding is carried out the distributions of the top quark pT and rapidity
are validated. Figure 7.13 shows the corresponding distributions in a signal-depleted
and in a signal-enriched phase space. These are defined by selecting events with
either BDT < 0 or BDT > 0.6 respectively while in addition requiring only events
with mT(W)> 50 GeV to suppress contributions from multijet production. A good
agreement is observed in the signal-depleted phase space for both observables within
uncertainties. For the top quark rapidity distribution a good description of data by the
templates is also observed in the signal-enriched region. The top quark pT distribution
in data displays however a somewhat harder spectrum compared to the expectation.
In particular the prediction in the first pT bin overestimates the observed amount
of events in data which also confirms the result obtained from the separate ML fits
presented in Fig. 7.12.

To cross check the background modeling further, the top quark pT and rapidity distri-
butions in the 3j1t tt control region are shown in Fig. 7.14. Good agreement between
data and simulation is observed for both distributions. Since no significant deviations
are observed for the background modeling, the unfolding is performed to infer the
differential cross sections at parton level.

7.7. Unfolding
The results obtained from the ML fits are used to unfold the estimated distribution
of t-channel single-top-quark events as a function of the top quark pT and rapidity
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Figure 7.13. Distributions of the (top row) top quark pT and (bottom row) rapidity in
(left column) a signal-depleted and (right-column) a signal-enriched phase space defined
by BDT< 0 and BDT> 0.6 respectively after requiring only events with mT(W)> 50 GeV
to suppress contributions from multijet production. The hatched bands reflect the total
systematic uncertainties. The figures are taken from Ref. [200].

to parton level using the TUnfold package. At reconstruction level the top quark pT
and rapidity are calculated from the summed 4-momenta of the selected b-tagged jet,
muon and the reconstructed neutrino candidate. In particular the rapidity is calculated
as y= 1

2 ln((E+ pz)/(E− pz)) without utilizing knowledge about the top quark mass
from other measurements. At parton level the top quark is defined to be on-shell while
its momentum is also affected by boosts of the event induced by the simulation of
QCD/QED radiations and by an intrinsic kT of the initial-state partons.

The migration of events between bins at reconstruction and parton level is studied to
find the optimal binning scheme for the unfolding. For this the stability, S, and purity,
P, defined as

Si =
Rii

∑
j
Rij

, Pj =
Rjj

∑
i
Rij

, (7.6.)
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Figure 7.14. Distributions of the (a) top quark pT and (b) rapidity in the 3j1t control
region.

are calculated from the response matrix R for various test-schemes. The stability
denotes the amount of events generated in bin i which do not migrate into other bins
at reconstruction level. The purity on the other hand denotes the amount of events
which have been reconstructed in bin j but do not migrate into other bins at parton
level. By choosing a suitable binning scheme for which both quantities are large (i.e. the
migrations are low), less regularization has to be applied in the unfolding procedure.
Hence, the procedure of finding such an optimized binning scheme is commonly
considered as the first step for regularizing the ill-posed unfolding problem.

The final binning schemes chosen for the top quark pT and rapidity at parton level
are presented in Tab. 7.5 together with the calculated stabilities and purities per bin.
Overall, both quantities are found to be above 50% with the exception of the purity
in the last rapidity bin which amounts to only 41%. The corresponding response
matrices are presented in Fig. 7.15. To stabilize the minimization procedure inside the
TUnfold method, eight bins are chosen at reconstruction level whereas only four bins
are considered at parton level.

Table 7.5. Stabilities and purities per bin of the top quark pT and rapidity distributions
at parton level.

Top quark pT range 0–50 GeV 50–85 GeV 85–140 GeV 140–300 GeV

Stability 59% 61% 64% 75%

Purity 63% 62% 63% 64%

Top quark |y| range 0–0.45 0.45–0.95 0.95–1.50 1.50–2.40

Stability 63% 54% 61% 86%

Purity 84% 57% 51% 41%

The selection efficiencies for t-channel single-top-quark events at reconstruction level
with respect to parton level for the chosen binning schemes are also studied. They are
presented in Fig. 7.16 after certain event selection steps as indicated. The efficiencies in
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Figure 7.15. Response matrices for the top-quark (a) transverse momentum and (b) ra-
pidity.

the first top quark pT bin and in the last rapidity bin are found to be relatively small
(≈ 1%) compared to all other bins after selecting events in the 2j1t region that pass
also mT(W)> 50 GeV. Further optimization of the binning scheme at this stage would
however degrade the obtained stability and purity and is therefore not envisaged.
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Figure 7.16. Selection efficiencies for the top-quark (a) transverse momentum and (b) ra-
pidity after certain event selection steps.

7.8. Statistical evaluation
The measurement is affected by various sources of systematic uncertainties. For each
source new templates are derived which reflect a systematic variation by one standard
deviation. Those are then propagated through the fitting procedure, the BDT evalu-
ation, and the unfolding. Special care is taken in the unfolding step since not only
the templates can change under a systematic variation but also the response matrices
themselves. To calculate the resulting differential cross section pseudo experiments are
performed by dicing normal distributions per uncertainty source around the nominal
spectrum. The resulting yields ytotal

i per bin i can be express as

ytotal
i = ynominal

i +N
(

0,Vstat.
)

i
+

sources

∑
j

N
(

0, ∆±syst. j
i

)
, (7.7.)
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where N denotes the normal distribution, Vstat. the covariance matrix of the statistical
uncertainty, and ∆±syst. j

i the differences in yields between the shifted and nominal
templates per systematic source j. From the distribution of the yields over many
pseudo experiments, the central value of the differential cross section is taken to be the
median and its uncertainty is quoted as the quantile corresponding to one standard
deviation. In the following the considered sources of systematic uncertainties are
briefly described.

Background composition In the ML fits the Z/γ∗+jets and tW templates are grouped
together with the larger W+jets and tt templates respectively. To assess the impact
of the assumed ratios on the measurement, their contributions to the fit templates
are varied conservatively by ±20% independently.

Multijet template An uncertainty on the extract multijet template is taken into ac-
count by assessing the impact on the measurement when using two alternative
templates derived from subregions in the muon isolation of either [20%;40%] or
[40%;∞] instead as detailed in Sec. 7.2.

Analysis objects A summary of the considered sources of systematic uncertainties re-
lated to the reconstruction and selection of analysis objects is provided in Sec. 4.10.
This includes uncertainties on the jet energy scale and resolution, b-tagging and
mistagging efficiencies, muon trigger, identification, and isolation efficiencies, and
the pileup reweighting.

Signal and hadronization modeling The modeling of signal events generated with
MadGraph5_aMC@NLO is assessed by comparing to the result obtained when using
a sample generated with POWHEG instead. Additionally, a sample generated with
MadGraph5_aMC@NLO interfaced with Herwig is used to assess the dependence of
the result on the hadronization model.

Top quark mass Dedicated samples of t-channel, tW, and tt events are generated to
account for a conservative uncertainty of 172.5±1.0 GeV on the top quark mass.

Parton distribution function The uncertainty on the PDF is assessed by reweighting
the simulated samples according to the 102 variations of the NNPDF3.0 set [37].

Renormalization and factorization scales The uncertainty on the renormalization
scale is propagated to the result by performing a reweighting procedure of sim-
ulated tt, tW, W+jets, and t-channel events according to the scale dependence of
the corresponding matrix elements. Additionally, the factorization scale is varied
by using dedicated samples. The final uncertainty is taken to be the envelope of
varying both scales independently by a factor of two or one-half with respect to
the nominal scale choice with the exception of extreme up/down combinations.

tt pT reweighting The tt pT reweighting has been applied by default in this mea-
surement since it improves the agreement of the prediction with data at 13 TeV
similar to Sec. 6.4. A corresponding uncertainty is assessed by rederiving the result
without applying the reweighting.

The relative impact by some of the major sources of systematic uncertainties on the
measurement are shown in Figs. 7.17a and 7.17b per top quark pT and rapidity bin. The
largest ones are the data statistics (≈ 10–25%), the renormalization and factorization
scale choice (≈ 10–15%), the top quark mass (≈ 5–20%), and the jet energy scale and
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resolution (≈ 5–15%). Especially the first top quark pT bin is affected heavily by
most uncertainties which is also related to the low acceptance of signal events in this
particular bin as presented in Fig. 7.16a. Additionally, a large uncertainty in this bin is
also expected from theory originating from differences between the predictions in the
4 or 5 FS as discussed in Sec. 2.5.
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Figure 7.17. Relative impact on the yield for some of the largest systematic uncertainties
on the measured (a) top quark pT and (b) rapidity spectra. The dashed vertical lines mark
the bin edges.

7.9. Results
The measured normalized differential cross sections as a function of the top quark pT
and rapidity are presented in Fig. 7.18. The spectra are compared to the SM predictions
by MadGraph5_aMC@NLO interfaced with Pythia in 4 FS, POWHEG interfaced with Pythia
in 4 FS, MadGraph5_aMC@NLO interfaced with Pythia in 5 FS, and MadGraph5_aMC@NLO
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interfaced with Herwig in 4 FS. Overall the results agree with the predictions within
uncertainties. In particular, the first top quark pT bin is found to be affected by uncer-
tainties at large leading to a total relative uncertainty of about ±50% which renders
the observed deviation with respect to the predictions not very significant.
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Figure 7.18. The measured normalized differential cross section of t-channel single-top-
quark production as a function of the top quark (a) pT and (b) rapidity. The statistical
uncertainties are indicated by horizontal ticks on the error bars. The figures are taken from
Ref. [200].

To cross check the result of the top quark pT spectrum, the measurement has been
repeated by fitting the distribution of the pseudorapidity of the spectator jet (Fig. 7.8b)
instead of the BDT distribution. The resulting differential cross section is presented in
Fig. 7.19. It confirms the obtained result within however larger uncertainties.
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Figure 7.19. Cross check of the top quark pT differential cross section result by fitting
the pseudorapidity distribution of the spectator jet instead of the BDT discriminant. The
statistical uncertainties are indicated by horizontal ticks on the error bars.



8.
Chapter

Prospects for differential t-channel
measurements at 13 TeV

Improvements for future measurements of differential cross sections are investigated. These
are showcased for an envisaged measurement of differential cross sections as a function of
the top quark transverse momentum, rapidity, and polarization angle using 36 fb−1 of pp
collision data recorded with the CMS experiment in 2016. First, the training of a new BDT
discriminant for separating W+jets from tt events in the signal region is motivated. It enhances
the sensitivity to the heavy-quark-flavor component of the W+jet background in the ML fit
for which a control region can not easily be defined otherwise. Secondly, the requirements
for measuring differential cross sections at particle level in addition to the parton level are
discussed. Observables at particle level have the benefits of being closer to their reconstruction
level counterparts resulting in lesser migrations and a higher acceptance compared to the parton
level. A technical study of the most appropriate selection of event at particle level is detailed
which has also been published in Ref. [205]. The chapter is concluded by presenting projections
obtained with pseudo-data since the proposed measurement is currently being developed and
thus data in the signal-enriched region has been blinded.

8.1. Setup
Prospects for measuring differential single-top-quark cross sections as a function of
the top quark pT, rapidity, and the polarization angle at parton and particle level are
investigated in the following. The chosen analysis strategy is an extension of the one
developed in the context of the measurement of differential cross section of single-
top-quark-production in t channel at 13 TeV (Ch. 7). The setup of this study is briefly
outlined in the following.

The data statistics for this study is increased compared to the first differential mea-
surement at 13 TeV by using pp collision data recorded in 2016 with the CMS detector
corresponding to 36 fb−1. Events containing an isolated muon candidate and two or
three jets are selected using mostly the same criteria as in Sec. 7.2, with a few excep-
tions as highlighted below. The threshold of the employed single muon trigger has
been raised to 24 GeV because of the higher instantaneous luminosity, which peaked
at 15.3 Hz/nb [78] in the 2016 data-taking period. Consequently, muon candidates
with a higher threshold of pT > 26 GeV are required offline. All other muon selection
criteria are kept the same. The analysis of events containing single electrons and two
or three jets is also explored. Corresponding data events are recorded with an electron
trigger that requires an electron candidate with a transverse momentum of at least
32 GeV within |η|< 2.1. Offline, an electron candidate has to fulfill tight identifica-
tion criteria [113]. Events must contain a corresponding tight electron candidate with
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pT > 35 GeV within the ECAL barrel region of |η|< 1.479.

For b-tagging a new algorithm, the so-called cMVA-tagger (combined MVA) [129], is
employed which includes amongst other inputs the output of the previously used CSV
algorithm in its training. At their corresponding tight working points both algorithms
have a mistagging rate of only 0.1% for light-flavored jets originating from u,d,s quarks
and gluons while an efficiency of about 55% is obtained for tagging true b jets with
the cMVA-tagger, which is approximately 10% higher than the b-tagging efficiency of
the CSV algorithm.

The remainder of the event selection is kept identical to Sec. 7.2 which includes the
veto of events containing additional electrons or muons, the jet clustering, and the
categorization of events into signal and control regions based on the number of selected
jets and on the subset of jets which are also b-tagged.

The following samples of simulated events are used for this study. A sample of single-
top-quark t-channel events has been generated with the POWHEG generator interfaced
with Pythia 8 and MadSpin. The POWHEG generator interfaced with Pythia 8 is also
used to generated events of tW single-top-quark and tt production. Samples of W+jets
and Z/γ∗+jets events are generated with the MadGraph5_aMC@NLO generator interfaced
with Pythia 8. Exclusive W+jets samples with zero, one, or at least two extra partons
are generated and merged with the FxFx procedure [150]. The cross sections for
normalizing the employed samples are identical to the ones used in Ch. 7 and can be
found in Tab. 7.2 with the exception of the exclusive W+jets cross sections which are
listed in Tab. 8.1.

Table 8.1. Theoretical SM cross sections at 13 TeV used to normalize the exclusive W+jets
samples. The cross sections have been calculated at NLO with the MadGraph5_aMC@NLO
generator.

Sample Cross section

W→ `ν+0 partons 49670 pb

W→ `ν+1 parton 8264 pb

W→ `ν+≥ 2 partons 2544 pb

The contamination by multijet events is estimated in muon and electron channel
through templates extracted from data in a sideband region. In the muon channel
the sideband region is defined by inverting the relative isolation as: Iµ

rel. > 20%. In the
electron channel the isolation requirement is part of the tight identification criteria.
Thus a sideband region is defined in the electron channel by inverting loose electron
identification criteria [113]. The resulting description of data by the multijet templates
is validated in the 2j0t control region. In Fig. 8.1 the /ET distribution and the distribution
of the difference in φ angles between the lepton and the transverse momentum vector
are presented for both channels after scaling the templates to the result of a ML fit as
detailed in Sec. 8.3. Both distributions display a good agreement between data and the
predictions in the electron and muon channel respectively.

Distributions of the reconstructed top quark mass in the 2j1t signal region and in
the 2j0t W+jets and 3j1t tt control regions are presented in Fig. 8.2 for the muon and
electron channel. A fair modeling is observed in both channels.
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Figure 8.1. Distributions of (top row) the transverse missing energy and (bottom row) the
difference in φ angle between the lepton and the missing transverse energy in the 2j0t
control region for (a) electron and (b) muon events.
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Figure 8.2. Distributions of the reconstructed top quark mass for (left column) electron
and (right column) muon channel: (top row) W+jets control region; (middle row) signal
region; (bottom row) tt control region.
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8.2. New BDT discriminant
A shortcoming in the previous measurements within this thesis was the lack of a
W+jets control region enriched by heavy-quark-flavored jets. Such a region would
allow to validate the W+jets modeling in greater detail. Furthermore, including such
a region in the ML fit may reduce the correlations between the estimated signal
and background yields further. An approach to achieve this is to train an additional
BDT, referenced BDTtt/W in the following, for separating W+jets from tt events. Even
observables which are correlated to the unfolding variables can be used safely in its
training if the resulting discriminant is not used in a signal-enriched region for the
measurement. The following observables have been chosen as input for the training:

• the invariant mass of the reconstructed top quark candidate;
• the missing transverse energy, /ET;
• the transverse momentum of the dijet system, (~pb +~pj′ )T;
• the event shape C (introduced in Sec. 7.4);
• the ∆R distance between the two jets;
• the ∆R distance between the b-tagged jet and the lepton;
• the invariant mass of the center-of-mass system;

√
ŝ = |ptop + pj′ |;

• the W boson helicity angle, cosθ?W, defined between the top quark and lepton
momentum in the W boson rest frame (see Sec. 2.1 for details);

The distribution of the W boson helicity angle is shown in Fig. 8.3. A good agreement
between data and the prediction is observed in the muon and electron channel. The
angle is reconstructed under the t-channel single-top-quark hypothesis but it might
often overlap here with the proper angle for tt events in cases where the selected
b-tagged jet and lepton originate from the decay of the same top quark in tt events.
For W+jets events on the other hand this angle has no physical meaning. Hence its
distribution provides separation power for discriminating tt against W+jets events in
the BDT training.
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Figure 8.3. Distributions of the W boson helicity angle in 2j1t region: (a) electron and
(b) muon channel.
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The new BDT is trained as follows. The AdaBoost algorithm is used with a learning rate
of 0.2. The number of tested working points for node-splitting is set to 50. It has been
found out that the discrimination power increases when allowing for a maximum tree
depth of up to 5, compared to shallower trees for this particular classification problem.
In total 1 000 trees have been trained. No sign of overtraining has been observed by
checking the compatibility between the discriminant distributions from the training
and testing samples.

The resulting BDTtt/W discriminant is presented in Fig. 8.4 in a signal-depleted region.
A fair description of data by the prediction is observed. An AUC of about 25% is
obtained in both channels for separating tt from W+jets events. Its distribution can be
exploited to improve the sensitivity to the W+jets yield in the ML fit.
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Figure 8.4. Distributions of the BDTtt/W discriminant, trained for separating tt from
W+jets events, in 2j1t (a) electron and (b) muon channel.

The signal-depleted region is defined by selecting events with BDTt-ch. < 0 using the
discriminant of a second BDT trained for separating signal from W+jets and tt events.
This second BDT, BDTt-ch., has been trained similar to the one used in Sec. 7.4. The
distribution of its discriminant is shown in Fig. 8.5 for which a good agreement between
data and simulation is obtained as well.

8.3. Signal extraction
The amount of signal is estimated by performing a template-based ML fit to data. The
distributions of the transverse W boson mass and the two BDT discriminants are used
to construct a compound template as follows. The mT(W) distribution as shown in
Fig. 8.6a is used for events with mT(W)< 50 GeV which provides sensitivity to the
multijet event yield. The remaining events are split in two additional regions based
on the BDTt-ch. discriminant. For event with BDTt-ch. < 0 the BDTtt/W distribution is
fitted as presented in Fig. 8.6b which is sensitive to the W+jets and tt yields while the
amount of signal events is negligible in this region as shown in Fig. 8.4. Lastly, the
BDTt-ch. distribution is used for the remainder of events that fall in the region defined
by BDTt-ch. > 0 and mT(W)> 50 GeV. This region provides sensitivity to the amount
of signal events which can be seen in Figs. 8.5 and 8.6c.
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Figure 8.5. Distributions of the BDTt-ch. discriminant, trained for separating signal from
tt and W+jets events, in 2j1t (a) electron and (b) muon channel. The distribution of data
has been blinded in the signal-enriched region defined by BDTt-ch. > 0.

In addition to the 2j1t region, the two tt control region (3j1t,3j2t) are fitted simulta-
neously as well. Similar to the strategy described in Sec. 7.5, multiple ML fits are
performed to estimate the amount of signal events as a function of the top quark pT,
rapidity, and the polarization angle.

8.4. Particle level selection
Measuring differential cross sections at particle level has various benefits compared
to the parton level as discussed in Sec. 5.5. In this section a technical study of the
reconstruction and selection of analysis objects at particle level for t-channel single-
top-quark production is described, which is also in Ref. [205].

In the following, comparisons of the shape, acceptance and the overlap between the
parton and particle level with respect to the reconstruction level for simulated t-channel
single-top-quark events are presented. The distribution of the transverse momentum
of the muon at reconstruction level is shown in Fig. 8.7 after selecting events with
one muon without any requirements on the number of jets. At particle level single-
top-quark events are selected containing a dressed muon candidate with a transverse
momentum of at least 26 GeV within |η|< 2.4 which follows the kinematic selection at
reconstruction level. At parton level, events are only required to posses a muon from
a top quark decay without applying any kinematic constraints. In the top panel of
Fig. 8.7 the overlap of common events selected at parton or particle level which are also
selected at reconstruction level is shown. The bottom panel displays the corresponding
acceptance of selecting parton/particle-level events at reconstruction level. A large
overlap (> 99%) between all three distributions is observed which demonstrates that
nearly all events that are selected at reconstruction level can also be found at the
particle and parton level. It should be noted that if muons from intermediate prompt
tau leptons are excluded from the dressed lepton definition this overlap reduces to
about 94% instead. One can observe that the acceptance increases towards higher
muon momenta, which is a consequence of the muon isolation and identification
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Figure 8.6. Shape comparison of the fit components in 2j0t: (a) transverse W boson
mass; (b) BDTtt/W discriminant trained to separate tt from W+jets events; (c) BDTt-ch.
discriminant trained to separate signal from tt and W+jets events.

requirements at reconstruction level that become less stringent.

Jets at particle level are clustered from stable particles excluding neutrinos and the
prompt leptons and photons used in the dressed lepton reconstruction. Resulting jets
with a transverse momentum of at least 40 GeV within |η| < 4.7 are selected. The
amount of selected jets for events passing the muon selection step is shown in Fig. 8.8a.
At reconstruction level, events with at least two jets are shown while no requirement
on the number of jets is made at particle level. When selecting events with exactly
two jets at reconstruction and particle level simultaneously, the amount of events at
reconstruction level overlapping with the selected events at particle level reduces to
about 80%. The remaining 20% of events at reconstruction level have not been selected
at particle level due to the broad jet energy resolution leading to a migration of events
into either the first or the third jet bin at particle level.

The number of b-tagged jets is shown in Fig. 8.8a after requiring exactly two jets in the
event at particle and reconstruction level. At the particle level, the number of b-tagged
jets is counted with the ghost-B-hadron method [179]. The distribution reveals that a
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Figure 8.7. Distributions of the transverse muon momentum after requiring events with
one muon at reconstruction, particle, or parton level. No requirement on the number of
jets is made. Top panel: common events selected at reconstruction level; bottom panel:
acceptance of reconstruction level selection. The figures are taken from Ref. [205].

certain fraction of events has two ghost-b-tagged jets although events with only one
b-tagged jet are selected at reconstruction level. This is a consequence of the ghost-B-
hadron method which has a relatively high efficiency for tagging true b jets compared
to the employed cMVA algorithm at reconstruction level. Selecting events with only
one b-tagged jet at the particle level results in a degradation in the overlap to about
70% which is considered a non-negligible loss. Thus, in this study no requirement on
the number of b-tagged jets is imposed. This simplification leads to a jet assignment
problem for the pseudo-top-quark definition which is solved by associating the jet
that yields an invariant pseudo-top-quark mass (together with the muon and neutrino
candidate) which is closest to 172.5 GeV.
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Figure 8.8. Distributions of the number of jets (left) for events with at least two selected
jets at reconstruction level and number of b-tagged jets (right) for events with two selected
jets at reconstruction and particle level. Top panels: common events selected at reconstruc-
tion level; bottom panels: acceptance of reconstruction level selection. The figures are taken
from Ref. [205].

The distributions of the pT and pseudorapidity of the (untagged) jet originating from
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the spectator quark are shown in Fig. 8.9. At particle level, it is the jet which is
not associated to the pseudo-top-quark decay by the invariant mass criterion. The
observed turn-on in the pT distribution confirms that the drop in the overlap between
reconstruction and particle level from > 99% after the muon selection step down to
80% after requiring also two jets in the events is attributed to the jet energy resolution.
The overlap can be increased by lowering the transverse momentum threshold of jets at
particle level which has however not been studied further in the context of this study.
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Figure 8.9. Distributions of the spectator jet: (left) transverse momentum; (right) absolute
value of the pseudorapidity. Top panels: common events selected at reconstruction level;
bottom panels: acceptance of reconstruction level selection. The figures are taken from
Ref. [205].

Lastly, the distribution of the top quark polarization angle is shown in Fig. 8.10. Its
definition requires the full reconstruction and assignment of analysis objects to the
t-channel single-top-quark signature. It is calculated as the angle between the lepton
and the spectator jet in the top quark rest-frame. The drop at cosθ?` → 1 occurs mainly
due to the applied pT threshold on the selected lepton as detailed in Sec. 5.5. The drop
vanishes in the inclusive phase space at parton level. Hence, measuring the polarization
angle at the particle level would particularly benefit from the reduced extrapolation to
the fiducial phase space.

8.5. Unfolding and results
The unfolding to particle and parton level is demonstrated for pseudo-data only
since the analysis has been blinded. The concept of blinding had been applied in the
polarization measurement as well and is described in Sec. 6.2.

Distributions of pseudo-data for the mT(W), and the BDTtt/W and BDTt-ch. discrimi-
nants are generated from the simulated samples and the multijet template. In addition
a random Poisson fluctuation corresponding to the expected number of data events
is applied per bin. The distributions are obtained in six independent intervals per
top quark pT, rapidity, or polarization angle. The fitting procedure of Sec. 7.5 is ap-
plied, and the estimated signal scale factors are passed to the unfolding procedure.
Response matrices for unfolding to parton or particle level are constructed from simu-
lated t-channel single-top-quark events. The obtained matrices in the muon channel
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Figure 8.10. Distribution of the top quark polarization angle. Top panel: common events
selected at reconstruction level; bottom panel: acceptance of reconstruction level selection.
The figure is taken from Ref. [205].

are presented in Fig. 8.11. The migrations between bins are significantly reduced when
unfolding to particle level compared to parton level as particularly visible for the
polarization angle.

The resulting unfolded spectra in muon channel for the generated and fitted pseudo-
data are presented in Fig. 8.12. The indicated vertical bars reflect the expected statistical
uncertainty on the estimated signal scale factor which has been propagated through
the unfolding. Comparing the spectra obtained at particle and parton level side-by-side,
one can observe that the uncertainties in certain bins are largely increased at parton
level compared to particle level as a result of a low selection efficiency in those bins.
This is very significant in particular for the first and last bin in the distribution of the
top quark polarization angle. Thus, measuring differential cross sections at particle
level as a function of these observables is clearly beneficial compared to parton level
in terms of precision.

8.6. Summary of improvements
Potential extensions of the employed analysis strategies in this thesis for future differ-
ential single-top-quark cross section measurements and their benefits are summarized
in the following.

An additional BDT has been proposed to separate between the two main backgrounds,
W+jets and tt, in the 2j1t signal region. Since it is evaluated in a signal-depleted region
only, observables correlated to the unfolding variables can be safely used in its training
without introducing a potential bias on signal events. The resulting discriminant with
an AUC of about 25% provides additional sensitivity to the W+heavy-quark-flavor
yield in the ML fit.

The technical requirements for unfolding to particle level have been investigated as well.
A suitable selection of events by requiring one dressed lepton and two jets without
employing b-tagging at particle level has been devised which yields an overlap of about
80% with the reconstruction level. The missing 20% of events can be attributed to the
jet energy resolution. Unfolding of pseudo-data showed that the reduced migration
and higher acceptance of events results in an enhanced precision at particle level.
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Figure 8.11. Response matrices in muon channel for (left column) particle level and (right
column) parton level: (top row) top quark pT; (middle row) top quark rapidity; (bottom
row) top quark polarization angle.
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Figure 8.12. Unfolded distributions using pseudo-data in muon channel for (left col-
umn) particle level and (right column) parton level: (top row) top quark pT; (middle
row) top quark rapidity; (bottom row) top quark polarization angle. The vertical bar
indicates the expected statistical uncertainty as propagated from the ML fits.
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Conclusion

In this thesis, measurements of differential single-top-quark cross sections have been
presented based on proton-proton collision data recorded with the CMS experiment at
center-of-mass energies of 8 and 13 TeV.

In t-channel single-top-quark production the electroweak V-A coupling structure pre-
dicts the production of highly polarized top quarks. The degree of polarization is
studied for the first time by measuring the cross section as a function of the polariza-
tion angle, defined as the angle between the charged lepton from the top quark decay
and a spectator quark which is produced in association with the single top quark.
The measurement is based on 8 TeV collision data corresponding to 19.7 fb−1. Events
with an isolated muon and two or three jets have been selected for the measurement
while events containing single electrons have been studied as a cross check. The large
contamination by events stemming from background processes necessitated the usage
of two boosted decision trees. Their discriminants are used to estimate the amount
of background events from data and to select data events in a signal-enriched phase
space. The differential cross section is inferred at parton level though a regularized
unfolding procedure from the distribution of the polarization angle in data after the
remaining background contributions have been subtracted. The top quark spin asym-
metry, a quantity related to the polarization, is extracted from the differential cross
section through a linear fit. It is measured to be 0.26±0.11 which is compatible within
2.0 standard deviation with the expected SM spin asymmetry of 0.44 at NLO. The
measurement has been published in Ref. [61]. In a further step, the derivation of limits
on anomalous couplings and the top quark polarization has been illustrated using the
measured asymmetry and related results from the literature.

The first measurement of differential single-top-quark cross sections at 13 TeV as a
function of the top quark transverse momentum and rapidity has been performed
as well. Events containing an isolated muon candidate and two or three jets have
been selected from the first data recorded in 2015 at the new center-of-mass energy
corresponding to 2.3 fb−1. A novel fitting strategy has been developed which allows
to extract the amount of signal events as a function of the unfolding observables by
performing multiple fits to the distributions of the transverse W boson mass and a BDT
discriminant. The procedure does not require a signal-enriched region and neither is a
subtraction of background contributions from the data distributions necessary before
unfolding. The differential cross sections at parton level are instead inferred from the
estimated signal yields through unfolding directly. The results are compared to the
predictions by various event generator programs. No significant deviation has been
observed. The measurement has been published in Ref. [200].

Lastly, various improvements for further measurements of differential single-top-quark
cross sections at 13 TeV have been studied using 36 fb−1 of data recorded in 2016. In
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particular, the benefits for measuring differential cross sections at particle level have
been investigated for which reduced migrations and a larger acceptance compared to
the parton level are obtained which allows to achieve results with enhanced precision
in the future. A related study has been published in Ref. [205].
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tector at the LHC 10, 16, 37, 42, 43, 44

AUC Area under (ROC) curve 76, 77,
94, 124, 142, 147

Barlow-Beeston Barlow-Beeston
(method); a procedure to account for
limited simulation statistics in ML
fits 78, 129

BCMS Batch compression merging
and splitting scheme; bunch forming
scheme for the LHC 43

BDT Boosted decision tree 69, 74,
76, 77, 87, 89–91, 93–96, 99–107, 115,
116, 118, 119, 123–131, 133, 136, 137,
141–144, 146, 147, 151, 155, 156

BPX Barrel pixel modules of CMS 46

BSM Beyond the standard model 9,
23, 26, 28, 29, 33–35

BU Builder unit; assembles an event
from multiple RUs 52

c.m. Center-of-mass 7, 8, 26–30, 36,
37, 41, 42, 63, 87, 115, 116, 141, 151

CDF Former particle detector at the
Tevatron, Fermilab, USA 7, 23

CERN European Organization for
Nuclear Research at Geneva; Switzer-
land 7, 13, 18, 41, 42, 44, 51, 52

CHS Charged hadron subtraction
(method); a pileup mitigation proce-
dure for jets 61, 88, 117

CKM Cabibbo-Kobayashi-Maskawa
(matrix); quark mixing matrix of the
SM 7, 17, 23, 24, 29, 35, 36, 38

CL Exclusion limit 9, 10, 36, 112

CMS Compact Muon Solenoid; gen-
eral purpose particle detector at the
LHC 7, 8, 10, 16, 28, 36, 37, 41, 42,
43, 44, 45, 47, 49–53, 56, 57, 64–67, 69,
88, 115, 116, 137, 151, 155, 156, 158, 159

CMSSW CMS software; framework
and software package for CMS 52

cMVA Combined MVA; b-tagging
algorithm 65, 138, 145

CompHEP An event generator 71, 89,
106, 110

CP Charge-parity; usually in the
context of invariance or violation
under this transformation 26, 31, 44

CSC Cathode strip chamber; part of
the muon system of CMS 50, 51, 52,
55, 56

CSV Combined secondary vertex; b-
tagging algorithm 65, 88, 90, 117, 138

CTF Combinatorial track finder 55

DØ Former particle detector at the
Tevatron, Fermilab, USA 7, 23

DA Deterministic annealing; an opti-
mization algorithm 57



156 Acronyms

∆β Particle isolation based on delta-
beta correction 59, 88, 116, 117

DR Diagram removal; a scheme to de-
fine tW single-top-quark production
at NLO 28

DS Diagram subtraction; a scheme to
define tW single-top-quark produc-
tion at NLO 28

DT Drift tube; part of the muon
system of CMS 50, 51, 52, 55, 56, 59

ECAL Electromagnetic calorimeter of
CMS 47, 48, 52, 56–58, 60, 61, 88, 138

EFT Effective field theory 23, 34, 107,
158

EM Electromagnetic 59, 60, 62, 71

ES Electromagnetic preshower of CMS
48, 58

EWK Electroweak (theory) 14

FED Front end driver; reads out the
frontend detector electronics of CMS
52, 158

FEWZ A program for calculating cross
sections for fully exclusive W and
Z boson production 90, 118

FPGA Field-programmable gate array
51

FPX Forward pixel modules of CMS
46

FS Flavor scheme; the number of
considered quark flavors in the
proton PDF 32, 33, 34, 79, 80, 89,
109, 117, 135, 136

FSR Final state radiation 30, 70, 81

FU Filter unit; runs the HLT algo-
rithms 52

FxFx A matching/merging procedure
for simulated event samples 71, 138

GCT Global calorimeter trigger 52

Geant A toolkit for simulating interac-
tions of particles with matter 69

GMT Global muon trigger 52

GradientBoost A boosting procedure
for BDTs 76, 91, 93, 123, 124

GSF Gaussian sum filter; a special
tracking algorithm for electrons 56,
58, 60

GT Global trigger 52

h.c. Hermitian conjugate

HATHOR A program for calculating
top quark production cross sections
29, 118

HB Hadron barrel calorimeter of CMS
48, 49, 50

HCAL Hadron calorimeter of CMS
48, 49, 52, 57–59, 159

HE Hadron endcap calorimeter of
CMS 48, 49, 50

HEP High energy physics

Herwig An event generator and par-
ton shower simulation program 71,
117, 134, 136

HF Hadron forward calorimeter of
CMS 49, 50, 58, 67

HFS Hadronic final-state system 94

HLT High level trigger 51, 52, 156

HO Hadron outer calorimeter of CMS
49

HPD Hybrid photodiode 48

IP Interaction point 41, 42–45, 47, 49

ISR Initial state radiation 30, 70, 80

JEC Jet energy correction 62, 63, 66,
88, 100, 108

JER Jet energy resolution 62, 63, 88,
100, 108

KEK High Energy Accelerator Re-
search Organization in Tsukuba;
Ibaraki; Japan 18

KF Kalman filter 55, 56

L1 Level 1 trigger 51, 52

LEP Large Electron-Positron Collider
41
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LHAPDF A library for interfacing
with various PDF sets 19, 110

LHC Large Hadron Collider 7, 8, 18,
24, 26, 39, 41, 42–44, 50, 51, 67, 155,
157, 158

LHCb Large Hadron Collider beauty;
particle detector at the LHC 18, 43,
44

LHCf Large Hadron Collider forward;
particle detector at the LHC 44

LO Leading order 21, 25–33, 70, 71,
98, 101, 109, 120, 122

LS1 First long shutdown of the LHC
(2013–2014) 42

MadGraph An event generator 70,
89, 97, 98, 101, 120, 122, 123

MadGraph5_aMC@NLO An event
generator 70, 71, 75, 98, 117–120,
122, 123, 134, 135, 138

MadSpin A program for simulating
the decay of narrow resonances 71,
79–81, 138

MC Monte-Carlo 69, 78, 103, 107, 108,
115

MCFM A program for calculating
cross sections at hadron colliders 90

MC@NLO A matching/merging pro-
cedure for simulated event samples
70, 118

ME Matrix element 20, 69–71, 89, 109,
134

Minuit A minimization algorithm 79

ML Maximum-likelihood (fit) 69, 77,
87, 89–91, 99, 101–103, 107–109, 115,
118, 119, 124, 125, 128–130, 134, 137,
138, 141–143, 147, 149, 155, 158

MLM A matching/merging procedure
for simulated event samples 70, 71,
89, 109

MoEDAL Particle detector at the LHC
44

MS Modified minimal subtraction
scheme; a renormalization scheme
commonly used to define the quark
masses 10

MSSM Minimal super symmetric
standard model 33

MVA Multivariate analysis (technique)
65, 74, 88, 125, 155

NbTi Niobium-titanium; a supercon-
ducting alloy 41, 45

ndof Number of degrees of freedom
55, 59

NLO Next-to-leading order 21, 26,
28–34, 36, 70, 71, 80, 90, 98, 118, 119,
122, 138, 151

NNLL Next-to-next-to-leading loga-
rithmic order 36

NNLO Next-to-next-to-leading order
19, 21, 25, 27, 36, 90, 99, 118

OPE Operator product expansion 34

PDF Parton distribution function;
probability densities describing the
content of a proton 18, 19, 20, 26–29,
32, 33, 108–110, 134, 156, 157

PF Particle flow; a global event recon-
struction algorithm 53, 57, 58, 60–62,
66, 68, 88, 94, 117

Photos A program for accounting
for QED corrections in Z/W boson
decays 71

PMT Photomultiplier tube 49

POWHEG An event generator 71,
79–81, 89, 109–111, 117, 123, 134, 135,
138

pp Proton-proton (collisions) 41–44,
53, 56–60, 67, 68, 87, 115, 116, 137, 151

PS Proton Synchrotron 43

PS Parton shower 69, 70, 71, 109

PSB Proton Synchrotron Booster 43
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PU Pileup; number of additional
interactions per bunch crossing 42,
59, 60, 66, 68

Pythia An event generator and parton
shower simulation program 71,
79–81, 89, 109, 117, 120, 135, 138

QCD Quantum chromodynamics 17,
18, 19, 29, 79–81, 131

QED Quantum electrodynamics 12,
71, 79–81, 131, 157

QFT Quantum field theory 9, 11

RCT Regional calorimeter trigger 52

ROC Receiver operating characteristic
(curve) 76, 77, 124, 155

RPC Resistive plate chamber; part of
the muon system of CMS 50, 51, 52,
55, 56

RU Readout unit; collects event frag-
ments from the FEDs 52, 155

Run 1 Run 1 of the LHC (2010–2012)
42, 50, 51

Run 2 Run 2 of the LHC (since 2015)
42

S-matrix Scattering matrix 20, 21

S/B Signal-over-background (yield
ratio) 74, 87, 102, 128

Sherpa An event generator 89, 97, 98

SI International system of units 8

SM Standard model of particle physics
7, 9, 10–13, 16, 17, 21, 23, 25, 26, 29,
33–36, 39, 43, 50, 78, 87, 89, 94, 101,
107, 111, 117, 118, 129, 130, 135, 138,
151, 155

SPS Super Proton Synchrotron 13, 43

SUSY Super symmetry 43

SVD Singular value decomposition
83, 84

Tauola A program for simulating tau
decays 71, 89

TEC Tracker outer endcap strip mod-
ules of CMS 46

theta A program for template-based
ML fitting 77, 79

TIB Tracker inner barrel strip modules
of CMS 46, 54

TID Tracker inner disk strip modules
of CMS 46

TMVA Toolkit for Multivariate Data
Analysis 74, 75, 123

TOB Tracker outer barrel strip mod-
ules of CMS 46, 54

Top++ A program for calculating
the top-quark-pair cross section at
hadron colliders 90, 118

TopFit A program to estimate limits
on anomalous Wtb couplings 88,
111

TopFitter A program to estimate limits
on operators in top quark EFT 39

TOTEM Particle detector at the LHC
44

TUnfold A program for performing
regularized unfolding 84, 86, 104,
131, 132

UV Ultraviolet 21, 33, 34

V-A A special coupling structure trans-
forming as a ”vector − axialvector”
7, 17, 24–26, 29, 34

VdM Van der Meer (scan) 67

VEGAS An importance sampling
algorithm for numerical integration
69

VEV Vacuum expectation value 14, 16

VPT Vacuum phototriode 48

W+HF W+jets events with at least one
heavy-quark flavored jet 89

W+LF W+jets events with only light-
quark flavored jet 89

WLS Wavelength shifting (fibers); used
in the CMS HCAL 48
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