U c L Université catholique de Louvain

Secteur des Sciences et Technologies
U nive rsrte Institut de Recherche en Mathtématique et Physique

catholique
de Louvain

Centre for Cosmology, Particle Physics and Phenomenology

The final state with two b jets and two leptons at the
LHC as a probe of the scalar sector

Doctoral dissertation presented by

Adrien CAUDRON

in fulfillment of the requirement for the degree of Doctor in Sciences

Jury de these
Pr. Christophe DELAERE (Advisor) UCL, Belgium
Pr. Vincent LEMAITRE (Chairman) UCL, Belgium

Pr. Jean-Marc GERARD UCL, Belgium
Pr. Barbara CLERBAUX ULB, Belgium
Dr. Gaélle BoubDOUL IPNL, France

October 2016






L’expérience est une lanterne attachée dans notre dos, qui
n’éclaire que le chemin parcouru.

Confucius

Remerciements

Durant ces cinq années de these, nombreuses ont été les personnes qui ont croisé mon
chemin, auxquelles s’ajoutent bien entendu toutes celles rencontrées en amont. Il est
difficile de remercier toutes ces personnes qui m’ont donné envie de suivre ce parcours
ou qui m’ont accompagné tout au long de celui-ci. Je voudrais donc commencer par
un remerciement général a tous ceux et toutes celles avec qui j’ai pu partager des
moments, des discussions, échanger lors des diverses écoles doctorales et conférences,
les séjours au CERN et bien sir ici en Belgique, en particulier a Louvain-la-Neuve et
Bruxelles.

Je voudrais en premier lieu remercier mon promoteur, Christophe Delaere, pour
m’avoir permis de réaliser cette thése et pour m’avoir accorder sa confiance. Cela
a été une expérience tres enrichissante. Je voudrais par la méme occasion remercier
Vincent Lemaitre, Jean-Marc Gérard, Barbara Clerbaux et Gaélle Boudoul pour avoir
accepter d’étre membre de mon jury. Il est certain que vos commentaires ont apporté
un plus significatif a cette these.

J’aimerais aussi remercier Andrea Giammanco pour m’avoir orienté sur la possibilité
de continuer mon parcours universitaire en Belgique aprés m’avoir motiver a pour-
suivre sur la voie de mon stage de master. Dans la méme optique, je voudrais remercier
Adriana qui m’a pousser a tenter ma chance et qui a une grande responsabilité dans
I’accomplissement de ce travail. Et merci aussi pour tous les commentaires stylis-
tiques des graphiques et de leur interprétations trés imagées qui m’ont donné une
vision disons originale de mes résultats.

Ensuite il y a tous les collegues du CP3. La liste est assez longue mais je dois
forcément commencer par Tristan. Je voudrais le remercier pour avoir partager notre
bureau pendant I’essentiel de ma these. Cela a été pour moi une collaboration trés
productive. J’ai pu apprendre énormément et j’ai pu apprécier les critiques construc-
tives sur mes présentations et mes résultats. Et bien s, je voudrais le remercier pour
m’avoir pousser pour obtenir de la visibilité et prendre des responsabilités au sein de



la collaboration CMS et en particulier dans le groupe BTV. Et tout cela sans compter
sur toutes les anecdotes footballistiques sans lesquels cette these serait certainement
moins bien réussi (Dank u well dhr. Voetbal!). Je tiens aussi a remercier chaleureuse-
ment (on est bientdt en hiver...) Ludivine pour avoir partagé une grande partie de nos
theses respectives ensemble. Je voudrais remercier tant bien la collegue que I’amie
pour les discussions de physique ou non au CP3, les voyages plus ou moins réussis de
Lisbonne a Hambourg en passant par Vietri-sul-Mare mais aussi et surtout pour toutes
ces soirées sur Bruxelles (a parler travail, bien sfir...). Merci aussi a Roberto, pour
sa disponibilité malgré son emploie du temps tres chargé et pour tous ces échanges,
sur I’alignement en particulier, qui m’ont été trés bénéfiques (Grazie mille cumpa!).
Un grand merci a Alex avec qui j’ai beaucoup apprécié collaborer sur I’analyse BSM,
bientdt ton tour... Je souhaiterais aussi remercier Arnaud pour la collaboration sur
I’analyse Higgs mais aussi pour les verres apres le travail.

Enfin merci a tous les autres membres du groupe /Ibb : Jesus, Miguel, Brieuc, Olivier,
les Sébastiens, Camille, Martin... Et merci a tous les autres collegues du CP3 :
Christophe R., Michele G., Suzan, Gauthier, Lucia, Federico, David L., Michele S.,
Elisa, Marcello, Nicolas, Antoine... et tous les autres que je n’ai pas cité ici. Et je
n’oublie pas, bien évidemment, Laurent et Bob qui en plus d’étre de bons collegues
ont été de tres bons amis : merci pour tous les bons moments sur Bruxelles !

Je souhaite aussi remercier Jérome et Pavel pour le soutien informatique qui a été
crucial pour la réalisation et 1’écriture de cette theése dans les meilleures conditions.
Merci aussi a Ginette et tout le staff administrative pour la bonne humeur et le soutien
logistique.

Je souhaite remercier toutes les personnes qui ont collaboré avec moi dans le groupe
BTV de CMS en particulier les conveners successifs qui m’ont donné la chance de
trouver une place dans la collaboration CMS et ont cru en moi pour me donner la
responsabilité de devenir co-convener software du groupe.

Un grand merci a tous les membres du Butokukan pour I’esprit positif et combatif et
tout particulierement a Jacques pour les corrections de 1’anglais.

Enfin je tiens a remercier mes amis : Adrien T. (ou Adri.2 car malgré mon retard je vais
quand méme finir ma these en ler !), Alisson (Mlle 0 déchet, merci pour les réflexions
utiles autour de comment faire mieux !), Anna-Maria (grazie per la buon umore e
il sostegno nei momenti giusti) et merci a tous les autres pour les moments partagés.
Merci a mes collocs passés et présents | Et a tous ceux qui ont eu la patience d’essayer
de comprendre le sujet de ma thése ! Je voudrais aussi remercier Béatrice pour son
accueil et pour toutes les informations et les conseils sur la vie en Belgique. Et pour
finir merci a ma famille. Merci a ma mere, Latitia, mon pére, mes grands-parents et
tous les autres membres de ma famille. Merci pour le soutien et les encouragements !



Abstract

The data from the LHC produced in 2012 at 8 TeV and collected by the CMS experi-
ment are used to probe the scalar sector of the Standard Model (SM) and beyond. Two
analyses have been conducted based on an integrated luminosity of 19.5-19.8 fb—! in
the final state with two b jets and two leptons.

The decay of the SM Higgs boson to a pair of b quarks is challenging at the LHC.
In this thesis we propose the use of a Matrix Element (ME) technique to search for
the process Z(I)h(bb). The ME weights for the background and signal hypotheses
are combined thanks to neural networks to search for the presence of the signal. The
sensitivity of the analysis does not allow to conclude on the presence or absence of
the signal and an upper limit on 4 = o/ogps of 1.6 is derived compatible at 2 stan-
dard deviation (s.d.) with the presence of the signal. A search to the well-known ZZ
process in the same final state is also conducted giving a result compatible from the
expectation from other CMS measurements. The impact of the pile-up on the results
of this analysis is also discussed.

Several observations are still unexplained by the SM. In this context a search in the
frame of two-Higgs-doublets models (2HDMs) is presented. Such models can arise
in several beyond standard model theories. The H/A — Z(ll)A/H (bb) processes
have been chosen to potentially discover two new resonances. It constitutes the first
search at the LHC for these processes. A generic analysis was conducted in order
to allow possible recasting of the results in a wide range of models. One interesting
excess with a local (global) significance of 2.6 (1.5) s.d. was observed, compatible
both in shape and in amplitude with the probed signal with m4 = 104 GeV and
my = 270 GeV. Generic limits as a function of m 4 and mpyg are derived and used
to test a type II 2HDM. Limits for a specific model are then obtained as a function
of ma, my, cos(f — «) and tan(B). Perspectives to explore low m 4 in the boosted
regime are also discussed.
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Introduction

Interactions of elementary particles are well described by the Standard Model (SM)
which corresponds to the state of the art of our knowledge in high energy physics.

The recent discovery of the Higgs boson [, 2]] at the Large Hadron Collider (LHC)
confirms the Brout-Englert-Higgs (BEH) mechanism [3H5]] and the SM. Until now, no
significant deviation from the SM expectation has been found [6H8]]. The decay of the
Higgs boson to a pair of b quarks is one of the most challenging decays to observe at
the LHC. Indeed, despite the fact that the branching ratio (BR) for this decay is the
largest BR for a Higgs boson with a mass of 125 GeV, the chance of observing this
decay suffers from a huge background. This background arises from prompt quark
and gluon productions from strongly interacting processes. It is however possible to
search for it using the vector boson fusion production mode or the associated pro-
duction modes with a Z or a W boson. However these production modes have lower
production rates at hadron colliders. The search for this decay also suffers from the
lower experimental resolution on the reconstructed Higgs mass due to the less precise
resolution on the b-quark energy compared to muon or photon. In such a challenging
context, this search can benefit from the use of advanced techniques in data analy-
sis such as Multi-Variate Analysis methods (e.g. Neural Networks, Boosted Decision
Trees) but also Matrix Element techniques. Developing and testing such techniques
plays an important role in the search of rare and challenging processes or in the search
of yet undiscovered particles. The analysis presented in Chapter [3] was performed in
this context.

Despite the global good description of Nature by the SM, several known issues are
still unexplained (e.g. mass hierarchy, baryogenesis, dark matter). In the last decades,
different theories Beyond the Standard Model (BSM) have been developed in order
to address these issues. Amongst these, the SUSY (SUperSYmmetry) models [9] are
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between the main BSM models which was searched for in the past decades. One of the
properties of these models is the prediction of at least a second Higgs doublet. A large
variety of other BSM models also predict a second doublet and are conventionally
called 2HDMs for Two-Higgs-Doublets-Models [10]. In these models, in addition to
the SM Higgs boson, four other particles are predicted: one other scalar boson H,
one pseudoscalar boson A and two charged scalar bosons H and H~. The analysis
presented in Chapter ] intends to look for such new potential particles.

The Higgs boson was discovered thanks to the data delivered by the LHC and collected
by the CMS and ATLAS experiments during 2011 and 2012. The LHC is a circular
particle accelerator which provides proton-proton collision data. The centre of mass
energy was of 7 and 8 TeV in 2011 and 2012, respectively and raised to 13 TeV in
2015. The results, which will be presented here, are mostly based on the data collected
by the CMS experiment in 2012.

In Chapter [I] the physics processes and the theoretical context of the analyses are
introduced. In Chapter 2] the experimental setup is presented as well as some relevant
information on the data reconstruction and the machine performance at the time of
the data taking in 2012. In Chapter [3|a Matrix Element technique is explored in the
context of a search for the SM Higgs boson produced in association with a Z boson and
decaying to a pair of b quarks. The results based on the 2012 data are also combined
with the results based on the 2011 data. In Chapter [ a search for new particles in the
context of a generic 2HDM will be reviewed. This analysis looked for an H or an A
boson decaying to a Z boson and an A or an H boson decaying to a pair of b quarks.
For this analysis only the 2012 data were used. The interpretation of the results in a
specific 2HDM model is also considered.



Chapter

Physics at the LHC

1.1 Standard Model processes at hadron colliders

Physicists express the current understanding of Nature at small scales in terms of el-
ementary particles. The Standard Model (SM) describes these elementary particles
and their interactions. This theory has worked well over the past decades allowing
physicists to make accurate predictions. Nonetheless, some phenomena remain un-
explained which suggests that it might be incomplete. Its detailed description can be
found elsewhere [[11H13]].

In the past years, the search for the so called ‘Higgs’ boson was one of the most
lively fields in particle physics. The dynamism of this field was stimulated by the
experimental results from the LHC. It led, in 2012 [} 2]}, to the discovery of a new
boson with a mass of about 125 GeV by the CMS and ATLAS collaborations. So far,
the properties of this newly found boson matches the expectations from the SM Higgs
boson [14H16].

This achievement was possible thanks to the rediscovery and the detailed studies of
all the dominant SM processes with a great precision by these collaborations. Indeed,
hadron collider physics covers a wide range of physics processes predicted by the SM.
In this thesis the discussion will focus on the case of proton-proton (p-p) collisions
produced at the LHC because the results which will be presented in Chapters |3|and
are based on these collisions. Due to the high energy at which such collisions are
produced, the interactions are occurring between the subconstituents of the protons,
meaning the quarks and gluons (commonly called ‘partons’). The presence of these
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partons inside the proton and the fraction of the proton energy they are bringing are
defined by the parton distribution functions (PDFs). These allow us to define the
interaction rate between the different partons of two protons. The amplitude of a
given interaction leading to a given final state is defined by the matrix element (ME)
of the process. These two elements, the PDFs and the ME, allow the computation of
the cross section of a given process produced by p-p collisions.

Because most of the particles of interest are experimentally detectable only through
their decay products (leptons/quarks/gluons/photons/neutrinos), several interactions
can lead to the same final state particles. This makes difficult the identification of the
processes which actually happened in the data. If some observables like the mass of
the intermediate resonances can help in discriminating different processes, it is also
important to take into consideration all the processes which can resemble the process
of interest. For the studies presented in Chapters [3] and ] the most relevant processes
are the productions of quarks and gluons, the top quark productions and the single and
di-boson productions. They will be briefly introduced in what follows.

In hadron collisions strongly interacting processes are dominant. They lead to the
presence of several quarks and gluons in the final state. Events in which such final
state are produced are commonly called multi-jets events from QCD (for Quantum
Chromodynamics) processes. ‘Jets’ refer to the high multiplicity of particles produced
in the direction of the final states quarks and gluons by the hadronisation process fol-
lowing their production. QCD processes, despite the fact that they can be interesting
for probing the SM description, are mostly considered as a background for less fre-
quent processes. Multi-jets events can however be easily rejected by requiring the
presence of leptons in the final state.

The top quark productions which happen primarily through strong interactions, can
be considered as independent processes with respect to the other strongly interacting
processes. The reasons for this can be summarised in this way:

e The top quark is the only SM quark not hadronising due to its large mass
(173.21 GeV [17]]) compared to the other quarks (2 MeV - 5 GeV) making
its life time too small (0.5 - 10724 s [17]]) to combine with other quarks before
decaying. This allows the study of several properties of this quark such as its
mass, its spin, its helicity, etc.

e It is decaying exclusively (or almost exclusively, Vi, = 1.021 4 0.032 [[17]) to
a W boson and a b quark. This fact leads to a distinct signature. The possible
presence of a lepton in the final state, resulting of the decay of the W boson,
allows the studies of some of its properties as mentioned above.
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The dominant top quark production modes at leading order (LO) are shown in Fig-
ure[I.T} The main production mode at hadron colliders is the pair production, shown
in Figure [I.Ta] The single top production, shown in Figure[I.Tb] is possible through
electroweak interaction with the intervention of a W boson. The pair production is
slightly more than twice as frequent at the LHC for a centre of mass energy of 8 TeV.
The high multiplicity final state following the creation of top quarks (leptons, () jets,
neutrinos) and its high production rate makes these processes a relevant background
for a wide range of other SM processes and for BSM searches.

q t g t
g g
q t g t
()
q b q ¢ g W
w
W x b
q t b t b t
(b)

Figure 1.1: LO top production diagrams. (a) top pair production. (b) single top pro-
duction: t-channel (left), s-channel (centre) and W associated production (right).

Other important processes imply the creation of a Z boson. Two sub-processes are
studied in addition to the inclusive Z production: the Z+jets production and the
Z+heavy flavour (HF) jets production (jets originating from the production of a ¢
or a b quark). More generically, the Z production is studied as a Z/y* production.
When the Z/~+ is decaying to a pair of leptons, this process is commonly called Drell-
Yan production. Examples for such processes are visible in Figure [[.2] The main
reason to separate the inclusive Z+jets and the Z+HF jets processes arises from the
way to treat the production of HF quarks in hadron collisions. Indeed, the ¢ and b
quarks are heavier than the proton. This implies that it is not trivial to include them in
the PDFs of the proton and two approaches can be followed at fixed order [18]. One
possibility is to assume them to be massless. This case is the so-called ‘SF° scheme.
The other possibility is to consider the b quarks to be only indirectly present in the
proton and to be produced only as pairs through gluon splitting. This case is the so-



6 Chapter 1. Physics at the LHC

g Q
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[
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q JE— Z 9 0

(a) (b) (©)

Figure 1.2: Examples of Z production diagrams at hadron collider: (a) inclusive Z
production decaying to a pair of leptons (Drell-Yan) (b) Z + 1 jet production and (c)
Z + HF jet production with Q = ¢, b.

called ‘4F’ scheme. The same issue arises for all processes with an HF quark in the
initial state. For example, the s-channel and the W associated productions of the sin-
gle top are also in this configuration (see Figure [I.1b] the two rightmost diagrams).
Discussions and studies on this topic can be found in [19] including some kinematic
comparisons using the LHC data.

The production of the W boson is similar to the case described above for the Z boson,
except for the W production with HF quarks. In this case, a diagram as shown in
Figure is not possible. The HF quarks can be produced in association with a W
boson only through a gluon radiated by an initial state quark.

Di-boson productions are other ways to produce W and Z bosons at hadron collid-
ers. The two main LO diagrams to produce ZZ, WZ and WW events are shown in

Figure[1.3]

q(’) W,Z g W

(a) (b)

Figure 1.3: Main V'V production diagrams at LO with V = W, Z.

This list of processes is not exhaustive but includes already a large part of the most
common processes in hadron collisions. They also constitute the most relevant back-
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ground for searches for new particles and new phenomena as the search of the Higgs
boson.

1.2 Higgs physics at the LHC

The BEH mechanism was proposed [3HS] in order to explain the way the W and Z
bosons acquire mass in the SM. It is assumed to be responsible for the spontaneous
electroweak symmetry breaking in the SM. The masses of the W and Z bosons are
the results of their interactions with a new field to which is associated a new boson,
commonly called the Higgs boson. This field is an SU(2) doublet with four degrees
of freedom, in which three of them will mix to the W£ and Z bosons after sym-
metry breaking which makes these three bosons massive. The vacuum expectation
value (vev) of this field is 246 GeV. The new boson is carrying this new interaction.
In the SM, fermions acquire masses by their interactions with this boson through the
Higgs Yukawa couplings.

Several production modes are possible in order to produce Higgs bosons at the LHC.
They are visible in the left plot of Figure for proton-proton collisions [20]]. The
dominant production mode is the gluon-induced process which is possible through a
loop of top quarks. However, depending on its decay, this can lead to some difficulties
in identifying such production. In the right plot of Figure [T.4]the possible decays of
the Higgs boson and their corresponding branching ratio (BR) are shown [20]. For a
125 GeV Higgs particle, its decay to a pair of b quarks is dominant. At hadron collid-
ers this decay is really challenging to observe. To probe it, sub-dominant production
modes are needed. One of this is the associated production with a W or a Z boson.
In this case, it is possible to take advantage of the leptons which might arise form
the W or Z boson decays. Such search will be the topic of the analysis presented in
Chapter 3]

The Higgs boson was already searched for at LEP and at the Tevatron but was only
recently discovered at the LHC as mentioned previously. For now, all the tests per-
formed on this newly discovered boson tend to confirm it is identical to the predicted
SM Higgs boson. The only parameter not predicted by the theory was its mass. It is
now measured to be 125 + 0.21(stat.) = 0.11(syst.) GeV [8].

Considering the different experimental results, there is not much room left to ques-
tion the compatibility of the newly discovered boson with the SM Higgs boson. The
decays to bosons (7, ZZ, WW) are really clear [7, 18, [21]. The decays to fermions,
even if the significance is lower, also show results within the expectations from the
theory [6H8]]. In this latter case, however, the uncertainties are still quite large, espe-
cially considering the decay to a pair of b quarks. This allows some leeway on the
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Figure 1.4: Top: Production cross sections at the LHC at /s = 8 TeV for the differ-
ent Higgs boson production modes as a function of the Higgs boson mass. Bottom:
Branching ratios of the different Higgs boson decays as a function of the Higgs boson
mass.
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possible unexpected behaviour of this boson. The study of possible deviations from
the theoretical expectations is now one of the most lively topics in the Higgs sector.
Indeed, such deviations might be an indication of physics beyond the SM.

If the discovery of the Higgs boson confirms the existing theory, this does not help
to solve the remaining issues. Up till now no clear indication was given by the LHC
results on which directions to explore. This is probably the most challenging part in
particle physics for the coming years.

1.3 Extension of the scalar sector

In order to solve some of the known shortfalls of the SM, several models are proposing
extensions of the SM scalar sector. A class of models which has been quite extensively
studied is the addition of a second doublet [[10]. These models are known as ‘2HDMs’
which stands for two-Higgs-doublets models. Supersymmetric models, for example,
especially in their minimal definition (MSSM), require such an extension [9]. More
generally 2HDMs are simple extensions of the SM scalar sector which can help to
explain the asymmetry between matter and antimatter in the universe [[10,22]. Axion
models, which propose a solution to the strong CP problem in QCD and also propose
a dark matter candidate, are another example of models in which a second doublet is
needed [23]]. Finally, it has recently been noted [24] that certain realisations of 2HDMs
can accommodate the muon g-2 anomaly [25] without violating present theoretical and
experimental constraints.

Different scalar structures can also be inferred as singlet [26] or 3HDM [27]] but they
will not be discussed in this thesis.

In 2HDMs, if CP invariance is imposed, five well-defined physical states are predicted:
two neutral CP-even scalars (4, H ; h being the lightest one by convention), one neutral
CP-odd pseudoscalar (A) and two charged scalars (H*). The four masses, my,, m,
ma and my+ are free parameters of these models. The ratio vy /v1 of the vev’s for
the two doublets is defined as tan(3) where (3 is the angle which allows to go in the
Higgs basis where only one doublet has a non 0 vev v such as v? = v? + v3. A
second angle o parametrises the mixing between the neutral CP-even states 4 and H.
In the alignment limit 5 — o = 7/2, the doublet with non zero vev matches the SM
Higgs doublet while the other doublet is composed of the four new states. 2HDMs
are generally parametrised as a function of zan(3) and sin(8 — «) (or cos(8 — a)).
The masses and these two parameters are the most relevant parameters considering
the study which will be presented in Chapter [4]
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Nevertheless in their most generic form 2HDMs have 14 free parameters:
V = m?,0ld; + m2,ald, — (m§2<1>{<1>2 + h.c.)
o) t3,) t f i t
+1n (@1@1) + 1 (@2@2) W (@1@1) (@2@2) + A (@1@2) (@2@1)
2
+ [§A5 (@]@2) + 26 (@]@1) (@]@2) + 27 (0]02) (@]@,) +h.c.} ,
(1.1)

where ‘h.c.’ stands for the Hermitian conjugate. The parameters m?3,, m3,, and
A1,2,3.4 are real. In general, m?, and A5 6,7 are complex. Imposing CP conservation
and a Z2 symmetry, to suppress flavour changing neutral currents, reduces signifi-
cantly the number of free parameters. By considering A¢ = A7 = 0 to avoid hard
violation of the Z2 symmetry, six physical parameters are left in the potential. A soft
breaking of the Z2 symmetry is generally allowed and represented by m2 # 0. This
parameter is less relevant for the study which will be presented in Chapter [4] because
it mainly contributes to the Higgs bosons self-coupling. In most cases, the 125 GeV
Higgs boson is associated to the lightest neutral scalar of the model (/). The H boson
mass depends on the mixing angle o defined with respect to the SM Higgs boson /125.
The mass of the other bosons are expressed as

Mm%+ =miy/cosBsinB — (g + As) - v?/2

m?% = m?y/cosBsinB — \s - v? = m%is + (Mg — Xs) - v?/2.

Some custodial symmetry needs to be imposed in order to avoid large deviation of the

p parameter, defined as
2
myy
P=73 29
2 - cos?ly

m
with 6y the weak-mixing angle, and estimated to be 1.00040 4 0.00024 [17]] from
electroweak precision data. The custodial symmetry leads to the following cases [28|
29]:

e )\, = A5 in the ‘usual’ case with as consequences

my= =maandmi, = (m?% + Xs - v?) - cosBsinf.

e )\, = —)\j in the ‘twisted’ case with as consequences

mp+ = my and m3, = my - cosBsinf.
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Models Up quarks | Down quarks | Leptons
Type I o, ) D9
Type 11 d,y P, P,
Lepton-specific (Type III) ) P, o3
Flipped (Type IV) o2 P, ®s

Table 1.1: Association of the two Higgs doublets, ®; and @5, to the quarks and leptons
for the four 2HDMs types.

& & & £y & & g [ &7

cos(a)lsin(B) | -sin(a)lcos(B) | sin(B-) | sin(a)lsin(B) | cos(a)lcos(B) | cos(B — ) | cot(B) | tan(pB)

Table 1.2: Modification factors to the Higgs Yukawa couplings with respect to the SM
ones.

The custodial symmetries leads then to a degeneracy in mass between the charged
Higgses and either the scalar H or the pseudoscalar A. The m2 mass is also linked
to the mass of either the scalar H or the pseudoscalar A. In the MSSM limit instead
Ay = —g?/2 and A5 = 0 where g is the gauge coupling constant of SU(2). Because
mw = g-v/2 (v=246 GeV), it has as consequences

m3e =m? +my andmi, = m? - cosPsinf.

In this case no explicit custodial symmetry is imposed but it arises from the assumed
decoupling limit where the new states (A, H, H*) are heavy compared to the W mass
and can then be considered as degenerated.

Depending on the way the two doublets couple to the up and down quarks and the
leptons, four types of 2HDMs which lead to natural flavour conservation are defined.
These are listed in Table [I.T} The first two types (I and II) are the most common
ones in the literature. In what follows, only the case of the type II model will be
detailed. The reason for this is that this model is used to interpret the results presented
in Chapter[d This also corresponds to the MSSM configuration.

The couplings are generally expressed as a modification factor compared to the SM
Higgs Yukawa couplings. Let £ these factors, f}f;%hw’z are then the modification fac-
tors with respect to the SM Higgs Yukawa couplings for the three neutral scalars and
pseudoscalar particles to the up (#) quarks, down (d) quarks, leptons (/) and the W and
Z bosons. These factors are shown in Table[1.2l The case of H* will not be discussed
here because it is not directly relevant for the results presented in Chapter[d] However,

the couplings to fermions follow the same dependency as fffl’d”l with respect to the SM.
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Concerning the couplings modifier £/, if A is assumed to be the 125 GeV boson, /125,
then this factor is constrained to be close to 1 by experimental measurements because
no significant deviations have been observed in the production of this boson compared
to the SM predictions. The same comment can be made on §Z’l but the experimental
constraints on h195 — bb and hio5 — 77 are weaker. The couplings modifier factors

ZV’Z are also strongly constrained by the experimental results as no significant devia-
tions have been observed from the SM expectations for 4125 — WW, ZZ. This implies
sin(f — o) ~ 1 or similarly cos(8 — o) ~ 0. No 5}:“/’2 is shown because it is strongly
suppressed and possible only at loop level, assuming CP is conserved.

The existence of new particles with respect to the SM leads to new possible produc-
tion and decay modes. These depend both on the 2HDM type and the mass hierarchy.
Some examples of new processes are shown in Figure [[.5] The mass hierarchy be-
tween the different Higgs bosons has consequences on the enabled processes and their
importance. Typically, for m4s g > 2 - my, the decays A/H — tt will tend to be
dominant. It is important to keep in mind that this could change if tan(g) differs sig-
nificantly from 1. For a light A (m4 < mp,,; + mz), the decays to bb and 77 will
start to be dominant. The H decays to hh/AA/WW and ZZ can play different roles
depending on mz, but also on the choice of the other parameters for the model.

Z t,b,T
A t,b, T
(b)

Figure 1.5: Examples of new processes in 2HDMs (a) and decays of the neutral Higgs
bosons (b).

The processes H/A — ZA/H are interesting in the light of the recent results from the
LHC. Indeed, it is one of the dominant process in the region of the phase space yet
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poorly constrained by the existing SM Higgs measurements [30] as visible in Fig-
ure The case A — ZH is the least sensitive to the choice of cos(8 — «) as
A — WW/ZZ/hh are suppressed. The main competitive process is A — ¢t in case
ma > 2-m,. For the case H — ZA, the choice of cos( — «) is more relevant.
Due to the fact that the LHC data favour a small value for cos(8 — «), the decays to
WW and ZZ are expected to be negligible. The main competitive processes are then
H — hh/tt for my > 2 - my, ;. The decay of the lightest H/A boson in bb starts to be
interesting for masses lower than twice the top mass. Still, it depends to some extend
on the choice of the model parameters. The decay to 77 is also interesting but it will
be sub-dominant for type II 2HDMs for masses higher than twice the b mass. For
types III and IV, there is some freedom to make the decay to 77 more competitive
with respect to the decay to bb.

Here, the emphasis will be put on the processes H/A — ZA/H(bb). Choosing a final
state where the Z decays to two leptons (muons or electrons) leads to a clean signal
with a moderate background. This background comes mainly from Z+jets and ¢t
processes described in Section [I.1] The masses of the different resonances are good
variables to reduce the background contributions even more.

These processes can be decomposed in three parts: the production of the heavy Higgs
boson, its decay to a Z boson and the lighter Higgs boson and the decay of this lighter
Higgs boson to bb. The expected NNLO (next-to-next-to-leading order) cross sections
for the first part are calculated using the SUSHI program [31] and varies roughly
between few fb to few pb depending on the choice of the parameters. The expected
BRs for the two other parts are obtained thanks to the 2HDMC calculator tool [32].
The product of the three terms and the BR(Z — 1), with [ = e, p, gives the final cross
sections for these processes which can vary over several order of magnitude depending
on the choice of the parameters. Theses cross sections can be as large as few hundreds
of tb for m g and m 4 below 300 GeV.

In what follows, myg+ is required to be degenerated with the heaviest Higgs boson
mass, my or my, as a consequence of the custodial symmetry discussed previously.
The choice was to take precisely mg+ = mp 4 to avoid the decays of the heaviest
Higgs boson which could include charged Higgses. The value of the m5 parameter
is defined as m{, = m?2,. - cosfsinf3. This agrees with the custodial symmetries and

the MSSM in the limit of heavy H*.

All results presented below assume proton-proton collisions with a centre of mass
energy of 8 TeV.

In Figure the H and A production cross sections are shown as a function of ran(3)
and cos(f — ) in the ranges [0.1,10] and [-1,1], respectively, for two arbitrary choices
of m4 and myg (700 GeV for the heaviest boson, 300 GeV for the lightest boson).



14 Chapter 1. Physics at the LHC
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Figure 1.6: General constraints on the 2HDM parameter space obtained from the com-
patibility with the observed couplings of the Higgs boson when interpreted as the &.
The lines show the contours which restrict the allowed parameter space at the 95%
CL for a type II 2HDM. These contours have been obtained from an increase of the
test statistic, q(cos(8 — ), tan(3)) as defined in [30] by Ag = 5.99 relative to the
minimum in the cos(8 — «)-tan(3) plane, corresponding to a 95% confidence region
for a x? function with two degrees of freedom. The observed constraints are shown in
black. The expected constraints assuming just the SM Higgs sector are indicated by
the red continuous line.
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This choice of masses has been made for illustration purpose only. The amplitude
of the cross sections is following the expected dependency as a function of 5 and «.
Especially, the production of the A boson is independent of « then of cos(8 — «). In
the region fan(3) ~ 1 and cos(8 — «) ~ 0, the production cross sections for both
processes are about the same order (~ [0.1,1] pb). It should be mentioned also that
SUSHT assumed perturbativity in order to compute the production cross sections. This
has as consequence that the cross sections computed for fan(8) < 0.5 should be taken
with caution because this assumption becomes weaker when fan(3) reduces in value.

2HDM type-Il: m, = 700 GeV ; m, = 300 GeV 2HDM type-Il: m, = 700 GeV ; m, = 300 GeV
g9 - H

[
o

tan(g)

o N ®

53}
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- - g - - > P PP P PP PP PP O®

R e W R b e e
-0.8 -06 -04 -02 0 02 04 06 08 1 -1 -08-06-04-02 0 02 04 06 08 1

cos( - a) cos(B - a)

e
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Figure 1.7: Theoretical NNLO cross sections for gg — H /A as a function of ran(3)
and cos(f — «) in type Il 2HDM. In both cases the heavy Higgs boson has a mass of
700 GeV.

In Figure the BRs for the decay of the heaviest Higgs boson, H/A — A/H,
are also shown as a function of ran(/3) and cos(8 — ). The choice of masses is the
same as in the previous case: mpg;4 = 700 GeV and my,g = 300 GeV. The two
processes have a different dependency on fan(f) and cos(8 — «). This is mainly
due to the different decays allowed for both bosons. In the case of the H boson, the
decays to hh/WW/ZZ can play a significant role, especially for values of cos(f8 — «)
far from 0. However for our region of interest, tan(3) ~ 1 and cos(8 — a)) ~ 0, both
H/A — A/H decays are important with a BR 2 40%.

In Figure the BRs for the decay of the lightest Higgs boson, A/H — bb, are
also shown as a function of fan(8) and cos(8 — «) for the same choice of masses.
The dependency of the BR(A — bb) in cos( — «) comes from the other dominant
decays for this choice of masses, A — Zh. Otherwise it is increasing as a function
of tan(B) as expected from Table The case H — bb is much more complex
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2HDM type-Il: m, = 700 GeV ; m, = 300 GeV

P ]
-1 -08-06 -04-02 0 02 04 06 08
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Figure 1.8: Branching ratio for H/A — ZA/H as a function of ran(f) and
cos(8 — «) in type I 2HDM. In both cases the heavy Higgs boson has a mass of
700 GeV and the light Higgs boson has a mass of 300 GeV.

2HDM type-ll: m,= 700 GeV ; m, = 300 GeV 2HDM type-ll: m, = 700 GeV ; m,= 300 GeV

v |
1

-1 -0.8 -06 -04 « " -1 -0.
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Figure 1.9: Branching ratio for A/H — bb as a function of tan(3) and cos(f — «)
in type Il 2HDM. In both cases the heavy Higgs boson has a mass of 700 GeV and the
light Higgs boson has a mass of 300 GeV.
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due to the variety of possible decays for a H boson of 300 GeV. Still, it can be noted
that for cos(8 — o) ~ 0, the BR(H — bb) ~ 100%. This reflects in fact that decays
to WW and ZZ go to 0. In both cases, for tan(3) ~ 1 and cos(f — a) ~ 0, the
BR(A/H — bb) are high (2 10%).

The total cross sections for the processes H/A — Z(1l)A/H (bb) are shown in the
top plots of Figure as a function of ran(3) and cos(8 — «). Considering the
region of interest, fan(3) ~ 1 and cos(f — «) ~ 0, both processes have their highest
cross section in this region. They are similar in both cases, of the order of 1 fb. This
region of higher cross sections is of course depending on the masses of the two Higgs
bosons and can be slightly shifted and be more or less wide. In principle, it always
includes the case tan(8) ~ 1 and cos(8 — ) ~ 0. These results and the fact that
such region is poorly constrained by direct SM Higgs measurements show that these
processes are interesting for further studies in the context of the search of physics
beyond the SM.

A proper choice of tan(8) and cos(8 — «) is made to study the cross section depen-
dency on m 4 and my. Choosing ran(3) = 1.5 and cos(8 — ) = 0.01 allows to have
a small cos(f8 — a) keeping sin(8 — «) and cos()/sin(3) ~ 1. On the basis of this
choice of parameters the total cross sections as a function of m 4 and myy are visible
in the bottom left plot of Figure @ Below ma g < 2 - my, the cross sections for
such processes range from hundreds of fb for light mg 4 down to 1 fb for mg 4 close
to 1 TeV. For higher m 4 g, the cross sections drop quickly due to the opening of the
top pair decay mode. The bottom right plot in Figure shows the theoretical width
of the H boson for the case H — Z(11) A(bb) as a function of m g for different m 4.
The width is increasing with the difference of mass between the two bosons but does
not take values larger than 25% of my in the most extreme case. For most of the
cases, it stays below 15% of m or even much lower. The A boson, being a pseu-
doscalar and thus having less possibilities for decaying, is expected to have a smaller
width than H.

The existence of the processes H/A — Z(Il1)A/H (bb) will be probed in Chap-
ter @] using the LHC data collected by the Compact Muon Solenoid detector (CMS) in
2012.
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Figure 1.10: The top plots represent the theoretical NNLO cross sections for the
processes H/A — Z(ll)A/H(bb) as a function of tan() and cos(f — «) for
mmg,a = 700 GeV and m 4 g = 300 GeV. The left bottom plot represents the theo-
retical NNLO cross sections for H — Z(1l)A(bb) and A — Z(Il)H(bb) as a
function of my and m 4 in type I 2HDM with cos(5 — «) = 0.01 and zan(8) = 1.5.
The right bottom plot represents the natural width (in GeV) of the H boson in function
of my (in GeV) for different m 4 and for the same choice of parameters.



Chapter

Experimental setup

2.1 The LHC

The proton-proton (p-p) collisions, used for the analyses which will be presented in
the next chapters, were produced by the Large Hadron Collider at CERN near Geneva.
It is a circular particle accelerator of 27 km of circumference situated on the Swiss-
French border. It was built to study p-p, proton-lead and lead-lead collisions. The
latter cases will not be detailed here as these collisions were not used in the work
which will be discussed in the following chapters. Technical details about the LHC
design can be found elsewhere [133].

The accelerator complex which is used to create the proton beams and to acceler-
ate them to their nominal energy is visible in Figure [34]]. Protons are produced
from hydrogen atoms and successively injected to the LINAC2, BOOSTER, PS, SPS
and finally the LHC after having been accelerated to an energy of 50 MeV, 1.4 GeV,
25 GeV, 450 GeV, respectively. In the LHC, they are then accelerated to the nominal
energy which was increased over time from 3.5 TeV (2010-2011) to 4 TeV (2012) and
6.5 TeV (2015-2016).

Two beams are circulating inside the LHC, each moving in an opposite direction into
separated beam pipes. These beams are divided into bunches of protons. In 2012
each beam was made of 1380 bunches of 1.7 10! protons each. The time between
two bunch crossings was 50 ns. The instantaneous luminosity of the beams, which
reflects the density of protons at the interaction point in a given time interval, reached
a peak of 7.7 10?3 cm=2s~! in 2012 and resulted in an average of 21 p-p collisions
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for each bunch crossing. These multiple and simultaneous interactions phenomena is
referred as ‘pile-up’ (PU) and it is an undesired side effect of the high instantaneous
luminosity. Please refer to [35] for the definition of the ‘instantaneous luminosity’ and
the relevant parameter values entering its computation for the period 2010-2012 LHC
operations.

Once the proton beams are stabilised, collisions are produced in four points. In these
four points detectors are placed in order to record what is happening during these col-
lisions. The LHCb detector was optimised to study CP violation and rare decays of B
hadrons [36]. The ALICE detector was developed to study heavy-ions collisions [37].
In addition two generic purpose detectors were built: ATLAS [38] and CMS. The
works presented in this thesis are based on the data collected by the CMS experiment.

22 CMS

The Compact Muon Solenoid (CMS) detector is a generic purpose detector situated
along the LHC accelerator. A sketch is shown in Figure 2.2] [39]]. The central fea-
ture of the CMS apparatus is a superconducting solenoid of 6 m internal diameter,
providing a magnetic field of 3.8 T. Within the solenoid volume are located in con-
centric layers a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic
calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each
composed of one barrel and two endcap sections. The apparatus is completed by gas-
ionisation muon chambers which surround the solenoid and are embedded in the steel
flux-return yoke. Three technologies are used for these chambers: drift tubes, cathode
strip chambers, and resistive plate chambers.

A coverage of the range in pseudo-rapidity |n| < 2.5 (2.4) is provided by the lay-
ers inside the solenoid volume (muon chambers). An extended coverage is provided
by the forward calorimeter in the endcaps up to |n| < 5.2. Combining the energy
measurement in the ECAL with the measurement in the tracker, the momentum res-
olution for electrons with pr ~45 GeV from Z — ee decays ranges from 1.7% for
non-showering electrons in the barrel region to 4.5% for showering electrons in the
endcaps [40]. Matching muons to tracks measured in the silicon tracker results in a
relative transverse momentum resolution for muons with 20 < py < 100 GeV of
1.3-2.0% in the barrel and better than 6% in the endcaps [41]].

The first level of the CMS trigger system uses information from the calorimeters and
muon detectors to select the most interesting events. A high-level trigger processor
farm decreases the event rate from approximately 100 kHz to 600 Hz before data
storage. A more detailed description of the CMS detector, together with a definition
of the coordinate system and kinematic variables, can be found in Ref. [42].
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Figure 2.2: Sketch of the CMS detector with view of the internal structure.
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As discussed in Chapter|T] final states with b quarks are common in the SM (top decay,
Z + HF production...) and are especially relevant for the studies of the Higgs boson
and possible new Higgs bosons. Indeed, this quark is the heaviest fermion next to the
top quark. Consequently this is the preferred decay of the SM Higgs boson for a mass
of 125 GeV. In models beyond the SM it is also a relevant decay to potentially discover
new Higgs bosons which might decay dominantly to a pair of b quarks depending on
the model parameters. All this highlights the need to develop an experimental setup to
differentiate the creation of b quarks from the creation of lighter quarks or gluons. The
validation and the development of experimental tools applied by CMS to achieve this
was part of the work delivered in parallel to the analysis presented in Chapters[3|and 4]
The relevant elements to perform the identification of jets originating from b quarks
(b jets) will be detailed in what follows.

The differentiation of b jets from other jets (b-tagging) can be done to some extent
by taking advantage of the lifetime of the B hadrons which originate from the hadro-
nisation of b quarks. In fact, B hadrons with a Lorentz factor v > 2 can travel a
few millimeters or more before decaying. With a good track and vertex reconstruction
capabilities this property allows experimentally to separate them from prompt produc-
tion and decays happening at the interaction vertex. At the same time, the B hadron
decay products will travel through all the relevant detector components including the
first layer situated a few centimeters away from the interaction point. This last point
is important because the first hit is essential to get a good resolution on the position of
the vertices and the origin of the tracks.

2.2.1 Tracker system

A longitudinal view of the tracker system of CMS is visible in Figure [2.3]|[42].

The inner layers of the CMS detector are composed of silicon pixel modules. In the
barrel three layers are placed between 4.4 and 10.2 cm from the beam line. In the
endcaps two disks complete the inner tracking system, placed at z = £34.5 cm and
z = +46.5 cm. The pixel cell size is 100x 150 pm with a spatial resolution of about
15-20 pm. This small spatial resolution is crucial in order to get a good resolution on
the tracks impact parameter - defined as the distance between the interaction vertex
and the extrapolated origin of the track - and to be able to reconstruct vertices with
low track multiplicity as the ones originating from the decay of B hadrons.

The tracker system is completed by silicon strip layers. In the barrel, a total of 10
layers are present up to a radius of 1.1 m from the beam line (TIB and TOB in Fig-
ure[2.3)). In the endcap a total of 12 layers complete the coverage of the tracker system
up to |n| < 2.5 (TID and TEC in Figure . The pitches of the micro-strips vary
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Figure 2.3: Longitudinal view of the tracker system of CMS.

depending on the layers from 80 pm to 184 pm leading to a single point resolution
between 23 and 53 pum. Some of the layers carry a second micro-strip detector module
which is mounted back-to-back with a stereo angle of 100 mrad in order to provide
a measurement of the second coordinate (z in the barrel and r on the disks with r the
distance in the plane x-y from the beam line). This allows a resolution of about few
hundreds of m on this coordinate.

Plans for future upgrades of the tracker system can be found in the references [43} 44].

2.2.2 Tracking, vertexing and alignment

Charged particles produced by the p-p collisions inside the CMS detector will interact
with the CMS tracker system when traveling through it, creating electron-hole pairs
by ionisation. The charge will drift toward the sensors creating a current which will be
detected. Hits are reconstructed each time an interaction with a module is recorded.
In order to reconstruct the full path of these particles, the hits need to be linked to-
gether. Based on the Kalman Filter [45]], the CMS tracking algorithm [46] handles
this reconstruction despite the high number of possible combinations. This is done
by an iterative process in six steps starting from high pr tracks from the interaction
point to lower pr and less central tracks, reducing the combinatorial process each time
by removing hits associated to the reconstructed tracks. The typical resolution on the
transverse (longitudinal) impact parameter of a track from a central muon or pion of
100 GeV is about 10 (30-40) um. The resolution on the particle pr is in most cases
between 1 and 10 % depending on the pr and 7 of the particle.
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To be able to properly associate hits, the geometry of the tracker system needs to be
precisely known and controlled during data taking. Details on the way the alignment
of the detector modules is achieved can be found in [47]. A good knowledge of the
module positions over the time is mandatory in order to take advantage of the good
resolution of the CMS tracker system. The statistical accuracy on the module align-
ment is found to be better than 10 um, i.e. smaller than the space resolution of the
tracker modules.

Vertices can be reconstructed from the tracks. A vertex from a p-p interaction is called
primary vertex (PV) as opposed to secondary or even tertiary vertices originating from
the decay of particles produced by a p-p collision. The vertex corresponding to the p-p
collision of interest is identified as ‘the PV’ when other primary vertices are associated
to PU events. Details on the reconstruction of the PVs can be found in [46]. In order
to perform this reconstruction some quality requirements are imposed on the tracks.
These must have a minimum number of hits (> 2 pixel layers, pixel+strip > 5 ) and a
reasonable normalised x? from a fit to the trajectory (<20). To ensure that these tracks
are compatible with a p-p collision, they are required to have a transverse impact
parameter to the centre of the beam spot, the luminous region where the collisions
take place, smaller than 5 times the transverse impact parameter uncertainty. This
allows the removal of tracks which have a low probability of originating from the
primary interaction. The cluster of the selected tracks is done using their z-coordinates
at their point of closest approach to the centre of the beam spot. To deal with the
high luminosity of the LHC and in order to properly separate close-by vertices, a
deterministic annealing algorithm [48]] is used. Candidate vertices with at least two
tracks based on these clusters are then fitted using an adaptive vertex fitter [49]]. The
resolution on the vertex position depends on the number of associated tracks. It goes
down to 10 (12) pm in x (z) for vertices with 50 tracks for events enriched in jets.

Secondary vertices (SVs) can be reconstructed in a similar way. From a b-tagging
point of view, tracks associated to jets with a AR = /(An)? 4+ (A¢)?2 cone of 0.3
around the jet axis, are used to perform this reconstruction. However an alternative
method, the inclusive vertex finder [50], was developed with the nice feature of being
independent from the jet reconstruction. This method was not used in the algorithm
which will be presented later because it only started to be used as a standard recon-
struction tool at the end of the 2012 data taking period. Still, it was used in an analysis
at 7 TeV [50] and, since the 2015 data taking campaign, it has been used as default SV
reconstruction for b-tagging purposes mainly because of its higher SV reconstruction
efficiency (10-15 %) [51].



26 Chapter 2. Experimental setup

2.2.3 B-tagging algorithms

In order to select the most relevant tracks, only high quality tracks, with a AR < 0.5
to the jet axis, are considered for the b-tagging algorithms. This selection is the fol-
lowing:

e pr > 1GeV
L4 Npizel hits Z 2
L d Nhits 2 8

e \?/n.d.o.f< 5 where n.d.o.f stands for the number of degrees of freedom in the
fit of the track

e |d.y| < 0.2 cm where d,, is the transverse distance to the PV at the point of
closest approach in the transverse plane

e |d.| < 17 cm where d, is the longitudinal distance to the PV at the point of
closest approach in the transverse plane

® Dijctirack < 0.07 cm where D¢y ¢rqck is the distance of the track to the jet axis
defined as the distance of closest approach of the track to the jet axis

® Ljecay < 5cm where Lgecqy is called the decay length, defined as the distance
between the point of closest approach of the track to the jet axis and the PV.

For the SV reconstruction, the cut on Lgecqy 18 completely relaxed and the cut on
Djet.track 18 loosen to 0.2 cm. However, an additional requirement for these tracks is
to pass the ‘high-purity’ criterion as defined in [46] to optimise the purity for each of
the iterations in track reconstruction. This criterion is based on the normalised x2 of
the track fit, the track length and the impact parameter information.

The main feature of tracks from B-hadron decays is that they appear more displaced
with respect to the PV than other ‘ordinary’ tracks. The impact parameter of the
selected tracks is one of the most obvious discriminating variables in which this dis-
placement is visible. To reduce the pollution from displaced tracks reconstructed with
a low precision, the impact parameter significance (IPS = IP/op) is preferred. This
also allows a smaller dependency on the change of alignment conditions which will
modify the impact parameter value and similarly, its uncertainty.

Simple algorithms were developed based on this variable called ‘track counting high
efficiency and high purity’ (TCHE, TCHP) [52]. In these algorithms the tracks are
ordered by decreasing order of IPS. The IPS of the second (third) track is used as
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discriminant for the high efficiency (purity) case. An algorithm using the information
of the IPS of all the tracks in the jet was also developed and called ‘jet probability’
(JP) [52]]. This tagger associates to each track originating from a B hadron a probabil-
ity which is defined according to its IPS. The sum of the probabilities constitutes the
discriminant. An alternative version of the JP algorithm is the JBP algorithm which
considers at most only the first four tracks with the highest IPS. However none of these
algorithms takes advantage of the possible presence of a SV.

The SVs, reconstructed as described above, are selected if:

o They share less than 65 % of their tracks with the PV and the significance of the
radial distance between the PV and the SV exceeds 3 o.

e They do not have a radial distance of more than 2.5 cm with respect to the PV,
a mass compatible with the mass of K° or exceeding 6.5 GeV.

e They are in a cone of AR < 0.5 around the jet direction.

The displacement of the SV is represented by its distance to the PV. As in the case of
the IP, the uncertainty on the SV position (dominant with respect to the PV) can be
quite large and needs to be taken into account in order to not be polluted by highly
displaced SV with small precision. Defining the flight distance significance as the
distance between the SV and the PV divided by its uncertainty gives a new interesting
discriminating variable.

Simple algorithms based on this variable were also developed and are called ‘simple
secondary vertex high efficiency and high purity’ (SSVHE, SSVHP) [52]. The first
one uses SVs with at least two tracks while the second one uses SVs with at least three
tracks. The limitation of these algorithms is that the SV reconstruction efficiency is
about 65% for the first case and about 50% for the second case.

It is possible to make use of both types of information (track displacement and pres-
ence of an SV) by combining these variables using a multivariate technique. The
combined secondary vertex (CSV) algorithm was developed for this purpose [52]. It
is based on a likelihood method which combines a list of variables related to the tracks
and the SVs. Three categories are defined depending if there is a SV, a ‘pseudo-vertex’
or no SV. A pseudo-vertex can be defined when no SV is found inside the jet and at
least two tracks which are associated to this jet have an IPS > 2. These tracks can be
combined in a pseudo-vertex allowing for the computation of a subset of secondary-
vertex-based quantities even without an actual vertex fit. The complete list of variables
used with their definition can be found in [52].

The performance of the algorithms is defined according to their abilities to select b
jets for a given mistagging rate defined as the efficiency of selecting light jets (u, d,
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s and gluon jets). Standard working points (WPs) are defined for 0.1, 1 and 10%
of mistagging efficiencies for the tight, medium and loose WPs, respectively. The
performance curves at 7 TeV are shown in Figure 2.4] At 8 TeV the performance
are sensibly the same. Jets originating from ¢ quark are a specific case as D hadrons
have a life time close to the B hadrons. This explains why these are more difficult
to discriminate than light jets. Still, they will travel a shorter distance in average
before decaying which results in slightly less displaced tracks and vertices. The JBP
algorithm shows the best performance for the loose WP. For the medium WP the CSV
and the JBP are competitive whereas the CSV is the best for the tight WP. The b-jet
efficiency for the medium WP is about 65% for the CSV algorithm which will be used
in the analyses presented in Chapters [3]and 4]

An improved version of the CSV, called ‘CSVv2’, was made available for the 2015
data taking [51].

2.2.4 Impact of the alignment on b-tagging capabilities

To illustrate the importance of a good knowledge of the detector geometry we will
discuss an example which shows the impact of a misalignment of one sub-detector on
the b-tagging capabilities. This example is taken from one of the studies performed
during the 2012 data taking period to validate the impact on the b-tagging observables
of the new alignment conditions derived from data.

During the 2012 data taking period, in November, the two half sections of the pixel
detector moved relative to each other. This movement led to a misalignment of about
120 pum along the z axis. It affected several runs (over the period of a few days)
before being identified, corrected and injected in the detector conditions which were
used to reconstruct the data. The impact on the relevant b-tagging variables have been
investigated. As discussed before, the IP of the reconstructed tracks is crucial for the
b-tagging performance. In Figure[2.5] the transverse (2D) and 3D IP of the tracks are
shown for data passing a trigger with high momentum jets (‘JetHT’ dataset). The blue
histogram corresponds to a reference run before the movement (Run 204577). The
red histogram corresponds to a run affected by the misalignment of the pixel detector
(Run 208307). The biggest difference is visible for the 3D IP which includes the z
coordinate. Less tracks with IP ~ 0 are observed, consistent with a degradation of the
IP resolution. The uncertainty on the IP is only marginally affected as the uncertainty
on the pixel modules position was unchanged explaining the large effect on the 3D
IPS (bottom left plot of Figure [2.5). From this observation, as most of the jets in
this sample are light jets, it is clear that the misalignment led to light jets with more
displaced tracks which made them more b-jets like. This is reflected in the jet CSV
values which are shifted toward higher values as can be seen from the bottom right
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Figure 2.4: Performance curves obtained from simulation (multi-jet events) for the
algorithms described in the text. Light-jets (left) and c-jets (right) misidentification
probabilities as a function of the b-jet efficiency for jets with pr > 60 GeV.
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plot of Figure[2.5] The peak at 0 which corresponds to the region enriched in light jets
is clearly reduced, meaning that the light jets tend to be effectively more b-like. Even
if, from data, it is difficult to judge and quantify the loss of performance, it is obvious
that the performance was degraded by the misalignment. After re-reconstruction of the
same data with the adequate detector alignment, the change between the runs almost
disappears as can be seen in Figure To facilitate the comparison the ratios have
the same y-axis range as in Figure [2.5] After the correction of the alignment, both
runs look compatible with a ratio close to 1. Residual differences might come from
slightly different run conditions (slightly more jets with lower pr in the Run 208307).
In any case a perfect agreement is not expected because the alignment constants are
derived as an average over a given data taking period.

This example clearly illustrates the importance to monitor the evolution of the detector
geometry with time to avoid the risk that the performance of the object reconstruction
deteriorates and impacts the CMS physics program.

2.3 Data and simulation

A summary of the amount of data delivered by the LHC to CMS is shown in Fig-
ure For the end of 2016 about 40 fb~! are expected to be delivered at 13 TeV.
The data used for this thesis were taken during the 2012 data taking period. The data
taking efficiency, which corresponds to the percentage of data recorded by CMS, was
about 93% during this period. The data usable for the analyses, which will be pre-
sented later, corresponds to an integrated luminosity of about 19.5-19.8 fb—! at 8 TeV.
The data collected in 2011 at 7 TeV are combined in the first analysis with the 2012
data to improve the sensitivity to the signal. These data correspond to an integrated
luminosity of 5 fb~1.

In order to compare the data with what the theory predicts, events can be generated
using Monte-Carlo (MC) tools and passed through detector simulation programs to
simulate the detector response. Event generators use PDFs to estimate the probability
of interaction of the different elements of the protons and the fraction of the energy
they are bringing. Available sets of PDFs and recommendations can be found in [53-
S5]. Matrix element interaction can be generated by a dedicated program at fixed
order (LO or NLO). The showering steps can be performed by the same tool or by
a dedicated program interfaced with the matrix element generator. At the end of the
last step, only stable particles remain (particles which will not decay before crossing
the first detector layer). The main generators and showering programs used by CMS
with some of their characteristics are listed in Table2.]l This list is not exhaustive but
contains the main generation tools which will be used later. In 2012, the main matrix
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Figure 2.5: From the top left to the bottom right: 2D and 3D track IPs, 3D IPS and
the jet CSV discriminant. In blue (red) the distributions are shown for a reference
(misaligned) run before (after) the movement of the pixel detector described in the

text.
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Figure 2.6: Track 3D IPS (left) and jet CSV discriminant (right) for a reference run
(blue) before misalignment of the pixel detector and for a run (red) affected by the
misalignment, both after being reconstructed with the proper alignment.

element generator used was MadGraph (MG) [56] interfaced with Pythia 6 [S7].
It has the advantages of generating LO matrix element processes up to several jets (up
to four for Z+jets events) and of being well known and validated by the collaboration.
More recently the usage of aMC@NLO [58] interfaced with Pythia 8 [59] tends to
replace the use of MG. aMC@NLO has as advantage to generate matrix element at
NLO. One drawback of this generator, however, is the longer computing time for gen-
erating events especially with extra jets. One specific characteristic of this tool is to
produce events with negative weight. Consequently more events need to be generated
in order to recover comparable statistics to the approach using MG. Powheg [60]
allows for a set of available processes to also generate matrix element at NLO but
without this feature of negative weights. It is used for several processes, especially
for Higgs samples. The hadronistation is made with the Herwig++ [61] showering
program. In a few cases Pythia is also used as a standalone generator especially
when the simulation of extra jets is less relevant (for example di-boson processes).
Indeed: Pythia is known to produce a softer spectrum for extra jets than generally
observed. Finally TAUOLA [62] is, when relevant, interfaced to the showering pro-
gram in order to improve the simulation of the 7 decays.
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Figure 2.7: Cumulative luminosity versus day delivered to CMS during stable beams
and for p-p collisions. This is shown for 2010 (green), 2011 (red), 2012 (blue), 2015
(purple) and 2016 (yellow) data taking periods.

Once events are generated, in order to compare them to the data, the response of the
detector to the passage of the produced particles needs to be simulated. To do this,
CMS is using the Geant 4 toolkit [63] in order to reproduce the detector geometry
and the interactions with the detector materials. The output of this detailed simula-
tion, which can take up to a minute for each event, mimics the output received from
the data (same format with the same low-level information) which allows the use of
the same reconstruction procedure. It also contains the information on the generated
particles for each event. Information about the detector conditions (not working mod-
ules, alignment, beam spot, etc) are exploited to get a realistic simulation of the detec-
tor performance. However the reconstruction of the simulated samples are generally
done once or twice during a data taking period therefore the average conditions for the
data can differ slightly from the injected ones in the reconstruction of the simulated
events. Effects from PU are simulated by adding the information from events chosen
randomly from a simulated minimum bias sample (sample of soft inelastic collisions)
after the simulation step. The number of events to be added is also chosen randomly
following a predefined probability function which is supposed to be close to the final
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Generators | Hadronisation | Order of computation Processes

MadGraph N LO Automatic for different set of models
Pythia Y LO Set of built-in processes
Powheg N NLO Set of built-in processes
Herwig++ Y LO/NLO Set of built-in processes
aMC@NLO N NLO Automatic for different set of models

Table 2.1: List of the main event generators used by the CMS collaboration to simulate
Monte-Carlo events at 8 TeV with some of their main characteristics.

PU distribution integrated over the whole data taking period. This is done event-by-
event using a Poissonian distribution with as mean the number of expected interac-
tions randomly chosen from this probability function. Residual differences between
simulation and data are corrected using correction factors which allow to reweight the
simulated events so as to make the simulated samples closer to the actual data.

The data recorded and analysed by CMS already led to more than 530 publications
including about 150 publications on the SM (including top physics) and almost 70
about Higgs physics, including BSM Higgs searches. The level of agreement of the
data with the SM is summarised in Figure 2.8] No significant deviations have so far
been observed.
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Chapter

SM Higgs search

As discussed in Chapter|[T] the discovery of the Higgs boson [} [2] was possible using
the di-boson channels (ZZ, WW, ~v). Even so, at the time of the discovery, the
decays into fermions was not confirmed. Despite it has the highest BR at 125 GeV
the b — bb decay is difficult to observe at the LHC. Indeed, the direct production
of the Higgs boson decaying to a pair of b quarks has the disadvantage of having as
background the huge production of di-jet events (gg — bb cross section is ~ 108
larger). The possible production modes for observing the h — bb decay at the LHC
are then Vh (with V. = W, Z), tth and vector boson fusion. Another challenge of
this decay is the poorer mass resolution with respect to vy or ZZ decays due to the
experimental limit on the jet energy resolution. In what follows, to avoid confusion
with BSM Higgs bosons, the SM Higgs boson will be denominated as h25.

3.1 Analysis strategy

Before the start of the Run 2 LHC, hints of hi25 — bb decay had been observed at
the Tevatron and at the LHC [64166]. The choice made for this analysis was to look
for the Z(Ill)h125(bb) production mode driven by the expertise acquired with the Z+bb
cross section measurement [67]] also described in details in [[19]. Only the Z — I
decay is considered with [ = e, u. In order to improve the sensitivity to this process,
advanced techniques can be used such as multivariate analysis (MVA), mass regres-
sion, etc. However such techniques cannot guarantee to make use of all the available
information by themselves. The originality of this analysis is the usage of a matrix
element (ME) technique. Such technique has the advantage to use all the kinematic
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information from the events. Combination of several advanced techniques can then be
used to get the best sensitivity. This has successfully been used, for example, in the
tthios with hiss — bb search [68]]. Here this analysis is an extension of the analysis
performed at 7 TeV and detailed in [69]. I will focus, amongst others, on the issues
faced due to the increasing PU during the 2012 data taking and the optimisation per-
formed to reduce their impact on the results. This analysis intended to complement
the published CMS analysis [66]. A combination with the 7 TeV data collected in
2011 will also be shown.

The final state is composed of two leptons (electron or muon) and two b quarks. The
constraints are:

e Two same flavour opposite sign leptons with an invariant mass close to the Z
mass.

e Two b jets with an invariant mass close to the Higgs mass hypothesis.

e No neutrino, so no physical missing transverse energy (FE71%).

The main backgrounds are Z+jets, tt and ZZ. The presence of the two leptons ensures
a clean event signature thanks to the good ability of the CMS detector to reconstruct
leptons. This guarantees a negligible contamination from pure multi-jets events. The
presence of b jets can be tagged using the algorithms described in Section This
is used to reduce the Z+jets contribution as well as the small WZ contribution. The
absence of neutrinos makes it possible to reject tf events as well as events from smaller
contributions such as tW and WW processes by selecting events with low EMss.
Constraining the di-lepton mass further reduces these contributions.

In order to enhance the discrimination power of this search between the signal and the
backgrounds, the main specificity of this analysis is the use of a ME technique based
on the MadWeight program [70]. More details on this technique and its possible
application are given in [69]. In short, several ME weights are computed correspond-
ing to different background and signal hypotheses. Each of these ME weights give an
indication for an event to be compatible with the tested hypothesis. For each event,
this represents an estimation of the probability that this event was produced by a given
process, based on the observed kinematics of the final state particles of the event and
the predictions from the MadGraph event generator. This probability is written

P(p”islo_i) = 1 /dmldng(xl)f($2)/d(I)lMéZ(p)'QTF(pvpvis)' (31)

where f(x1) and f(x2) are the parton distribution functions which describe the energy

spectrum of the incoming partons. |Mgz(p)| is the probability amplitude of the hard
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scattering between the partons for the considered process. TF(p, pU**) is the trans-
fer function allowing to go from the reconstructed objects to the initial partons. oz
is the cross section of the process in the integrated phase space. The unnormalised
probability, defined as W = o5 P(p?**|@), corresponds to the so-called ME ‘weight’.
As an ME weight is a small number (typically between 1070 to 10~3°), the vari-
able W99 = —log,o(W) is defined. The more an event is compatible with a given
hypothesis the smaller is W ~!°9,

These ME weights have the advantage that they encompass the full kinematic infor-
mation available in the event by using the quadri-vector of the two leptons and two jets
which are reconstructed and selected. The integration is performed using the available
phase space given by the TFs. These TFs reflect the resolution on the measured ener-
gies and momenta of the reconstructed objects. The integration starts with the better
known particles, in this case the leptons, to explore the available phase space. The
energy-momentum (£ — p) conservation constrains this integration by fixing the en-
ergy of the jets. In some cases this can lead to an over-constrained system and some
constraints had to be relaxed in order to let the program float within the available phase
space for the jets. This is the case when the bb resonance has a small width. In such
case, the my, will often not match the resonance and fall outside the peak. Relaxing
the £ —p conservation allows to explore the phase space for the jets and to find the best
combination which matches the resonance peak. Another possibility to mitigate this
effect is to relax the constraint on the physical width by enlarging the width to a value
which gives a smooth distribution of W ~!°9 when testing a hypothesis on events gen-
erated with this hypothesis. In this configuration the events outside the peak get back
inside the peak. This might be seen as a way to absorb in the width the experimental
resolution on the mass of the resonance. As both choices do not give completely corre-
lated results, both computations are used. An alternative to these solutions is to allow
a variation of 7);.; by adding a TF to take into account the difference in the direction
between the generated parton and the jet directions. This configuration was not used
for this analysis. All the ME weights used in this search are listed in Table

In addition, events are categorised according to the multiplicity of jets. This choice is
driven by the different sensitivity observed in the two categories: exactly 2 jets (27)
and at least 3 jets (37). As shown in [69] this difference is attributed to the poorer
resolution on my;, in the 3 category. Final state radiations are responsible for this
observation. This categorisation also makes sense in view of using a ME technique.
Indeed: final state radiations are not treated by the ME technique used for this analy-
sis. This implies a loss of power of this technique in such configuration. A dedicated
ME weight can in principle be used for such topology but it is time consuming and it
has been shown that there is no clear gain compared to the choice made for this anal-
ysis [71]. Here, in order to get part of the lost sensitivity back, additional kinematic
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ME weights hypotheses
Wag 99 — Z +bb
Waq qq — Z +bb
Wa tt — llbbvy
Wzz0 Z7Z — llbb
W23 7 Z — llbb with no E — p conservation constraint
Wzno Z hio5 — llbb with relaxed hq25 width constraint (~6 MeV to 2.5 GeV)
Wzns Zh125 — 1lbb with no E — p conservation constraint

Table 3.1: List of ME weight hypotheses used in the analysis.

information is used in the 3j category. Considering the closest jet (j) in AR to one of
the two selected b-tagged jets, the following variables are defined:

e AR(b,7): the smallest AR between one of the selected b-tagged jets and j.

e my;: the invariant mass of the system composed of the two selected b-tagged
jets and j.

The ME weights and these new variables are then used as input to a cascade of Neural
Networks (NNs). At first three intermediate NNs are trained. Each of these discrim-
inates one background from the signal hypothesis making use of the ME weights of
the signal and the considered background. These three NNs are then used as input to
a final NN trained to discriminate all the backgrounds from the signal. The shape of
the last NN is used as discriminator to look for the presence of the signal. These NNs
are built using the TMultiLayerPerceptron class defined in ROOT [72]. This cascade
of NNs is illustrated in Figure [3.1] for the category 2j. In the category 3j, the only
difference is the use of AR(b, j) and my;; in the three intermediate NNs.

In order to be more sensitive to the signal and to be able to control the background nor-
malisation, two orthogonal regions are defined. The first one, called the signal region
(SR), is enriched in signal by selecting a window around the expected Higgs boson
mass. The second one, called the control region (CR), is depleted in signal by se-
lecting the complementary region in my,. The background normalisation is extracted
from the CR. The SR is then used to search for the presence of the signal. Shapes
are taken from simulation. Reweighting procedures are used in order to improve the
data description of the simulation. These reflect the approximation of the simulation
and the evolution of the detector during the data taking period. The average perfor-
mance is measured both in data and in simulation in order to estimate the efficiencies.
Correction factors are derived to cover the residual differences. Dependency on the
pr and 7 of the reconstructed objects are taken into account when relevant. Events
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Figure 3.1: Illustration of the cascade of NNs.

in simulation are then reweighted one by one according to these correction factors in
order to reproduce the data in the best possible way. This has been done for the trigger
efficiency (40, [73]], the lepton identification and isolation [40] and for the b-jet
identification [[76]. A similar procedure is followed to reproduce the PU multiplicity
observed in data.

The data in the SR has been masked to perform the optimisation of the search in order
to avoid biases from the possible presence of the signal. The method has been first
applied to the search of the ZZ process. This test is used to validate the method. The
data in the SR can be unmasked after these steps are completed. If no significant
excess is observed, upper limits can be derived on 1 = o /0, where ogyy is the
expected cross section from the SM.

3.2 Setup

The search is based on the standard CMS analysis framework [77].
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3.2.1 Samples

The 8 TeV data collected by CMS in 2012 are used corresponding to an integrated
luminosity of 19.5 fb=!. The datasets used for this search contain the events selected
by the di-muon and di-electron triggers. These triggers require the presence of at
least two electrons or two muons with pr greater than 8 GeV and at least one with a
pr greater than 17 GeV. Loose identification and isolation criteria are required with
respect to the one used later in the analysis.

In order to describe the backgrounds and the signal kinematics, events have been sim-
ulated using MC event generators. The full list of samples used are shown in Table[3.2]

Data
Di-electron
Di-muon

MC
Samples Cross section in pb (Calculation order) | Number of events | % of events used
Z+jets: inclusive 3503.7 (NNLO), 2950 (LO) 30459503 100%
Z+jets: 50 < pYf < 70 GeV't 93.8 (LO) 4930773 100%
Z+ets: 70 < p < 100 GeV* 52.3 (LO) 1413395 100%
Z+jets: p¥ > 100 GeV' 34.1 (LO) 2662137 100%
Z+jets: pi > 180 GeV' 4.6 (LO) 1555476 100%
tt — llvwbb 27.3 (NNLO) 12119013 30%
tt — lvjjbb 109.2 (NNLO) 25414818 100%
zz 8.2 (CMS) 9799908 70%
Zhias 0.0249 (NNLO QCD + NLO EW) 999462 20%
Zbbt 76.8 (LO) 14129304 20%
i 245.8 (NNLO) 6923750 100%

Table 3.2: List of samples used in the analysis with their associated cross sections in
pb, the number of events generated and the % of events used in this analysis. The order
of precision of the theoretical cross sections is shown in parenthesis. When CMS is
specified, the theoretical cross section is rescaled to the best CMS measurement at the
time of the analysis. The t symbol refers to the MC samples not used for the NNs
training. The § symbol refers to the MC samples used only for the NN training.

For some samples for which a high event selection efficiency is expected, only a frac-
tion of the events are used in order to be less penalized by the time needed to compute
the ME weights. These fractions are chosen in order to keep a reasonable statistic for
the search. The contributions from WW, WZ and single top are neglected as in [67].
The ZZ sample is generated with PYTHIA 6 with the Z2* tune [78] and interfaced
with TAULA. The Z+jets and ¢t samples are generated with MadGraph 5 interfaced
with PYTHIA 6 with the Z2* tune. Four Z+jets samples have been produced in order
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to improve the MC statistics in the region where the sensitivity to the signal is ex-
pected to be higher, e.g. for pr 2 50 GeV. These samples generated with a cut on the
generated p¥. are listed in Table The five Z+jets samples are merged using weights
based on the relative LO cross sections, extracted from MadGraph, in the different
bins in p! reported in Table The signal sample is generated with POWHEG inter-
faced with HERWIG++. NLO electroweak corrections [[79]] to the Zho5 production
as a function of the pr of the Z boson have been applied to this sample. The gen-
erated events are simulated within the CMS detector using the GEANT 4 toolkit as
mentioned in Section

Bins Relative LO cross section
Pl < 50 GeV 93.96%
50 GeV < pY. < 70 GeV 3.18%
70 GeV < plt < 100 GeV 1.71%
100 GeV < pf < 180 GeV 1.00%
pt > 180 GeV 0.15%

Table 3.3: Relative LO cross section in the different bins in pY. used to merge the
different Z+jets samples.

In what follows, and except if another definition is explicitly mentioned, the Z+jets
sample is subdivided according to the flavour of the two selected b-tagged jets: Z+bb,
Z+bx, Z+xx where x corresponds to non b jets (u, d, s, gluon and c jets). The flavour
of the jets are obtained by using the available generator information. A matching in
AR is performed between the reconstructed jets and the generated partons before the
hadronisation step. A b jet is then defined by a jet matching at least one b parton.

3.2.2 Selection and object reconstruction

Leptons are reconstructed using particle-flow (PF) techniques [80H82]. Electrons are
identified using the cut-based medium working point defined in [40]. Muons are iden-
tified using the tight definition defined in [74]. The isolation of the leptons is per-
formed using a cone of AR < 0.3 (0.4) for electrons (muons). The pile-up contami-
nation is subtracted from the cone by means of techniques exploiting charged deposits
inside the cone itself. The isolation criterion is I.e) = Lps/pr < 0.15 (0.2) for the
electrons (muons) where:

Lips = Y pr + max (Zm +Y pr—Y_pr, 0) (32)
CH NH 0l PU
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The ), pr is the scalar sum of the transverse momenta of the charged hadrons orig-
inating from the primary vertex (i=CH), the neutral hadrons (i=NH) and the pho-
tons (i=y). The term ) ., pr is the contribution from PU to the neutral component.
It is computed in a different way for electrons and muons. For electrons it is estimated
by ZPU pr = pAecsy where p is the median energy density in the detector [83] [84]
and A.¢y the effective area of the isolation cone in the (7, ¢) plane rescaled to take
into account the effective neutral contribution to p [40]. For muons it is estimated
by > by pr = 0.5 o py pr Where 3y pyy pr is the sum of the transverse mo-
menta of the charged hadrons not originating from the PV. The factor 0.5 corresponds
to an estimated average of neutral to charged particles produced in the hadronisation
process and is measured using simulated events. Electron energy corrections [85] and
muon momentum scale corrections [86] are also applied for a better data-MC match-
ing of the lepton kinematics.

Jets are clustered from the four-momenta of the particles reconstructed by the PF
algorithm, using the FASTJET software package [87]. The anti-kr jet clustering
algorithm [88]] is used with a distance parameter of radius R = 0.5. Corrections to
the jet energy scale (JES) are applied both on data and MC to account for detector
effects and PU contamination [89]]. The PU contribution to the jet energy is obtained
using the p parameter defined above. This contribution is then subtracted from the jet
energy.

Identification of b jets is done via the CSV algorithm described in Section[2.2.3] At the
medium working point (WP) the b-tagging efficiency is about 65-75% for b jets with
pr in the range 80-150 GeV (for a mistagging efficiency of 1% for light jets). This
WP was chosen for this search because it allows to have a sufficiently pure sample,
without losing too much in efficiency, in particular when requiring two b-tagged jets.

The EQ”J”S, defined as the magnitude of the vector sum of the transverse momenta
of all observed bodies in an event, is based on PF reconstructed objects. Corrections
for JES, PU contamination and modulation in ¢ are applied [90]. The ‘E/¢ signif-
icance’ [91] is used in the selection because this variable is more discriminating than
the E*¢ itself and, at the same time, leads to a smoother E/***¢ distribution as will
be shown later in Figure [3.10] As defined, the significance offers an event-by-event
assessment of the likelihood that the observed E’T”iss is consistent with zero, given the
reconstructed content of the event and known measurement resolutions of the CMS
detector.

Particles are required to originate from the PV, reconstructed as described in Sec-
tion The PV is characterised by the largest quadratic sum of the pr of its
constituent tracks.
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The reconstruction and selection of the /Ibb events require the presence of two re-
constructed lepton candidates of the same flavour and with opposite-sign forming an
invariant mass pair in the range [76,106] GeV. This significantly reduces the contam-
ination by ¢¢ and non-resonant Z+jets events. In case of multiple Z candidates, the
lepton pair with the closest invariant mass to the Z mass is chosen. At least two b-
tagged jets are required in order to suppress backgrounds with no b jets, especially the
Z+light-jets events. The two b-tagged jets with the highest CSV discriminator value
are chosen to form the hq25 boson candidate. A cut to select events with low E}"iss
significance helps reducing the contamination from processes, here mainly t¢, with
true E2''** coming from the production of neutrinos. The cuts defining the selection
are listed in Table 3.4

Pl > 20 GeV
7l < 24, [1.] < 25
76 GeV < my; < 106 GeV
Pt > 20 GeV
P’ > 20 GeV
Mjet| < 2.4
AR(l,j) > 0.5
CSV, > 0.679
Py > 40 GeV, p4? > 25 GeV
Ess significance < 10
Signal Region

Njets = 2 Njets >3
80 GeV < mp, < 150 GeV 50 GeV < mpp, < 160 GeV
Control Region

Njets = 2 Njets = 3
mpp < 80 GeV or myp > 150 GeV | myp, < 50 GeV or my, > 150 GeV
Extended Control Region
Control Region less the m;; requirement
60 GeV < my; < 120 GeV
Training Signal Region
Signal Region less the C'S'V}, requirement
max(CSVy1,CSVya) > 0.679
min(CSVyy, CSVys) > 0.244

Table 3.4: Event selection for the objects in the (training) signal and (extended) control
regions where b corresponds to the selected b-tagged jets, b; and by the leading and
sub-leading selected b-tagged jets and | = e, p.
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One important specificity to note in the selection, and which differs from the 7 TeV
analysis [69], is the cut on the pr of the two b-tagged jets forming the h125 candidate
and on the pY.. The cut is raised from 20 GeV to 40 and 25 GeV for the leading and
sub-leading selected b-tagged jets. A new cut at 20 GeV is introduced on the p%. The
motivation for these modifications comes from the different PU conditions. The mean
of PU interactions by bunch-crossing increases from ~10 in 2011 to an average of 21
in 2012. The mean number of interactions per bunch crossing during the 2012 data
taking period can be seen in Figure[3.2] Jets coming from PU are therefore expected
to be more numerous. This increases the background contributions. This was the
main issue identified in this analysis as a result of the increase of the number of PU
interactions.

CMS Average Pileup, pp, 2012, Vs = 8 TeV
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Figure 3.2: Mean number of interactions per bunch crossing during the 2012 data
taking period.

In order to rely as little as possible on the simulation of PU, it is worth to reduce its
presence as much as possible. To investigate the level of contamination from PU in
our events, a study was performed using the available information from the generators
in the simulated events. No generator content is available from the PU interactions.
This implies that what cannot be matched to a generated object has a high probability
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to come from a PU interaction. In this way, the absence of a generator jet associated
to a reconstructed jet indicates with high probability a jet which originates from a
PU interaction. To match the generator jets to the reconstructed ones, a simple AR
matching within a cone of 0.4 is used. It has been observed that the Z+jets events
are especially sensitive to the presence of PU jets. This contamination can be seen in
Figure where it is represented by the brown contribution. The cut on the b-tagged
jets and di-lepton pr are chosen in order to make this contribution negligible keeping
a similar sensitivity to the signal. Together, these cuts remove ~ 45% of background
and ~ 15% of signal events. The technique developed here to identify PU jets has
been adopted by the group in charge of the b-jet identification studies where a similar
problem appeared especially for high PU conditions in the perspective of the upgrade
of the CMS detector.

3.3 Analysis

3.3.1 Background normalisation

To extract the normalisation of the main background processes, a fit is performed in
the CR extended by increasing the m;; window, as defined in Table[3.4] This increases
the sensitivity of the fit to the ¢ contribution. Four contributions are estimated:

e Zxx: events with no b jets reconstructed in the acceptance.

e Zb(b)j: events with at least one b jet reconstructed in the acceptance and with at
least one extra jet reconstructed in the acceptance.

e 7Zbb: events with exactly two b jets and without another jet reconstructed in the
acceptance.

e tt: all tt events.

The unusual parametrisation of the Z+b-jets processes is chosen to consider the mod-
elling of extra jet especially to consider the impact of the NLO contributions. This
is the consequence of the way b quarks are produced at the LHC. Indeed: they are
produced in pair through gluon splitting (see as example the diagram of Figure[I.2c).
The production of Z+b jets+extra jets is illustrated in Figure The final state is
always composed of two b quarks and at least one extra parton. This explains why
the contributions Z+bx in both categories (25 and 37) and Z+bb in the category 3 are
assumed to originate from the same process and are then estimated as a single process.
The ZZ contribution is too small to be extracted from the data; therefore it is fixed and
rescaled to the best available CMS measurement at the moment of the analysis [92].
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plj’? (top right) and the péﬁ (bottom) before cutting on pg} P21 Simulation samples are
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Figure 3.4: Examples of diagrams for the production of Z+b jets+one extra jet.

In order to be sensitive to these different contributions, 2D shapes are built using:
e The CSV product of the two selected b-tagged jets: this variable is sensitive to
the flavour of the selected jets.
e A NN discriminating ¢t and Z+jets processes: this variable is sensitive to the

fraction of ¢ and Z+jets events.

The NN discriminating the Z+jets and ¢t events takes as input the ME weights cor-
responding to the two processes, corresponding to a total of three inputs. Two layers
of two and four neurons have been used to perform the training. The evaluation of
the NN output is shown in Figure for Z+jets and tt events. This NN gives a nice
discrimination of the two processes.

The contributions are estimated with a simultaneous fit of four categories:

e Electron channel - 2j.

e Electron channel - 3.

e Muon channel - 2.

e Muon channel - 3j.
The resulting scale factors (SFs) are shown in Table[3.5] They are compatible with the
ones obtained at 7 TeV.

The plots showing the input variables after the fit are shown in Figure [3.6]as 1D pro-
jection of the 2D templates. The binning is driven by the MC statistics in order to
avoid empty bins in the 2D templates.
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Figure 3.5: Output of the NN discriminating the Z+jets and ¢ processes. Both samples
are taken from simulation and normalised to the unity.

The signal is normalised to the NNLO cross section [20].

The final yields in the CR and SR for the different categories are shown in Table [3.6]
In the CR, the data and background yields agree well by construction and the signal
yields are negligible (less than 2 expected signal events over more than 2800 predicted
background events). In the SR, the yields agree in the 25 category but not in the 3j
category where significantly more events are predicted than observed. The impact of
the PU contamination is suspected to bias the jet categorisation and then the applica-
tion of the SFs measured in the CR to the SR. This topic will be discussed in more

SF_Zbb 1.12+£0.05
SF_Zb(b)x | 1.27 +£0.05
SF_Zxx 1.08 £0.11
SF_tt 0.94 £ 0.03

Table 3.5: The background scale factors as estimated from the 2D fit.
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‘ Category H Data ‘ total Bkg H 77 tt Z+XX ‘ Z+bx ‘ Z+bb H Zhi2s ‘
Control Region
2j 1173 | 1178 £ 35 14+1 217+6 155+16 | 111 £13 | 68127 || 0.60 4+ 0.04
3J 1663 | 1653 £40 || 6.0£0.5 | 381+7 | 231£19 | 157£13 | 879£32 || 0.69+0.04
Signal Region
27 875 882 £ 32 45+1 122 +4 102+£13 | 109 £15 | 504 £25 9.7+0.2
3J 2056 | 2258 £ 51 64+1 347T+7 | 382426 | 198+ 17 | 1267 £40 || 10.8£0.2
Full Region
[ Al [5767 [ 5971 +80 [ 120£2 [ 106713 | 870438 [ 57529 [ 3330£63 || 21.8+£0.2 |

Table 3.6: Data yields in the CR and SR for the 25 and 375 categories and in the full
region. The yields are compared with the expectation from different processes based
on simulation after the full normalisation. The ‘total Bkg’ numbers represent the sum
of the background processes.

details in Section In total, around 22 events are expected to be observed from the
signal over almost 3000 background events.

In the following, the kinematic modelling is checked in the CR. The plots in the SR
are available in Appendix

Figure shows the m;; and p% observables related to the lepton kinematics. The
agreement for my; is within the expectation for prompt data, i.e. without the best
alignment condition. A good agreement is observed for p!\ within the statistical un-
certainties.

Figure [3.8| shows the pr of the two selected jets. A good agreement is also observed
here.

Figure [3.9) shows the b-tagging discriminant of the two selected jets. The product of
these two observables is used to extract the background normalisation. The agreement
is within the statistical uncertainties.

Figure shows the E7¥%5$ and the EZ** significance. Both observables show a
good agreement. The discrepancy observed in the 3j category (right plots) is assumed
to come from a statistical fluctuation because it is not present in the 2j category. Noth-
ing is visible also in the SR (see[A.4).

Figure [3.11| shows the jet multiplicity in the CR and SR. These plots confirmed the
observation from the yields in Table ie. a good agreement except in the SR
for n; > 3. The largest discrepancy is visible for n; = 4 with a data ratio over
the estimated background of ~ 88%. In the SR, the signal is also shown overlaid
for comparison with the backgrounds. In this case it is normalised to 50 times its
theoretical cross section. This will be also the case for all the following plots where
the signal is expected to have a non negligible contribution.
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Figure 3.7: Comparisons of data and simulation in the CR of the m;; (top) and the plzlw
(bottom) observables. The left plots correspond to the 25 category and the right plots
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Figure 3.8: Comparisons of data and simulation in the CR of the p4* (top) and for the
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Figure 3.10: Comparisons of data and simulation in the CR of the EZ*%** (top) and
for the Es* significance (bottom) observables. The left plots correspond to the
27 category and the right plots to the 35 category. Simulation samples are normalised
using the SFs shown in Table[3.5] In the ratio, the yellow band represents the statistical
uncertainty from simulation.
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Figure 3.11: Comparisons in the CR (left) and in the SR (right) of data and simulation
for the jet multiplicity observable. The bin n; = 2 and the bins n; > 3 have been
selected with different cut on my;, according to the SR and CR definition for the 25 and
3j categories. Simulation samples are normalised using the SFs shown in Table[3.3] In
the SR, the signal is also shown separately normalised to 50 times its theoretical cross
section. The last bin includes the overflow. In the ratio, the yellow band represents the
statistical uncertainty from simulation.



58 Chapter 3. SM Higgs search

Figure [3.12] shows the my,, in the 2; and 3; categories. In the 2j category (left plot),
the data agree well with both background and signal-plus-background predictions. In
the 35 category (right plot), a good agreement is observed in the region corresponding
to the CR. However inside the SR some tensions are observed. The bin with my;,
between 50 and 75 GeV shows the largest discrepancy.
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Figure 3.12: Comparisons in the 2j category (left) and in the 35 category (right) of
data and simulation for the m;;, observable. Simulation samples are normalised using
the SFs shown in Table 3.3} The signal is also shown separately normalised to 50
times its theoretical cross section. The last bin includes the overflow. In the ratio, the
yellow band represents the statistical uncertainty from simulation.

Other kinematics are shown in Appendix [A] They also show a good agreement in the
CR and some tensions in the 3j category in the SR.

3.3.2 Final discriminants

To further improve the discrimination between the signal and the backgrounds, two
final discriminants are built. The optimisation is performed separately for the cate-
gories 2j and 3j. The construction of the final discriminants is done as described in
Section[3.T]and illustrated in Figure[3.T]using different NN configurations from 1 to 4
layers made of up to 12 neurons.
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Unfortunately, it was realised late in the study of the results that the implementation of
the computation of myy,; and AR(b, j), used as inputs in the 35 category, was wrong.
This means these variables does not bring to the NNs additional information to help
discriminating the different hypotheses. Due to time constrains, it was not possible to
reprocess all the data and MC samples and repeat the trainings of the NNs which were
using this information. This led to a reduction of discrimination power of the NNs in
the 37 category but no bias is expected because it affects data and simulation in the
same way.

Due to the limited amount of simulated events entering in the SR, it was decided to
relax the b-tagging criteria for the events used in the training as defined in Table [3.4]
Instead of using two b-tagged jets with the Medium WP, only one has to pass this
requirement. For the second b-tagged jet, only the Loose WP is required. This resulted
in a slight improvement in the discrimination power of the final discriminants. The
improvement is attributed mainly to the gain in statistics (+-60% for Z+bb and x6 for
Z+xx) making the trainings more robust with respect to eventual over-trainings. In
principle, as no b-tagging information is directly used in the training, the b-tagging
requirement could have been ignored in order to gain statistics. To keep the proper
fraction of Z+jets events after b-tagging, weights reflecting the b-tagging efficiencies
could have been applied. This was not done as the ME weights were not computed
for events passing looser b-tagging selection because it would have resulted in a large
number of additional events and thus of computing time.

Another issue of the limited MC statistics is the use of the same events in the training
and test of the NNs and in the analysis. It is partially resolved by the choice of a looser
b-tagging requirement as the events added in the training are not used in the analysis.
For Z+jets and tt events, as shown in Table the usage of some samples only in
the training and test of the NNs and some only for the analysis reduces even more
possible biases. This issue could have also been partially solved by processing all the
available statistics for the samples where only a fraction of the events were used.

The ME weights are shown from Figure [3.13]to Figure [3.16]in the SR. The plots for
the CR are available in Appendix [A] (from Figure [A.9|to Figure[A.T2).

It can be seen that, as expected, the ME weights are able to distinguish to some extent
the different processes. For example in Figure [3.13] a different behaviour is clearly
visible for the Z+jets events, peaking at low values, and the tt events peaking at higher
values. In Figure[3.14] the tails at high values are due to events poorly compatible with
the ¢t hypothesis. As expected the contribution from ¢¢ events is negligible in these
tails. In Figure [3.15]the majority of the non-ZZ events get higher values compared to
the ZZ events. Especially in the 25 category, the ZZ and Zhjo5 processes appear to
be well separated. A similar conclusion can be drawn from Figure for the Zhy2
hypotheses. Itis interesting to note that in the CR, especially for W, égg (Figure @

ot
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the events clearly get higher values. This means that my;, plays a determinant role in
the computation of the signal ME weights. However the discrimination visible in the
SR shows that the ME weights are using more information than only this observable.

The intermediate NNs are shown in Figures and [3.18] Each time the signal and
the background which is discriminated peak at high and low values, respectively. This
clearly shows the discriminatory power of these NNs. The other backgrounds however
behave in a less trivial way depending on the training. Overall, the agreement with
the data is good except from the surplus of MC in the 3; category. The rightmost
bin fqr the NN ;J]'ws .7 (top right plot in Figure as well as the second bin of the

N N;ths Z+jets (top left plot in Figure l have been checked. In the first case this

is related to the surplus of MC visible for thlag (right plot of Figure around
23-24 and in the overflow bin. This can be due to the case where the sub-leading b-
tagged jet is originating from PU because it corresponds to events with p%? < 35 GeV.
In the second case, the missing events in the simulation behave in the same way as the
brown contribution in Figure[3.3] One possible explanation is that such events, biased
by the PU, migrated more often in simulation than in data in the 35 category. This will
be discussed later in Section 3.4}

The final discriminants are shown in Figure [3.19] The excess at low values is mainly

due to the excess visible in the second bin of the N N%ws Ztjets:

3.3.3 Systematics

In order to consider the uncertainties on the background and signal predictions, dif-
ferent systematics on the yields and on the shapes of the final observables have been
considered:

e Luminosity: the uncertainty on the luminosity at the time of the analysis was
4.4% [93]]. This affects the normalisation of the signal and the ZZ background.

o Signal cross section: the uncertainty on the total signal cross section is 4% [20].
This number accounts for both the scale and the PDFs uncertainties. An extra
5% (2%) uncertainty is assigned to the NLO EWK (QCD) correction as a func-
tion of the p of the Z boson [79].

¢ Lepton reconstruction and trigger efficiencies: a flat uncertainty of 2% is as-
signed to the trigger and lepton reconstruction efficiency for both electrons and
muons. Uncertainties between electrons and muons are assumed to be uncor-
related. This uncertainty is only applied to the signal process. For the Z+jets
and ¢t backgrounds, the scale variation is assumed to be absorbed by the nor-
malisation derived in section For the ZZ background, this uncertainty is
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Figure 3.13: Comparisons in the SR in the 2j category (left) and in the 35 category
(right) of data and simulation for the ME weights related to the Z+jets process. The top
(bottom) plots represent W;glog (ij]l"g ). Simulation samples are normalised using
the SFs shown in Table 3.3] The signal is also shown separately normalised to 50
times its theoretical cross section. The last bin includes the overflow. In the ratio, the
yellow band represents the statistical uncertainty from simulation.
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Figure 3.15: Comparisons in the SR in the 25 category (left) and in the 35 category
(right) of data and simulation for the ME weights related to the ZZ process. The top
(bottom) plots represent W, é%g w,. é%g ). Simulation samples are normalised using
the SFs shown in Table 3.3] The signal is also shown separately normalised to 50
times its theoretical cross section. The last bin includes the overflow. In the ratio, the
yellow band represents the statistical uncertainty from simulation.



64 Chapter 3. SM Higgs search

OO 1‘9'5‘"’{1(7 g D ) @1V
o F Signal Region, 2j 1 o 400 Signal Region, 3j
Z 180 4 CMSdata 1 < [ 4 CMSdata ]
9 160 [Jzh 4 £ 350 CJzh E
% 160; = z+%)2|§ | % £ -Z+t)2k51 ]
> 140 [ Z+bx E = 300F :lé:bx E
w [ I Z+xX 1 1T E I Z+xx ]
1201~ [tt = 250 L 3
r 27 ] F /zz ]
100F = - F —50 xZhys 7
r —50 xZhy,s 200+ —
80 = F .
E 1 1501 —
60F 4 g 1
40 E 100? E
20 . 505 E
0, ] [ ]
-log
WZhO
18 1.5: I ‘ o 1.5: ‘ ]
E 1£ L1y b4 + { l E ol t ' ‘ ‘ 1
= Hrtre et 5 LTy e ;
8 o5t 8 o5t : ;
a - 22 24 26 28 30 32 a - 22 24 26 28 30 32
W-Iog W—Iog
Zho Zho
o HMehew | RSWIET MG L 19sieTe
S e Signal Region, 2 | o F Signal Region, 3j ]
- - -+~ CMS data — 350F —+-CMSdata
g 2000 [1Zhyys 3 g L [JZhyp 1
o t [ Z+bb 1 @ 300F =
> F [ Z+bx 1 > 1
w E i w F ]
150E mzexx 2501 E
E e E E ]
E mzz E 200 =
E —50 xZh, 5 1 £ ]
100¢- E 1501 E
E E 100f =
50; E r ]
F E 50F =
Ew PN PIATII B L.E E J
0 18 20 22 0
W—Iog W
Zh3 Zh3
o 15 o 15 ]
s both = 1
S 1 it ‘ | e e e e e
s 0 . | s b gt e ]
8 o5t 8 o5t J
a - 10 12 14 16 18 20 22 a - 10 12 14 16 18 20 22
W Wing
7h?

Figure 3.16: Comparisons in the SR in the 2j category (left) and in the 35 category
(right) of data and simulation for the ME weights related to the signal process. The top
(bottom) plots represent WZ_,igg (Wz_,llgg ). Simulation samples are normalised using
the SFs shown in Table 3.3] The signal is also shown separately normalised to 50
times its theoretical cross section. The last bin includes the overflow. In the ratio, the
yellow band represents the statistical uncertainty from simulation.
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Figure 3.17: Comparisons in the 25 category of data and simulation for the interme-
diate NNs in the SR. The top right, top left and bottom plots correspond to the NN
discriminating Zhyo5 versus Z+jets, tf and ZZ processes, respectively. Simulation
samples are normalised using the SFs shown in Table [3.5] The signal is also shown
separately normalised to 50 times its theoretical cross section. In the ratio, the yellow
band represents the statistical uncertainty from simulation.
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Figure 3.18: Comparisons in the 35 category of data and simulation for the interme-
diate NNs in the SR. The top right, top left and bottom plots correspond to the NN
discriminating Zhyo5 versus Z+jets, tf and ZZ processes, respectively. Simulation
samples are normalised using the SFs shown in Table [3.5] The signal is also shown
separately normalised to 50 times its theoretical cross section. In the ratio, the yellow
band represents the statistical uncertainty from simulation.
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included in the normalisation uncertainty coming from the CMS measurement
used for its normalisation.

b-tagging and mistagging efficiencies: the correction factors associated to the
b-tagging selection are varied up and down according to their uncertainties as
described in [94} 95]]. The variations are performed separately for heavy flavour
jets (b and ¢) and for light jets. The former affects the normalisation of the
signal and ZZ process by about 5%. The reason why b and c-jets are consid-
ered together is due to the fact that measuring c-jet mistagging efficiency in data
is quite challenging and therefore the modelling of the c-tagging efficiency is
assumed to be close to the b-tagging efficiency because c jets and b jets have
similar properties. The background fit has been repeated using the up and down
variations in order to assess the effect of the b-tagging and mistagging uncertain-
ties on the normalisation of the ¢f and Z+jets processes. The shape uncertainties
are taken into account for all the processes.

Jet Energy Scale: the JES uncertainty is evaluated by applying jet-energy cor-
rections that describe one standard deviation variation with respect to the default
corrections. The event selection and the evaluation of the ME weights are per-
formed again after the application of the up and down variations. Rate and shape
effects are considered both for signal and background processes. Similarly to
the b-tagging and mistagging efficiencies uncertainties, the background fit has
been repeated in order to better constrain the normalisation of the ¢t and Z+jets
processes. An uncertainty of 5% is found for the signal normalisation.

Jet Energy Resolution: this analysis has been performed without applying the
default jet-energy smearing to the simulated events in order to match the mea-
sured jet-resolution in data [96]. To evaluate the jet-energy-resolution uncer-
tainty, the event selection for the signal samples is repeated after doubling the
default smearing. This uncertainty leads to a yields uncertainty of 4-6% for the
different processes.

Background Fit: the statistical uncertainties associated to the four scale factors
extracted from the background fit have been considered. The correlation and the
covariance matrices of the fit are used to obtain a set of uncorrelated systematic
uncertainties according to a procedure described in [69].

ZZ normalisation: an uncertainty of 15% is assigned to the ZZ normalisation
uncertainty. This corresponds to the uncertainty from the CMS cross section
measurement [92]] available at that time.

Monte Carlo Statistic: the limited size of the generated Monte Carlo sam-
ples represents an important source of uncertainty. To account for this effect,
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alternative shapes that vary exclusively the contents of one of the bins of the
discriminants are introduced for each process. The considered bin is multiplied
by factors representing +/— one standard deviation of a Poisson distribution
centred around the number of predicted events. This means that the up and
down fluctuations are not symmetrical, especially when it is populated by only
a small number of events. The statistical uncertainties which correspond to the
different bins are included only for the most sensitive bins corresponding to a
discriminant value higher than 0.5. They are assumed to be uncorrelated be-
tween themselves and between the processes.

The impact of the systematics on the final limit is shown in Table This impact is
measured by removing one systematic uncertainty at a time and recomputing the limit.
The difference is interpreted as the degradation due to one systematic uncertainty. The
main source of uncertainty affecting the limit is the MC statistic uncertainties, and
especially the one for the Z+bb events. This uncertainty can be reduced by using a
larger background sample. The second most important source of uncertainty is the
background normalisation. This uncertainty can only be reduced by having a larger
data sample which will be the case in the second run of the LHC. This will allow
either to more precisely estimate the backgrounds, or to tighten the selection to reduce
the background contributions and then the impact of their uncertainties on the final
results.

Systematics degradation (%) ‘
-MC statistical unc. 15
-Z+bb 7
-Z+xx 1.8
-tt 1.8
-Z+bx 0.9
-Z7Z < 0.1
-Zh125 < 0.1
-Background norm. 1.8
-b-tag b, c-jets SFs 0.9
-JER 0.9
-signal cross section 0.9
-JES < 0.1
-b-tag light-jets SFs < 0.1
-Luminosity < 0.1
-Lepton SFs < 0.1

Table 3.7: Breakdown of the systematics on the final limits.
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3.4 Results

The results of the search are expressed as a 95% confidence-level (CL) upper limit
on 4 = o/ogspy. In order to compute this limit, the CLs criterion is used [97,
98|]. The standard tool within the CMS collaboration, called combine [99] and
based on RooStats [100], is exploited to perform this computation. The asymptotic
method [101] is used here because it is faster and gives a fairly good approximation.
More complex and accurate methods have been tried but have been shown to give
really close results (at the % level). The results are extracted from the shape of the fi-
nal discriminants, made of 20 equal bins, using as nuisance parameters the systematic
uncertainties described in the previous section.

Before showing the results on the Zhqo5 process, we will present the sensitivity of the
analysis to the ZZ process.

3.4.1 ZZ observation

As a test of the method the ZZ process can be searched for using the same approach
and topology. From the yields in Table [3.6] approximatively 5 times more events are
expected from the ZZ process than from the Zhqo5 process. Still, it remains a small
process compared to the Z+jets and #¢ processes. It also behaves more like the Z+jets
process than the Z h125 process does. It is therefore challenging to observe in this final
state. Because this process can lead to final states with jets not necessary originating
from b quarks, the strategy developed for the Zhj95 process does not guarantee to be
the most optimal. For example, categories of events with no b-tagging or with a lower
b-tagging requirement could be considered to increase the sensitivity of the analysis.
However, this is not what this test is intended for, therefore such categories are not
considered. In what follows, the same procedure which is used for computing the
limits on the Zh195 process is used and discussed for the search of the ZZ process.

In principle, the Zhi95 and ZZ processes differ only from the mass of the Z and A5
bosons, neglecting effects from spin and parity. In order to adapt the analysis to the ZZ
process, the SR definition is modified to match the Z mass as shown in Table[3.8] The
yields for this region are shown in Table The impact of the presence or absence
of the Zhq25 process as background was studied. This has no impact on the results as
expected from the yields which are ten times smaller for this process than for the ZZ
signal. This is mainly due to the cut on my,; for defining the SR of this search which
removes half of the events from the Zhqo5 process. All the results in this section
include the Zh,25 contribution as a background process.
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Signal Region

Njets = 2 Njets = 3
45 < mpp < 115 | 15 < myp < 115

Table 3.8: Definition of the Signal Regions (SR) for the ZZ search analysis.

Category || Data | total Bkg Zhi2s tt Z4xx Z+bx Z+bb 77
2j 838 | 801+30 || 44+£01|105+£4 | 111+£14 | 99£13 | 481£23 || 55£1
3j 1642 | 174045 || 5.74+0.1 | 230+6 | 320+24 | 156 =15 | 1028 =35 || 60 =1

Table 3.9: Data yields in the SR for the 25 and 3 categories for the ZZ search analysis.
The yields are compared with the expectation from different processes based on MC
after the full normalisation. The ‘total Bkg’ represents the sum of the background
processes. The Zhio5 yields are included in the total Bkg yields. The ZZ process is
the signal therefore its yields are not included in the total Bkg yields.

New NNs were trained to discriminate ZZ from Z+jets and ¢t processes. As only two
backgrounds have to be considered, only two intermediate NNs are needed. These
NNs can be seen in Figures [3.20] and [3.21] for the intermediate and final discrimi-
nants, respectively. The 3j category seems to be poorly sensitive to the presence of
the ZZ signal. On the contrary: in the 25 category, the presence of the ZZ signal ap-
pears to be important in order to get a better description of the enriched signal regions
(NN Z 0.5).

The results are shown in Table 3.T0|both for the 2012 data and for the combination of
the 2011 and 2012 data. The combination of the two datasets is performed by a si-
multaneous estimation of the parameter of interest (e.g. p). All systematics are taken
uncorrelated between the 7 TeV and 8 TeV analyses. The final results is dominated
by the 2012 dataset which is approximatively four times larger. As can be seen from
the combined results, this analysis would be able to exclude the ZZ process from the
SM at 95% CL (expected upper limit on p < 1). However as expected, this is not the
case and a slight excess of 1.18 standard deviation (s.d.) is observed compared to the
background-only hypothesis. This excess is lower than the expectation based on sim-
ulation but gives a value of 1 compatible with 1 within the systematic uncertainties.
To compute the significance of the excess and to fit the observed u, a Profile Like-
lihood method and a Maximum Likelihood method have been used using the CMS
combine tool. After this analysis was done, the ZZ cross section measurement from
CMS was updated using the full 2012 data and a lower cross section by ~ 10% was
measured [102]. In conclusion this analysis shows sensitivity to the ZZ process and
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Figure 3.20: Comparisons in the 2j category (left) and in the 35 category (right) of
data and simulation for the intermediate NN in the ZZ SR. The top and bottom plots
correspond to the NN discriminating Zh25 versus Z+jets and tf, respectively. Sim-
ulation samples are normalised using the SFs shown in Table 3.5} The ZZ signal is
shown in pink on top of the ¢ and Z+jets events. It is also included in the data/MC ra-
tio. In the ratio, the yellow band represents the statistical uncertainty from simulation.



3.4. Results 73

— Z(IH(bb) (I=e,u) 195 fb™ (8 TeV) - Z(IH(bb) (I=e,p) 195 b™ (8 TeV)
ZHe e 2 BT, et AR BT
o [ -+ CMS data 72 signal Region, 2j o [ - CMS data 27 Signal Region, 3j 1
= 7y, =500 —yzm,, ]
£ 2501 77 2 @z
g I 2+bb Q 4o HZDD
N
Wl 200|- E12+bx T
B Z+xx
[Jtt

300
150

100 200

50 100

IO e I O O B
010203040506070809 1

NN

OO

P I O I L |
O0 0.10.2030405060.70809 1
NN

ZZ vs all ZZ vs all
o 15f o 15 ]
E 1: ‘ + * + 4 4 | E 1: ; I |
s ¥ S ERRER RS RAES SRS RERE AL N
g o5+ S IP: ]
0 %% 0102030405060708 %.9 1 0 %% 0102030405060708 %.9 1
NNZZ vsall NNZZ vs all

Figure 3.21: Comparisons in the 2j category (left) and in the 35 category (right) of
data and simulation for the final NNs in the ZZ SR. Simulation samples are normalised
using the SFs shown in Table The ZZ signal is shown in pink on top of the ¢ and
Z+jets events. It is also included in the data/MC ratio. In the ratio, the yellow band
represents the statistical uncertainty from simulation.
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gives results compatible with other CMS measurements. This established the analysis
strategy and justifies its application to the Zhio5 search.

Datasets ‘ 2012 201142012
Expected upper limit (Xufii'_‘é:f%iﬁ:) 1.00f8:§8fé:2§ 0.881 0580599
Expected upper limit with signal injection (X () 1.92 1.82
Observed upper limit (X ) 1.66 1.43
’ Observed significance (s.d.) ‘ 1.23 ‘ 1.18 ‘
[Fit of 1 | 07370k | 057105 |

Table 3.10: Results of the ZZ search: upper limits on p = 0 pjeqs/0cars With oazeas
the observed cross section for the ZZ signal and o5 the expected cross section from
the CMS measurement [92], observed significance of the excess and best fit of (.

342 Zh 125 limits

In order to not be biased by the data, and in addition to the ZZ analysis, three steps
had been followed.

The definition of the strategy and the optimisation were done totally blindly meaning
without looking at the data in the SR. In this step the expected sensitivity to the signal
was extracted in order to judge of the capability of the analysis. Only when no major
improvement was expected, a partial unmasking of the data was performed meaning
that the left-part of the discriminants in Figure [3.19 has been unmasked. This corre-
sponds to a region poor in signal by definition and so this enables to cross-check the
modelling of the final discriminants and the background normalisation. The tool to
compute the limits has been used to refit the backgrounds in this region and check the
impact of the systematics on the fit. No major effect has been observed.

Finally after the robustness of the analysis has been confirmed, the data in the SR were
totally unmasked. As no significant excess was observed, this led to the final expected
and observed limits in Table 3.11} With the combination of the 2011 and 2012 data,
an upper limit on p of 2.8 is expected and of 1.6 is observed. The observation is
compatible within 1 s.d. with the background-only hypothesis and within 2 s.d. with
the presence of the Zhqo5 signal. In conclusion this analysis is unable to conclude on
the presence or absence of the Zhs5 process.

The expected sensitivity of this analysis which focused on a first application of the full
ME method is about 45% less important than the result only based on MVA techniques
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Datasets ‘ 2012 201142012
Expected upper limit (<%, 35 7550 34T TG | 2870570
Expected upper limit with signal injection (X ) 43 3.7
Observed upper limit (X ) 1.9 1.6

Table 3.11: Results of the Zhio5 search: upper limits on g = O pfeqs/0sn With
OMeas the observed cross section for the Zhio5 signal and ogps the expected cross
section from theory prediction.

presented in the published CMS analysis [66] and about 10% better with respect to the
myyp analysis cross-check presented in the same paper. This comparison is based on
the expected upper limit on y. To be fair, it is relevant to mention several differences
between these analyses:

e A b-jet energy regression is performed in [66] in order to get a better my,, res-
olution. This led to 20% improvement of the my;, resolution. For the analysis
presented here, this would imply a smaller SR window while keeping the same
signal yields. This would also imply a better discriminatory power of the ME
weights for the ZZ and Zh5 hypotheses. Only considering the former, a rough
estimation gives at least 10% improvement in the sensitivity.

e In [66], additional Z+jets samples were used, reducing the statistical MC un-
certainties for events with important hadronic activity. It is the main systematic
uncertainty of the analysis presented here. For this reason few % on the sensitiv-
ity would be gained by the use of these additional events. Approximatively four
times more events would be available for events with at least two hard partons
generated. So a reduction by a factor two of the statistical uncertainty could be
expected.

e Better PU treatment on jet kinematics is used in [66]. As already discussed,
the presence of PU can increase the background contributions but also impact
their modelling. Therefore it is clear that the analysis presented here would
benefit from the same treatment. However it is not trivial to estimate the impact
it would have on the sensitivity.

For what concerns the observed limit, the compatibility between the two analyses
can be questioned. Nevertheless, it is not trivial although the same datasets are used.
Indeed, the selections are quite different implying only a partial overlap between the
two analyses. Unfortunately, a complete check of the degree of this overlap has not
been done. The following conclusion can still be inferred:
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e The analysis described in [66] shows a nice agreement with the expectation
from the presence of a Higgs boson at 125 GeV.

e This is not the case here where the observation is only compatible within two
standard deviations with the presence of a Higgs boson at 125 GeV.

e A lower observed limit than expected from simulation is consistent with the
yields in Table[3.6]and the deficit of data observed in the 35 category.

From these results, it might be interesting to better understand the origin of the dis-
agreement on the 35 category. The most plausible hypothesis relates to the fact that the
contamination from PU interactions was insufficiently mitigated. This is supported by
several observations. Considering the ratio of the number of events between the two
categories Ry;/3; for both 7 TeV and 8 TeV analyses, the following is found:

RS8TeV RSTeV
2B ~0.65 2B 0,80
R7Te R7TeV
MC data

25/35 2j/3j

From an experimental point of view, the only relevant difference between the 7 and
8 TeV analyses is the increase of the PU conditions. Knowing this, two remarks can
be made from these numbers:

o There are significantly more events in the 35 category than in the 275 category for
the 8 TeV analysis with respect to the 7 TeV analysis. This cannot be explained
by the difference in the centre of mass energy. This means that events migrate
from the 25 category to the 37 category. This would be the case for example if
the categorisation is biased by the presence of PU jets in the selected events.

e MC and data do not evolve in the same way. The effect on the MC is more sig-
nificant. Referring to the PU identification study done in CMS [103], it is clear
that the PU-jets rate is not well modeled. Looking especially to the variables
discriminating the PU jets from the other jets, it appears that more PU jets are
predicted than observed. This is going in the direction of what is observed here.

This is not invalidating the results presented above but it is legitimate to think that an
extra-systematic uncertainty could have been considered to take into account possible
disagreement in the PU modelling. Such uncertainty would allow to properly consider
the possible migration between the two categories. This would, in principle, lead to a
better agreement between the observed and expected limits. This brings the focus on
the importance and the difficulty to properly deal with PU at the LHC. This is a topic
which will continue to be important for the coming years with the High Luminosity
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LHC in target where on average at least 140 PU interactions are expected for each
bunch crossing. To avoid possible biases from the PU modelling as well as additional
systematics, the best mitigation techniques are necessary. This is an important lesson
learnt from this exercise.

3.5 Outlook on the use of a ME technique

In summary, this ME technique performs well but it would benefit from several im-
provements before it can be more widely used as a completely generic tool by high
energy physics experimentalists. In the following, the experience on the use of a ME
technique in this analysis is briefly discussed.

Beside the advantages discussed in the analysis strategy several items need to be pre-
sented in order to tackle the weak points of the method used here. This analysis used
the MadWeight program in order to compute the ME weights. This has the ad-
vantage to be generic and allows to compute ME weights for all the basic processes
available in MadGraph. This fits the needs of this analysis perfectly. During the
analysis some improvements have been made to the program by the authors allowing
a faster processing of the events and a better job submission to computing clusters.
Despite these improvements further developments are required. These have to focus
on computational processing time, being able to deal with larger amounts of data and
also on improving the interface with standard experimental tools:

e Faster computation: with the MadWeight version used (revision 258), ap-
proximatively 12 hours were needed to process one sample of approximatively
110 000 events for one hypothesis on the Louvain Tier2 computing infrastruc-
ture (with an average of 300 jobs running in parallel). It means O(2) min by
event to compute a ME weight (here the example is based on the ¢t hypothesis).
To complete the analysis, all the samples in Table [3.2] have to be processed and
most of them have a similar amount of events. To compute for all the events all
the ME hypotheses, it took approximatively one month for this analysis. Fur-
thermore this had to be done again twice to compute the systematics related to
the JES. This means almost three months of continuous processing. This clearly
weighed on the analysis.

During an analysis process, the events have to be reprocessed several times:
new objects definition (e.g. new PU mitigation algorithm), new jet energy cor-
rections, new selection, improved detector conditions (e.g. alignment), new
analysis techniques (e.g. mass regression), etc. Some of these affect the selec-
tion of events or the objects in the events implying that the ME weights have
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to be recomputed. In this context the time to obtain new ME weights freezes
the analysis in fixed state. Indeed: because any change will add time over and
above the reprocessing time it is harder to make the decision to start a new re-
processing. Also, computing the ME weights will often conflict with the new
reprocessing for computing resources. This is an issue because the analysis
would not benefit from the latest improvements from the collaboration with-
out an important cost in time and person power. The same problem arises for
testing new techniques which can complement the ME technique. This is even
more dramatic considering more inclusive analyses with more events and more
processes, or considering the LHC program where significantly more data is
expected in the coming years. Finally, in case there is a need to cross-check an
extra control region, the ME weights are not necessary available. This could
cost an extra month to process them. As examples for the analysis presented
here, extra control regions might be defined by reverting the E7%*¢ significance
cut or the b-tagging requirements to control better the ¢ or Z+jets backgrounds.

An improvement by a factor of O(3) in time would be the minimum to meet the
requirements for this analysis, meaning the amount of time to process the ME
weights will be of the same order of the other important steps of the analysis.
This might be challenging but without changes on this point, the solution would
either be to reduce the number of tested hypotheses or to choose a use case with
a smaller phase space.

Better user interface: the process leading from an event to the processing and
the use of the ME weights for this same event was quite complex. Without going
into technical details, the event had to be processed and the relevant information
had to be stored in specific format (LHCO). The LHCO file has to be read by
the MadWeight program which writes a text file with the ME weights. The
ME weights are then added back to the event content. This can lead to several
issues, e.g. the ME weights could be associated to the wrong events.

To increase the usability, the tool would benefit from a more simple and cus-
tomisable interface. A nice improvement would be the possibility to compute
the ME weight as a plug-in, directly usable in the user code.
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BSM Higgs bosons search

After the observation of the Higgs boson and the confirmation of the BEH mechanism,
simple extensions of the SM in the Higgs sector such as 2HDMs provide interesting
signatures to probe the existence of BSM physics. In this context and as discussed
in the Chapter (I} the processes H — Z(l1)A(bb) and A — Z(ll)H (bb) are in-
teresting. In addition a search for this process can lead to the discovery of two new
particles: H and A. Such search is the subject of the analysis presented in this chapter.
It is relevant to mention that the H boson is in general not the SM Higgs of 125 GeV
but in case my = 125 GeV then H can be interpreted as the SM /o5 boson. A
similar analysis has been made with the A/H — 77 [104]. Both results and their
combination have been summarized in [[105} [106]. It establishes the first experimen-
tal results for a search for these processes at the LHC. This analysis have been also
pursued at 13 TeV with the 2015 data corresponding to an integrated luminosity of
2.3 fb~! [107]. A special case has been studied by CMS by another analysis in the
same final state: A — Z(ll)h125(bb) in the context of MSSM [108]]. The analysis
presented here has the objective to be more inclusive and more generic with the idea
to facilitate a possible recasting of the analysis for a wide range of models.

In the following, the notation refers to A as the lighter particle and H as the heavier
but they can be exchanged without any changes except in the few cases which will be
highlighted.
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4.1 Analysis strategy

In this analysis the masses of the two new resonances are unknown. In order to keep
the analysis generic and the results usable in many models, the analysis strategy does
not rely on possible model-dependent theoretical constraints or indirect experimental
constraints. As will be discussed later, however, these are relevant for the choice of
the benchmark model which is used for the interpretation of the results. The following
physical and experimental constraints are present:

e my, the mass of a b quark is ~ 5 GeV implying m 4 = 10 GeV.
e my, the mass of the Z boson imposes my = ma + mz.

e The fixed jet cone size, here 0.5, implies for high my and low my4 (e.g. for
myg = 5 X m4) that the two b jets start to overlap. This implies a loss in the
efficiency of reconstruction. This efficiency is almost null for myg = 10 X m 4.
To illustrate this, Figure . T|shows the average AR between the two leading jets
as a function of m; and my;;; for Z+jets events using the CMS simulation. The
correlation is clear between the two masses and the AR(4, j). When the differ-
ence between the two masses increases, the AR(j,j) decreases. As expected
for an average AR(j,j) < 1, almost no events are predicted. For the signal
a larger boost is expected implying a smaller AR(j,j) in average compared
to the Z+jets background. Specific techniques making use of jet substructure
grooming techniques can recover events in this specific topology but they are
only considered for the future perspectives of this analysis.

In order to cover the entire available phase space, a scan in the 2D plane my;, - mypp 1S
performed. The scan is done with a granularity reflecting the experimental resolution
on the two masses. The theoretical width of the two new particles is assumed to be
smaller. A simple cut and count analysis is performed to rely as little as possible on
the model description. It makes the reinterpretation of the results possible in other
models. In case no significant excess is visible, limits are set on o x BR.

A type Il 2HDM benchmark model is defined in order to reinterpret the results with
cos(f — &) = 0.01 and ran(3) = 1.5 (see Section [1.3). For this benchmark model,
limits are set on 4 as a function of m 4 and m . For a given pair of masses, the results
are also reinterpreted in terms of cos(8 — «) and tan(/3).
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Figure 4.1: Average AR between the two leading jets as a function of m; and my;;;

for Z+jets events using the CMS simulation.

4.2 Setup

The analysis setup is based on the SM Higgs analysis described in Chapter [3] and

inspired by the CMS Z+bb measurement [67]].

4.2.1 Samples

As for the previous analysis, this study uses the dataset collected in 2012 at 8 TeV, but
this time with an improved reconstruction including the best knowledge of the detector
conditions during the full 2012 data taking period. This allows for the recovery of few
missing data leading to an integrated luminosity of 19.8 fb—!.
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The simulated MC samples, used to describe the data, remain unchanged. The sam-
ples listed on Table [3.2] except the ones with a {, are used for this analysis too. The
full statistic of each sample is used. For what concerns the Z+jets samples two addi-
tional exclusive samples are used. These samples target specifically events with large
hadronic activity, defined as HT = ¥; pl. where i runs over the partons produced
by the hard scattering interaction. In order to merge these two samples with the other
Z+jets samples, the procedure described in Section[3.2.T|was extended to consider this
extra dimension. As the differential cross sections were only known as a function of
p or as a function of HT, it was chosen to simply apply this procedure twice. This
means first to merge the inclusive Z+jets sample and the p% exclusive samples and
then merge this new weighted Z+jets sample with the exclusive T samples. This
allows to derive event weights in each 2D bin defined by the p%. and HT bins. Other
ways can be used to perform this merging but this method has the advantage of being
simple and reliable. The outcome of this merging procedure can be seen in Figure .2
As expected, by construction for the HT variable, the merged sample perfectly fol-
lows the expectation from MadGraph (green curve). This is however not the case for
the pljé variable where small differences are visible. Nevertheless, these are not larger
than the differences between the inclusive sample and the MadGraph predictions. Fi-
nally the blue curve gives a feeling of how much the statistic is improved by adding
the exclusive samples. For example, in the highest HT and p!. bins, they add around
65 times more events than what is present in the inclusive sample. More technical
details about the computation of the event weights for the merging procedure and the
weights are presented in Appendix [B] Some other small contributions are also added
in this analysis (tW, WZ). These additional samples are described in Table 4.1} In this
analysis, the Zhqo5 process is now considered as background.

Samples Cross-section in pb | Number of events
Z+jets: 200 GeV < HT' < 400 GeV 19.7 (LO) 3789889
Z+jets: HT > 400 GeV 2.8 (LO) 1703863
tw 23.3 (CMS) 991118
wzZ 36.6 (CMS) 10000283

Table 4.1: Additional MC samples with their cross sections and the number of gener-
ated events.

4.2.2 Signal production

To simulate the signal samples, only the case H — Z(I[)A(bb) was considered. The
model description was obtained using the 2HDMC calculator. MadGraph 5 was used
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Figure 4.2: The top (bottom) plot shows the HT' (pljl«) variable. Both are defined using
generator particles and correspond to the variables used to define the exclusive Z+jets
samples and to perform the merging of these samples. The green histogram repre-
sents the ratio of the differential cross sections of the merged Z+jets sample and the
expectation from MadGraph. The pink histogram represents the ratio of the differen-
tial cross sections of the merged Z+jets sample and the inclusive Z+jets sample. The
blue histogram represents the fraction of events coming from the inclusive sample and
present in the merged Z+jets sample.
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for the event generation. The signal cross sections have been computed at NNLO
based on SUSHI 1.4.1. The branching ratios have been obtained using 2HDMC.
The model parameters are listed in Table[d.2] Only m 4 and m y parameters have been
varied among the various generated signal samples. Almost 400 samples of 100 000
events each were generated over the full phase space. DELPHES 3 [109] was used to
simulate the detector response resulting in a faster handling of these samples. In order
to check the consistency between the DELPHES and CMS simulations, 13 samples
have also been simulated through the official CMS simulation based on GEANT 4.
For these samples only 25 000 events were used. The parametrisation of DELPHES
was done using the known lepton and b-tagging efficiencies in CMS. This has been
validated on several masses to check the good agreement between the DELPHES and
CMS simulations as shown in Figure [d.3] The observed agreement is within the ex-
pected ability of DELPHES to reproduce full detector simulation. Thanks to this, the
DELPHES samples were used to check the dependency of the resolution on my;, and
mypp as a function of m 4 and my. This is shown in Figure as a function of m 4.
The resulting resolution is pretty stable as a function of the two masses. That moti-
vates the choice of a constant resolution value (R) in order to define the binning of the
SRs. This value is 15% which corresponds to the red lines in Figure f.4] The factor
3 in the y-axis of the plots is driven by the choice of the width of the mass windows
used to define the SRs. This will be described in Section It should be kept in
mind that when mp 4 — 1 TeV the width of these particles tend to be on the same
level of R (see Figure [I.I0). This means that this choice of a constant value of R for
all mass hypotheses have some limitations in this limit.

ma € [10,1000] GeV
ma € [100,1000] GeV
mg >mag+mg

mg+ =My
my = 125 GeV
tan(B)=1.5
cos(B — «)=0.01
mi, = m2.. - cosfBsinf3
type II

Table 4.2: Parameters of the model used to generate the signal samples.
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Figure 4.3: The left (right) plots shows the my, (1m4;55) Observable. On the top plots,
the signal sample is generated with my = 329 GeV and m 4 = 142 GeV. On the bot-
tom plots, the signal sample is generated with mgy = 875 GeV and m4 = 378 GeV.
The red histograms are produced using the DELPHES simulation and the blue ones
using the CMS simulation.

The numbers of expected signal events have been derived in two steps:

o The signal acceptance and efficiency map was obtained as a function of m 4 and
my using the samples simulated through DELPHES.

e This map was corrected by comparing the signal efficiencies in several points
of the phase space with the CMS simulation.

These number are derived based on the selection which will be described in Sec-
tion[4.2.3] and summarized in Table [£.4]
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Figure 4.4: The left plots show the resolution on my, as a function of m4 for
my = 378 GeV (bottom) and for my = 575 GeV (top). The right plots show
the resolution on my;, as a function of my for my = 378 GeV (bottom) and for
mp = 575 GeV (top). The red lines correspond to a 3 x 15% X m (g in the left
(right) plots.

The signal acceptance and efficiency map derived with DELPHES can be seen in Fig-
ure 4.5] The average value is around 10% over the full phase space. This value
degrades when the difference of mass between the A and the H bosons increases due
to the boost of the A boson which results in the overlap of the b jets. For low A and
H masses (bottom left angle of the plot), the thresholds on the pr of the reconstructed
objects also play an important role. Indeed, the cut at 30 GeV on the jets pr reduces
the ability to see signal events in this region. The b-tagging efficiency also enters in
this result as it is pp-dependent with a maximum efficiency for intermediate pr (50 to
200 GeV). The last factor playing a role here is the reconstructed width of the reso-
nances which is slightly dependent on the masses. However this last effect is smaller
than the other effects. For example, the b-tagging can change the signal efficiency by
40% where the effect of the width is not larger than 20%, both considering extreme
cases. A few samples for the A — ZH process were produced to check the pos-
sible differences in the acceptance and reconstruction efficiency with respect to the
H — Z A process. The results were compatible within the statistical uncertainties.
This map is therefore considered valid for both processes. This result is expected be-
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Figure 4.5: The signal acceptance and reconstruction efficiencies obtained with the
DELPHES simulation as a function of m 4 and my.

cause the analysis is based on the invariant masses of the two resonances and therefore
the effect of the spin can be expected to be negligible. It might not have been the case
if a ME method or a MVA tool was used.

Table [4.3] shows the ratios of the efficiencies between the CMS and DELPHES simu-
lations with the statistical uncertainty. The ratios are close to 0.9 in most cases. These
ratios are then used to derive the map of Figure[4.6]covering the full phase space. This
map is used to obtain the final expected efficiencies for the signal shown in Figure[4.7]
by rescaling the DELPHES efficiency map of Figure[#.5] This analysis is mostly effi-
cient for signals with my € [500, 900] GeV and m 4 € [100, 400] GeV.
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ma (GeV) ‘ mp=142GeV | my=200 GeV | my=329 GeV | my=575 GeV | mpy=875 GeV

30-35 0.414+0.24 - 0.83 £0.10

50 - 0.84 £ 0.05 - - -

70 - - - 0.96 + 0.02 0.91 +£0.04
90 - 0.80 £ 0.03 - - -

142 - - 0.93 +£0.02 - 0.93 +£0.02
378 - - - 0.89 £ 0.02 0.91 £0.01
575 - - - - 0.89 £+ 0.02
761 - - - - 0.85 4+ 0.02

Table 4.3: The ratios ecars/eprrprrs of the efficiencies between the CMS and
DELPHES simulations for few representative m 4 and m g mass points.
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Figure 4.6: Ratio of the signal efficiencies for the CMS and DELPHES simulations as
a function of m4 and my. The dots represent the samples used to derived this ratio
map.
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Figure 4.7: Signal efficiencies as a function of m 4 and my including the detector
acceptance, obtained with the DELPHES simulation and corrected to match the CMS
simulation.
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4.2.3 Selection

This analysis has been designed to be as generic as possible to not depend on the
choice of the signal. This justifies that the cuts are chosen to be inclusive and that
no specific optimisation has been performed. The list of cuts are listed in Table
However, for some cuts, it has been checked whether they are close to be optimal for
different signal mass hypotheses as shown in Figure 4.8] Indeed, for the cut at 10
on the EJ*** significance, the figure of merit used here (v/B + S — v/B) is close
to its maximum for the three tested signals. For this plot, the signal samples are
normalised to correspond to 1% of the predicted background yields. Changing the
signal normalisation does not change the conclusion of this study. A more precise
tuning of the cut value would lead to a more model-dependent selection and results.
The signal regions are defined by cuts on my;, and my;, in order to select a window
containing about 75% of the signal events. In other words, with R the resolution on
mpy, and myypy, the cuts are defined as £1.5 X R X mpy 4.

Pl > 20 GeV
7] < 24, [ne < 25
76 GeV < my; < 106 GeV
Pyt > 30 GeV
|Mjet] <2.4
AR(l,j) > 0.5
CSV, > 0.679
ny Z 2
E}1ss significance < 10
Signal Regions
0.775 X ma < mypp < 1.225 X my
0.775 x myg < myupp < 1.225 X my
Z+jj region
’ no CSV cut ‘
eu+bb region
’ no EMs¢ significance cut ‘

Table 4.4: Event selection for the objects in the inclusive and signal regions where
b refers to the selected b-tagged jets, n; is the multiplicity of selected b-tagged jets,
EIss is the missing transverse energy and [ = e, pu. For the definition of the Z+jj
region and eu+bb region, only the differences with respect to the inclusive region are
reported.
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Figure 4.8: Figure of merit for three signal hypotheses depending on (m 4, mg) as
a function of the EZ"** significance cut. In all three cases the signal is normalised
in order to have N, = 0.01 X Ny, where Ny;y (Npig) is the number of selected
events for the signal (background). The vertical line represents the cut at 10 used in
this search.

One major improvement with respect to the Zhy 95 analysis described in Chapter [3]is
the use of the charged hadron subtraction (CHS) technique for the jet clustering. This
technique removes charged PF particles which are not associated to the PV. If they do
not contribute to a vertex, they are kept. This leads to a significantly lower contami-
nation from PU in the jets [[110]]. This justifies a lower cut on the leading b-tagged jet
pr and no cut on plji for this analysis. The choice of 30 GeV on the pj;‘ " is still driven
by the remaining PU contribution. Below 30 GeV, the PU contamination is still non
negligible and further techniques would have been needed to be sure to control this
contribution [[103]]. It has been decided to not use such techniques because no explicit
gain in sensitivity was expected whereas additional corrections and systematics would
have been needed. The region that would have benefited by a lower pjTe " is the region
withlow m4 and myg ~ mz +may.
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Another change with respect to the Zhqo5 analysis described in Chapter [3|is the ap-
plication to the simulated jets of the default jet-energy smearing in order to match the
measured jet-resolution in data [96].

No advanced techniques, such as MVA or ME, have been used in this analysis. These
techniques would help to improve the sensitivity of the analysis to a specific signal
but, at the same time, they would lead to more model dependent results. In addition,
because the number of possible signal hypotheses to be tested is large (few hundreds
according to the mass of the two new particles), the use of such techniques would be
complex. They are however interesting in case evidence of a signal is observed. This
is particularly relevant when this analysis will be repeated with the data collected in
2016.

4.3 Analysis

4.3.1 Background estimation

In order to estimate the normalisation of the main backgrounds, no dedicated con-
trol region is defined. The main reason for this is that the signal can be anywhere.
Furthermore, the choice of an inclusive selection, similar to the Z+bb cross section
measurement, implies that any signal which can be present is expected to be negligi-
ble. Otherwise it would have led to a significant deviation from the SM expectation
in the SM measurement. This argument is supported by the fact that the signal is
supposed to pop up in a small window in the mgp, - My, plane.

In order to estimate the Z+jets and tf background normalisation, the same strategy
described in section@] is followed. However, here, no NN based on ME weights is
used. Instead, the my; observable is used as discriminating variable between the ¢¢ and
Z+jets processes. The my; cut is also relaxed (60 GeV < my;; < 120 GeV). The pro-
jections of the fit outcome are shown in Figure In the legend, the Zh entry refers
to the Zh, 25 process. This applies to all the plots from this analysis. The resulting SFs
are presented in Table f.5] This table also shows two cross-checks which were made
in order to validate the possible impact of the presence of a signal on the fit. These
cross-checks assumed a signal with m 4 = 70 GeV and my = 350 GeV. In the first
one, the fit is performed in the CR for this signal defined as the complementary region
of the SR as defined in Table d.4] The results are compatible within the uncertainty
from the fit. In the second one, the fit is performed by injecting the signal with an arbi-
trary cross section of 20 fb corresponding to ~ 40 signal events. In this case, the SFs
slightly decrease but remain compatible with the one derived without signal injection.
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The binning is the same as the one used for the fit. Events are

selected after the inclusive selection with an enlarged m;; window. The first row refers
to the electron channel and the second row to the muon channel. The first two columns
show the results for the n; = 2 exclusive region, while the last two columns illustrate
the results in the inclusive n; > 2 region. The backgrounds are normalised using the

Figure 4.9: Input variables of the fit performed to estimate the background normali-
results of the fit. The uncertainty from the fit is shown as a hatched band.

sation scale factors.



94 Chapter 4. BSM Higgs bosons search

These checks show that the fit of the background normalisation has a small sensitivity
to the presence of a signal and that defining dedicated CRs is not necessary.

‘ SF ‘ Inclusive region | Control region | Inclusive region with signal injected
SF_Zbb 1.16 + 0.04 1.14+0.04 1.15+0.04
SF_Zb(b)x 1.27+0.05 1.31£0.05 1.25 £ 0.05
SF_Zxx 1.27 £ 0.10 1.31+0.10 1.28 £0.10
SF_tt 1.04 +0.03 1.03 £ 0.03 1.03 £0.03

Table 4.5: The background scale factors as estimated from the 2D fit in the inclusive
region, in a specific control region defined by the region outside the signal window
where the signal corresponds to m4 = 70 GeV and my = 350 GeV, and in the
inclusive region after injecting a signal with m 4 = 70 GeV and my = 350 GeV with
a cross section of 20 fb.

Comparing the SFs obtained in this search to the ones in Table the results are
compatible for SF_Zbb and SF_Zb(b)x. For SF_tt and SF_Zxx some differences are
observed which may come from the slightly different selection and the better handling
of the PU, especially for the Zxx contribution which was observed to be more sensitive
to the presence of PU. Small contributions as ZZ, WZ, and tW are normalised to the
best CMS measurements existing at the time of the analysis [102} [111}, [112]]. The
Zhy25 process is normalised to the theoretical expectation [113]].

In all the plots which are shown in the following, unless information on the normal-
isation is specified, the background samples will be normalised as described above
(including the Appendices[C|and D).

4.3.2 Modelling of m;,

During the analysis process, a disagreement was observed between the data and the
simulation in the modelling of the 75, observable (Figure 4.10). Up to 700 GeV a
clear trend is visible between the data and the simulation both from the shapes and the
ratio. Below this value, the data show a higher mass than expected giving a large ex-
cess between 450 GeV and 700 GeV. Because this is one of the two main observables
of this search, this triggered multiple checks.

The first check consisted of looking at regions enriched in Z+light jets and in ¢¢. For
this purpose the Z+jj and the eu+bb regions have been defined as described in Ta-
ble d.4] For the eu+bb region, the data have been selected by a trigger requiring at
least one muon and one electron. Events were kept if the two leptons with the highest
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Figure 4.10: Comparisons of the data to the expectation from the simulation of the
backgrounds for the two main observables of the search. The left (right) plot shows
the mpp (Mmypp) observable. Simulation samples are normalised including the SFs
presented in Table 4.5 On the ratio, the yellow band corresponds to the statistical
uncertainty from simulation. The last bin in both plots includes the overflow.
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pr have a different flavour. These two leptons form the di-lepton pair have been used
to compute the my;;; observable. Figure @ shows the m;;;; and my;, observables
for the Z+jj and the ep+bb regions. In order to check the effect of small changes in the
selection, in the eu+bb region, the b-tagging requirements and the E7**° significance
cut have been varied. Also an additional ¢t region was defined by changing the se-
lection in Table by inverting the EZ'*** significance requirement. The conclusion
of these studies was the presence of a clear discrepancy in the Z+jj region while no
significant deviation was present in the ¢f enriched regions.
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Figure 4.11: Comparisons of the data to the expectation from the simulation of the
backgrounds. The left plot shows the m;;;; observable in the Z+;jj region. The right
plot shows the my;, observable in the eu+bb region where only the W and ¢t pro-
cesses are shown. All backgrounds with a real Z (Z+jets, ZZ, WZ, Zh;55) are neg-
ligible in this specific region. Simulation samples are normalised to their expected
cross sections from theory. On the ratio, the yellow band corresponds to the statistical
uncertainty from simulation. The last bin in both plots includes the overflow.

Taking advantage of the observation of the discrepancy in the Z+jj region, the events
were split in function of m;;; without risk of being biased by the presence of a signal.
This additional check allowed to verify if any obvious issue was visible either in data
or in simulation. Indeed, differences are also clear in other observables but no sign of
selection bias or missing MC contribution were observed. An example of such dis-
crepancy is presented in Figure |4.12| where the AR(I, 1) observable shows important
differences between data and simulation depending on my;;;.
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Figure 4.12: Comparisons in the Z+jj region of the data to the expectation from the
simulation of the backgrounds showing the AR(l,1) for my;;; < 250 GeV (left) and
for 350 GeV < my;j; < 750 GeV (right). Simulation samples are normalised to their
expected cross sections from theory. On the ratio, the yellow band corresponds to the
statistical uncertainty from simulation.

The last check was to compare several MC generators available at the time of the
analysis for the Z+jets process. Two generators were compared to MadGraph+
Pythia 6: MadGraph+Pythia 8 and aMC@NLO+Pythia 8. The first one
considered possible mis-modelling in the underlying events and/or multiple parton
interactions while the second one addressed possible missing higher order contribu-
tions. In the following, only the comparison with aMC@NLO will be discussed be-
cause no significant difference has been observed between MadGraph+Pythia 8
and MadGraph+Pythia 6. For these studies, DELPHES was used to simulate the
detector response because no official CMS simulation was available yet. The left plot
of Figure [f.13] shows the comparison for m;;; defined similarly to the left plot of
Figure E.11] These comparison show that the effect of NLO contributions are not
negligible. They go in the direction of what is observed in data. Several checks on
other observables showed that the NLO prediction behaves similarly to the data. As
an example, and similarly to the right plot of Figure[d.12] the right plot of Figure f.13|
shows the AR(l,[) in the mass range [350,750] GeV. The discrepancy between the
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two generators is really close to the difference observed between the data and the LO
simulation.
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Figure 4.13: Comparison between the MadGraph and aMC@NLO simulations of the
my;j; observable (left) and of the AR((, ) observable (right) for the Z+jets process.
Both samples have been reconstructed using the DELPHES simulation. The events
are required to be in the Z+jj region defined in Table Samples are normalised to
unity in this region to compare only shape differences. For the AR(I,1) observable,
the events are also required to be in the mass window 350 GeV < my;;; < 750 GeV
in order to compare with Figure@

Reweighting functions have been derived in order to test the impact on the modelling
of the NLO contribution. This has been done by fitting the NLO/LO ratio for the my;;;
observable shown in Figure [4.14] A separated fit was performed for the Z+xx events
and for the Z+bx plus Z+bb events. The Z+bb events were added to the Z+bx events
as the statistic was too limited to make a proper fit of the Z+bb contribution alone.
In addition the fit of the Z+bx contribution alone gives a function which reasonably
agrees with the Z+bb contribution. This justifies the sum of these two contributions.
The fits were realised using a polynomial of third degree which appeared to be the
lowest polynomial function giving a reasonable result. The fitted functions are shown
on Table [4.6] The Figure .15 shows the effect of the reweighting in the modelling
of myp,. The improvement is clear with a ratio data over MC flatter than in Fig-
ure and, with this adjustment, a good agreement within the statistical uncertainty
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is observed. A slight improvement is also visible, especially for my, > 400 GeV.
The uncertainty resulting from this reweighting procedure is discussed later in Sec-
tion 4.3.4] Two signal samples are shown for illustration purpose. The first one - in
red - corresponds to (m4 = 70, mpyg = 329) GeV. The second one - in purple - corre-
sponds to (ma = 575, my = 875) GeV. The same signal samples are also used later

in Figures and[A.18]
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Figure 4.14: Comparison between the MadGraph and aMC@NLO simulations of the
myy;; observable for the Z+jets process. Both samples have been reconstructed using
the DELPHES simulation. The left (right) plot corresponds to the Z+xx (Z+bx plus
Z+bb) component of the Z+jets process. The events are required to be in the Z+jj
region defined in Table[4.4] Samples are normalised to unity in this region to compare
only shape differences. The ratios are fitted using a third order polynomial function
(red line). The orange band in the ratio corresponds to the fits uncertainty.

This reweighting procedure has some limitations in order to properly take into ac-
count the full NLO effects. Indeed there is no guarantee that the correlations with the
other observables are properly propagated. The possibility to use a 2D reweighting
method in order to get a better description of the full event has been studied. However
one issue in that case was the lack of available statistics to perform a smooth bin to
bin reweighting. A second issue was the difficulty to find a simple function which
can fit such a 2D ratio. Finally, due to these difficulties and because no other ob-
servables were found to provide a better modelling of the m;;, and mp, observables
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‘ Component x%/d.o.f p0 pl ‘ p2 ‘ p3 ‘
Z+xx 7.56/10 | 0.51 & 0.04 | 0.0025 + 0.0002 | (-29.4 &+ 4.4)-10797 | (9.2 £2.3)-10~10
Z+bx & Z+bb | 13.29/10 | 0.14 £ 0.13 | 0.0042 £ 0.0009 | (-4.7 & 1.6)-1079¢ | (13.4 £9.0)-10~1°

Table 4.6: Third degree polynomial parameters for the fit of the NLO/LO ratio for
Z+xx events on one side and for Z+bx plus Z+bb events on the other side.

than the simple 1D third-order polynomial reweighing functions, this possibility was
discarded.

In this context the fact that the analysis relies only on two variables and does not use
advanced techniques such as MVA techniques is an advantage. Indeed, in this way
any remaining possible discrepancies in the correlation between other observables
and my;pp have less impact on the results of this search. The fact that the shapes of the
myp, and mypp are not used in the SRs has the advantage that the modelling of these
observables is less critical but has the inconvenience that the shapes cannot be used to
constrain the systematic uncertainty coming from this mis-modelling.

As only the shape differences are used to derive the reweighting functions and thanks
to the small correlation between the my;,, and the two variables used for the fit of
the background normalisation, a negligible impact from the reweighting of the Z+jets
sample has been observed on the backgrounds SFs. The results presented in Sec-
tiond.3.T] already contain the correction of 1.

Once the analysis was finalized, the aMC@NLO Z+jets sample simulated in DELPHES
was also available with the official CMS simulation and reconstruction. In order to
check the consistency of the strategy described above, the left plot of Figure
shows, in the Z+jj region, the my;;; observable replacing the MadGraph 5 Z+jets
sample by the aMC@NLO sample. The aMC@NLO Z+jets sample is normalised to
match the number of events expected by the MadGraph 5 Z+jets sample in the Z+jj
region in order to see only the effect from the shape difference. The same is done
for the right plot showing the AR(j,j) after selecting events in the mass window
350 GeV < my;; < 750 GeV. Both plots show a better agreement for these two ob-
servables with respect to Figures [.T1] left and {f.12] right. It is a clear indication of
the importance of NLO contributions in the m;;;; observable and support the strategy
used in this analysis. An alternative reweighting function was also derived using the
CMS simulated samples but variations on the final yields in each signal regions were
found to be within the systematic uncertainty from the reweighting procedure.

In all the plots which will be shown in the following sections, the Z+jets sample will
be reweighted by the functions of Table [4.6] (this includes the Appendices [C]and D).
A point to be raised is that this reweighting has a little effect on lower level kinematic
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Figure 4.15: Comparisons of the data to the expectation from the simulation of the
backgrounds for the two main observables of the search. The left (right) plot shows
the myp (M) Observable. On the ratio, the yellow band corresponds to the statistical
uncertainty from simulation. The last bin in both plots includes the overflow. Two
signal samples, normalised to a cross section of 300 fb, are superimposed upon the
background.

observables as the pljlw for example. The effect on my;, is rather small too and is mainly
visible for my, > 400 GeV which explains, for example, why this issue was not
observed in the analysis described in Chapter[3] For the same reason, no significant
impact from this observation is expected in the same analysis.

4.3.3 Kinematic comparisons

The yields for the backgrounds are shown in Table after the full normalisation
and reweightings described in the previous sections. As expected from the fit of the
background normalisation a good agreement in the yields between data and MC is ob-
served for the combination of the two channels. It is possible to compare the last row
of this Table with the last row of Table[3.6] In both tables the yields are close to each
other for the data even though the selection is slightly different. The differences in the
MC yields give an approximate idea of the increase of the background contributions
due to PU contamination in the previous analysis.
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Figure 4.16: Comparisons of the data to the expectation from the simulation of the
backgrounds in the Z+jj region. The left plot shows the m;;;; observable. The right
plot shows the AR((, ) in the mass window 350 GeV < my;5; < 750 GeV. The Z+jets
sample in both plots was generated with aMC@NLO. It is normalised to match the
Z+jets sample generated with MadGraph 5 used in Figure [f.11]left. Other samples
are normalised to their expected cross sections from theory. On the ratio, the yellow
band corresponds to the statistical uncertainty from simulation. The last bin in both
plots includes the overflow.

In what follows, several relevant kinematics comparisons between data and simulation
will be shown. Two signal samples are also added to the plots for illustration purpose,
including the plots in Figure d.13] They represent different types of signals but do not
encompass all possible cases. The first sample - in red - corresponds to (m4 = 70,
mpyg = 329) GeV. It is a sample with a relatively important boost for the A boson
due to the difference of mass with respect to the H boson. The second sample - in
purple - corresponds to (m4 = 575, my = 875) GeV. For this sample the A is not
boosted but the decay products are more energetic due to the higher masses for the two
new bosons. Both samples are normalised to a cross section of 300 fb. This choice
is arbitrary but allows to clearly see the shape of the two signals. The reconstructed
mass of the A and H candidates can be seen in Figure .15}

Figures and [4.18] show several relevant kinematic observables for this search.
On the top plots of Figure the péé and pgf’ observables are well described. The
signals show higher pr than the backgrounds in this inclusive region. The red signal
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[Channel | Z+bb | Z+bx | Z+xx [ W | &8 | WZ | ZZ | Zhps | tot. MC | Data |
Electron [ 128434 [ 212416 [ 317423 | 91 | 54745 | 41 | 48+1 | 9.2:+0.1 | 2431444 [ 2321
Muon 175539 | 282418 | 463428 | 1943 | 72346 | 7+1 | 65+1 | 123+0.1 | 3327451 | 3455

Combined | 3039451 | 494424 | 780+37 | 28+4 | 127048 | 1241 | 113£1 | 21.54+0.1 | 5758+68 | 5776

Table 4.7: Data and MC yields in the inclusive region. Efficiency corrections and
background normalisation are applied to the simulated backgrounds. Statistical un-
certainties are quoted.

peaks around 130 GeV when the purple signal peaks at higher value but with a wider
distribution.

On the bottom plot of Figure the jet multiplicity is properly modeled for up to
four jets. For higher jet multiplicity, the agreement is still good within the statistical
uncertainties even if a trend is observed. It is expected to get a better modelling up
to 4 jets due to the way events are generated with MadGraph. Indeed, events are
generated for Z+jets events with up to 4 hard partons. Extra partons are added by the
parton shower (here PYTHIA 6). These additional partons are generally softer which
is compatible with the observation of more extra jets in data. For the purple signal, the
jet multiplicity peaks at 3. This might be explained by the fact that in order to create a
875 GeV resonance, the existence of an energetic initial state radiation is required.

On the top plots of Figure the AR(I,1) and AR(b,b) observables are also well
described. For the signals, they depend on the mass of the intermediate resonances and
their py. The smaller is the ratio m/pr the smaller is the AR. It should be noted that
there are almost no events for AR(l,1) < 0.5. This means some improvements are
mandatory either in the lepton reconstruction when they are too close to each other or
in the definition of the lepton isolation with respect to the presence of another lepton
in the isolation cone. This can start to be a real problem for my > 1 TeV. This is not
the case in this analysis but it is something to keep in mind for future improvements
when going to more boosted topologies. The sharp drop for AR(b,b) = 0.5 is due
to the finite size of the jet cone of 0.5. For the red signal, it is clear that the signal
efficiency would benefit of dedicated techniques to recover events in this region.

On the bottom plot of Figure the A®(Il,bb) is well modeled too and the sig-
nals peak at high values as expected. Additional kinematic observables are shown in

Appendix [C]
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Figure 4.17: Comparisons of the data to the expectation from the simulation of the
backgrounds for, from the top left to the bottom, the plqlﬂ, pgf’ , and n; observables. On
the ratio, the yellow band corresponds to the statistical uncertainty from simulation.
The last bins include the overflow. Two signal samples, normalised to a cross section
of 300 fb, are superimposed upon the background.
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Figure 4.18: Comparisons of the data to the expectation from the simulation of
the backgrounds for, from the top left to the bottom, the AR(l,1), AR(b,b) and
A®(Il, bb) observables. On the ratio, the yellow band corresponds to the statistical
uncertainty from simulation. The last bins include the overflow. Two signal samples,
normalised to a cross section of 300 fb, are superimposed upon the background.
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4.3.4 Systematics

Systematic uncertainties affecting the estimated rates of signal and background pro-
cesses can bias the outcome of this search. In this analysis, the impact of the system-
atic uncertainties on the background rates is reduced, as a fit to the data is performed
in order to correct the normalisation of the main background processes. This is used to
constrain the uncertainties on the b-tagging efficiency, mistagging rate and JES/JER
for the tt, Z+bb, Z+bx, and Z+xx processes. The statistical uncertainty from the fit is
also taken into account. Uncertainties on the reweightings of the Z+jets events to cor-
rect for NLO effects on m;;;, are also considered. The normalisation of the di-boson,
Zh; o5 and tW processes and the corresponding uncertainties are also included. Addi-
tional sources of systematical uncertainties are considered for the signal, such as the
theoretical uncertainties on the cross section and the signal efficiencies uncertainty.
Finally, uncertainties on the integrated luminosity and on the lepton reconstruction
and trigger efficiencies are taken into account. A detailed list of all the systematic
uncertainties considered in this search is given below:

e Luminosity: The uncertainty on the luminosity affects the normalisation of the
signal and the di-boson and tW backgrounds. It is estimated to be 2.6% [114].

e Lepton reconstruction and trigger efficiency: A flat uncertainty of 3% is as-
signed to the lepton trigger plus reconstruction and isolation efficiency both for
electrons and muons. This uncertainty has been derived by variating this effi-
ciency by its known uncertainty. It is quite stable over the full phase space and
3% corresponds to the maximum of variation observed. Uncertainties between
electrons and muons are assumed to be uncorrelated.

e b-tagging and mistagging efficiency: The correction factors associated to b-
tagging and mistagging are varied up and down according to their uncertainties.
The variations are performed separately for heavy flavour jets (b and c) and for
light jets. The effect of the b-tagging uncertainty on the signal normalisation is
estimated to be 4-6%. In order to assess the effect of the b-tagging and mistag-
ging efficiency uncertainties on the normalisation of the different backgrounds,
the background fit has been repeated using the up and down variations. For all
the background processes the rate uncertainties are found to be smaller com-
pared to the corresponding statistical uncertainty from the fit. The uncertainty
is estimated to be close to 5% for the Zhy 25, di-boson and W backgrounds.

e Jet Energy Scale: The jet-energy-scale uncertainty is evaluated by applying jet-
energy corrections that describe one standard deviation variations with respect
to the default correction factors. Here also the background fit has been repeated
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using the up and down variations. As result, an uncertainty close to 3% has been
derived.

o Jet Energy Resolution: To evaluate the jet-energy-resolution uncertainty, the
event selection for the signal samples is repeated after removing and doubling
the default smearing. Here also the background fit has been repeated using
the up and down variations. For the signals, systematics are found to be of the
order of 1-2%. It is interesting to note that this uncertainty is small for the signal
due to the shape of the signal and the choice of the signal window boundaries.
Indeed, migrations in/out the signal windows concern only the tail of the signal
peak.

e Signal cross section: The uncertainty on the total signal cross section has been
evaluated by changing the renormalisation and factorisation scale and using a
different set of PDF. Running MadGraph+SysCalc and using the CT10NLO
PDF set, an uncertainty of 5% was found over the entire signal mass spectrum.
The factorisation scale pr and the renormalisation scale 1 has been varied
using the values 0.25/ 0.5/ 1.0 xm. An uncertainty of 6% was found over the
entire mass spectrum.

e Z+jets and ¢t background normalisations: The uncertainties on the back-
ground scale factors resulting from the fit have been considered for Z+jets and
tt processes. A set of uncorrelated uncertainties are derived based on [69].

e Di-boson and W background normalisations: An uncertainty of 11% is as-
signed to the ZZ normalisation. This value comes from the propagation of the
uncertainties from the CMS cross section measurement of the ZZ process [[102]].
The uncertainty for the WZ sample is found to be smaller (6%) and are taken
from the cross section measured by CMS as well [111]. The uncertainty for the
tW process is taken from the CMS-measured cross section [112] and found to
be of the order of 23%. These backgrounds are not expected to play a relevant
role in the final results, given the small fraction of events passing the selection.

e Zhi55 normalisation: An uncertainty for the Zh;o5 process is taken from the
theoretical predictions [113]]. It is found to be of the order of 7%. Also this
uncertainty is expected to have a small impact on the final results, given the
small fraction of events from this process in the total number of expected events.

o Systematics on the Z+jets modelling: A systematic uncertainty has been asso-
ciated to the reweighting method described in section[d.3.2] For this the values
of the four parameters of each of the two fits together with their uncertainties
and the covariance matrix were used. The systematic computation consisted
in varying the fitted function within the parameters uncertainties. But, given
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Relative uncertainty

that the errors on the fit parameters are correlated, a decorrelation is performed
beforehand via the diagonalisation of the covariance matrix. This operation
provides the matrix for the change of the basis of the fitted parameters. A new
vector of parameters (p’) is consequently defined on this basis. New values of
p’ are generated according to a Gaussian distribution centered around p’ with
a o corresponding to the uncertainty on p’. A set of curves for each of these
parameter sets is obtained, with the normalisation kept fixed, so that only the
shape is affected. The curves corresponding the 1 ¢ variation of the parame-
ters are shown in Figure [d.19] for the Z+xx events on one side and for the Z+bx
plus Z+bb events on another side. The final effect on the yields is checked in
different bins of 772;;;;. This varies up to 10 - 15% for my;;; < 600 GeV, while
it goes up to 30 - 55% for large mass values (around 1 TeV), as can be seen in
the plots of Figure [d.19]
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Figure 4.19: Relative uncertainty from the fit, shown in Figure , of the ratio of
aMC@NLO and Madgraph 5 as a function of my;;;. On the left (right), the plot
corresponds to the Z+xx (Z+bb and Z+bx) process.

o Systematics on the signal efficiency: The systematic uncertainty on the signal

yields from the signal efficiency and acceptance in the mp-m4 plane can be
seen in Figure The uncertainties for the 13 reference points match the
statistical uncertainties from the samples simulated using the CMS simulation.
For the others points where the efficiencies have been extrapolated or interpo-
lated, the uncertainty has been smoothed. Outside the region where no CMS
simulation reference points are available, e.g for high masses, a flat 10% has
been assigned, which reflects the expected limits of the DELPHES parametric
simulation in resembling CMS performances. In the lower corner of the triangle
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the uncertainty derived varies up to 50%, which is a reasonable value if com-
pared with the expected CMS vs DELPHES ratio in this specific m 4-m g mass
region.
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Figure 4.20: Visualisation of the systematic uncertainty on the signal efficiency plus
acceptance in the m 4-mg plane.

4.4 Results

The same tools which are described in Section [3.4] were used in order to quantify the
compatibility of the data with the expectation from the backgrounds and express it as
a limit on a possible signal. A scan is performed in the my,-m;pp plane by sliding the
centre of the signal windows by R x m 4 g in both directions in order to ensure a fine
granularity which allows to not miss the possible presence of a signal. The observed
p-value is shown in Figure [f.2T]as a function of the two masses. The most significant
excesses are for (my4 = 575, my = 662) GeV and (my = 93, my = 256) GeV
with a local (global) significance of 2.9 (1.9) and 2.6 (1.5), respectively. These ex-
cesses have been studied and the conclusion was that both can be compatible with a
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Source Uncertainty [%] ‘
Luminosity 2.6
Lepton ID/Isolation/Trigger 3
Jet ES/resolution 1-3
B-tagging and mistagging efficiency 4-6
Bkg. normalization (ZZ) 11
Bkg. norm. (Z+jets and t¢) <38
Bkg. norm. (tW, WZ and Zhq25) 6-23
Z+jets bkg. modelling 4-55
Signal efficiency extrapolation 3-50
Signal modelling (PDF, scale) 5-6

Table 4.8: Summary of systematic uncertainties on the yields of the signal and back-
ground processes.

fluctuation of the background. Details on the first excess can be found in Appendix [D]
The second excess raised more interest because this excess is also compatible with the
presence of a signal, considering the benchmark model used in the following for the
reinterpretation of the results in the context of type Il 2HDM. The study of this excess
is discussed in the following section.

4.4.1 Interesting excess

In the scan of the mpp-mypy plane showed in Figure @], an excess with a local sig-
nificance of 2.6 is observed for the bin centred at my, = 93 GeV and m;, = 286 GeV.
This bin is defined by 72 GeV < mp, < 114 GeV and 222 GeV < my;p, < 350 GeV.
Some studies have been performed to check the data in this bin and to verify the
consistency of the excess both with background-only and signal-plus-background hy-
potheses. To do this a signal sample was generated with m 4 and myg chosen to
fit the excess. This corresponds to m4 = 104 GeV and my = 270 GeV. Fig-
ure shows the my;, (left) and the myp, (right) observables after applying the cut
222 GeV< mypp < 350 GeV in the first case and the cut 72 GeV < my, < 114 GeV
in the second case. The top plots show the data comparisons to the simulated back-
grounds. The bottom plots show the data with the background yields subtracted bin
by bin. In the latter case, the distributions are fitted by a simple Gaussian function
(red lines). For myy, the best fit gives a reconstructed mass of 99 GeV. For the m;pp,
the best fit gives a reconstructed mass of 263 GeV. Taking into account the small shift
between the reconstructed and generated mass observed (2 - 5%), this leads to the
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Figure 4.21: Observed p-value as a function of my;, and mypy.

choice of the signal described above. On the top plots the signal is added on top of
the background. It is normalised to the NNLO SUSHI cross section for the model
parameters listed in Table On the bottom plots the signal is compared to the sub-
tracted data. The four plots show that for these two observables the observed excess
is compatible with the tested signal both in shape and in amplitude. This unexpected
result raises the interest for this search.

Other kinematic observables are presented in Figures f.23] and #.24] The excess is
mainly visible at low pr, low E* and A¢(ll, bb) ~ 7. Most of the bins showing
an excess are compatible with the background-only expectation within two standard
deviations. While it might be only a statistical fluctuation in this region of the phase
space, the signal-plus-background hypothesis matches well the data for most of the
distributions. This is e.g. the case for |cosfy;| with 0;; the helicity angle defined as
the angle between the bb system (in the //bb rest frame) and the leading b jet (in the
bb rest frame). Nevertheless, a less clear conclusion can be drawn from the péﬁ and
P4t observables.

From this study the conclusion is that the excess is not significant enough to separate
the background-only and signal-plus-background hypotheses. However it is crucial to
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Figure 4.22: The top plots show the comparisons of the data to the expecta-
tion from the simulation of the backgrounds. The left (right) plots shows the
mpy (Mypp) Observable after applying the cut 222 GeV < my, < 350 GeV
(72 GeV < mpp, < 114 GeV). The hashed band on the sum of the backgrounds and
on the ratio represent the systematic uncertainty on the sum of the backgrounds. On
top of the backgrounds, a signal is added corresponding to m4 = 104 GeV and
my = 270 GeV. It is normalised to the NNLO cross section for the model parameters
listed in Table[.2] The last bins include the overflow. The bottom plots show the com-
parisons of the data after subtraction of the expected backgrounds to the simulation of
the signal.
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Figure 4.23: Comparisons of the data to the expectation from the simulation of the
backgrounds in the signal region centred on my, = 93 GeV and my;p, = 286 GeV.
From the top left to the bottom, the plots represent the p%., the p4? and the pi*>. The
hashed band on the sum of the backgrounds and on the ratio represent the systematic
uncertainty on the sum of the backgrounds. On top of the backgrounds, the signal
is added normalised to the NNLO cross section for the model parameters listed in
Table@ The last bins include the overflow.
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Figure 4.24: Comparisons of the data to the expectation from the simulation of the
backgrounds in the signal region centred on mg, = 93 GeV and my;p, = 286 GeV. From
the top left to the bottom, the plots represent the A¢(1, 1), the EF**¢ and |cosfy;|. The
hashed band on the sum of the backgrounds and on the ratio represent the systematic
uncertainty on the sum of the backgrounds. On top of the backgrounds, the signal
is added normalised to the NNLO cross section for the model parameters listed in
Table@ The last bins include the overflow.
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pursue this analysis with the data collected in 2016 in order to confirm or discard the
signal-plus-background hypothesis.

4.4.2 Generic limits

Awaiting more data to draw a clearer conclusion, upper limits are set on the number
of expected signal events and on o x B R for a hypothetic signal. These results are the
key points of this analysis because they can allow to recast and reinterpret the limits
in other models which respect the few assumptions made in this analysis. The list
of models which can be probed can be extended by taking into account properly the
possible differences in the signal efficiency. In this last case however the sensitivity
might be reduced significantly.

The expected and observed upper limits can be seen in Figure #.25] The top plots
representing the limits on the number of events can be used to derive limits on any
models also with different widths for the new particles. For particles with much wider
widths than the ones probed in this analysis the only drawback is a lesser sensitivity
to such particles as the signal windows will, relatively, contain a lower fraction of
signal events. The bottom plots are derived from the top plots by taking into account
detector acceptance and reconstruction efficiency for the signal events. Using the
signal efficiency map in Figure limits on the cross sections for any signal are
obtained assuming I'; < R x m; with I['; the width of the two new resonances, m;
their masses and R the experimental resolution. As can be seen from the bottom
right plot representing the observed exclusion limits on the signal cross sections, this
analysis can exclude signals with 0 x BR down to a few fb for my = 600 GeV and
ma € [100,400] GeV. It is interesting to note the limitation of this analysis to exclude
signal with low m 4 (below 40 to 70 GeV depending on m ;) due to the overlap of the
b jets.

4.4.3 Model dependent interpretation

Now considering the model parameters listed on Table {.2] the limits presented in
Figure |4.25| are interpreted as limits on g for this model. These limits are shown in
Figure The phase space with i < 1 is excluded for this model. This region
is delimited by the solid line in the bottom plot. This corresponds approximatively
to ma € [50,250] GeV and mpy € [200,650] GeV for the process H — ZA
and myg < 250 GeV and m4 < 700 GeV for the process A — ZH. The excess
discussed in Section[4.4.1|is in a region close to the exclusion limit where the observed
excluded region is smaller than expected.
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Figure 4.25: The top plots show the exclusion limits on the number of events within
the acceptance as a function of my, and my;,. The bottom plots show the exclusion
limits on the signal cross section as a function of m 4 and myg. The left (right) plots
correspond to the expected (observed) limits from simulation.



4.4. Results 117

CMS Preliminary 19.8 b (8 TeV) .
s
10* &°
1
=
he)
" 103§
o]
il o
NS i
8 i 10?
d<
10
1
--- Exp. Excl.
0 PR RN S T SR S S R N S 10-1
0 200 400 600 800 1000
M, (GeV)
19.8 fb (8 TeV
( ) 10° =
z
&
3
104 bm

H
ow
Observed p =

1.5; cos(B -

A - ZH

10

--- Exp. Excl.
|, Ops.Exc,

0 200 400 600 800 1000 1
M, (GeV)

0-1

Figure 4.26: Limits on p as a function of m 4 and my for the model described in
Table[d.2] The top (bottom) plot represents the expected (observed) limits from sim-
ulation. In both plots the dashed contour delimits the expected region to be excluded.
In the bottom plot the solid line delimits the region currently excluded by the data.
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For fixed m 4 and my, limits are also put on cos(8 — «) and tan(f3). Figure
shows the limits on these parameters for type II 2HDM with m4 = 150 GeV and
mp = 350 GeV. As expected from the plots in Figure[I.10} this search is sensitive to
the region with cos(8 — «) ~ 0 and tanB ~ 1. For tanf < 1, the limits should be
taken with caution as the signal cross section was computed assuming perturbativity.
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Figure 4.27: Limits on cos(8 — «) and tan(3) for type Il 2HDM with m4 = 150 GeV
and my = 350 GeV. The dashed line delimits the region which is expected to be
excluded. The green and yellow bands represent the £ 1 and 2 standard deviations
respectively from this limit. The solid line and the hashed region correspond to the
excluded phase space.

4.5 Perspectives on low mass resonances

As already discussed, the region of low my;, suffers from the experimental limitation
from standard jet reconstruction. Indeed, low my, means the presence of boosted
overlapping b jets. The typical signature of collimated boosted jets is the formation of
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a so-called fat jet. In previous years several studies were done in order to study such
jets [L15H117]. Two ingredients are relevant for the search presented here. The first
one is the mass of the reconstructed fat jet. For this purpose grooming techniques have
recently been developed such as trimming [[118]], filtering [116]], pruning [119} [120],
etc. They allow to remove soft contributions, including PU, to the fat jets and to
get the two original prong sub jets. The groomed jet mass have been studied by the
CMS collaboration in [121]]. The mass is well reconstructed which allows a better
discrimination from purely QCD jets. The second relevant ingredient is the b-tagging
of such fat jets which are in this case originating form two b quarks. Several choices
can be made depending on the need of efficiency and purity. The simplest case is to
tag the fat jet [76]. This results in a good efficiency but a rather low purity because
the fat jets originating from a single b quark are not suppressed. To improve the purity
it is possible to apply the b-tagging on the sub jets [[76]. This generally gives better
performances but it is important to be careful on the possibility to share tracks among
the sub jets. The last possibility, still under development, is to make a dedicated tagger
for double b-tagging [122]. This is expected to give the overall best performance.

In this analysis, tools available and tested by the CMS experiment have been used.
Several CMS analyses have used these tools for W-tagging [[123H125]], for Z-tagging
[[123L[125] or also for top-tagging[126-129]. For defining the fat jets, the Cambridge-
Aachen [130, [131]] algorithm was used with a cone radius of 0.8. The substructure
of the fat jets is retrieved by pruning. The pruning consists in reclustering the fat jet
constituents but rejecting soft objects. For this, two cuts are defined:

min Ti, PT 7
Zij = 7(23 is P j) < Zeut = 0.1
pri + DPTj

.o my

AR(i,5) > Doyt = —

pr
where 7 and j are the two constituents to be merged and m; and pr are the mass
and the transverse momentum of the original fat jet. If these two requirements are
fulfilled then the softer particle is removed. Two exclusive sub jets are required from
the clustering. The sub jets invariant mass gives the mass of the lightest new boson

candidate.

The CSV b-tagging algorithm is applied to the two resulting sub jets. In order to
avoid tracks to be shared between the two sub jets only tracks belonging to the PF
elements of each sub jet are used for tagging each sub jets independently. This was
not yet the standard recommendation at the time of the analysis but by now it is the
recommended technique. This allows to go lower in A R between the two sub jets and
avoids an increase of the mistagging efficiency when only one of the sub jets is a b jet.
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In the following only a few plots will be shown to demonstrate the feasibility of re-
constructing the signal in this region but also the difficulties of understanding the
backgrounds.

To make this study, the same selection is used as for the standard analysis replacing
the jets by the sub jets. In Figure the AR(j,7) is shown in the Z+jj region. The
left plot shows the difficulty to perform the same search due to a poor modelling of the
data. A clear disagreement can be seen which cannot only be explained by a problem
of normalisation. The issue is not understood but no deep investigation was done due
to a lack of time. The same issue is also present after applying b-tagging. This is the
reason why it was not possible to directly extend the standard analysis in this region.

The right plot shows the same observable but this time after selecting events with
pl% > 180 GeV. This is a standard cut applied by analysis looking to boosted jets. In
this case, the agreement is much better. This means the issue mainly concerns soft
events. However such cut can lead to two issues for this analysis. The first one is that
some signal will not be accessible. Only the cases with my = 500 GeV can lead
to enough boost to be selected with a reasonable efficiency. The second issue is the
statistic: after b-tagging only few tens of events remain after this selection representing
only 10% of the available data. Therefore, with this data, this is not the best region to
constrain the signal.

Waiting for a better understanding and description of this region, it is important to
show the possibility of the grooming and b-tagging techniques to reconstruct and se-
lect signal events. The Figure @] shows on the top the my;, (left) and myg (right)
observables for several signal samples which are expected to be present in this topol-
ogy. The samples are not normalised but for each of them, the same amount of events
were simulated (25 000). This means that differences in the total yields are mainly
due to reconstruction efficiencies. For example, the sample with m4 = 15 GeV
and my = 350 GeV suffers from the really small angle between the two b jets
(AR ~ 0.15) showing the limitation of the substructure techniques. The sample
ma = 70 GeV and my = 350 GeV is another special case. Indeed, in this case,
the AR(b,b) is between 0.5 and 1.0 implying that part of the events will be well re-
constructed with the standard analysis and the other part needs this special treatment
in order to be selected. This introduces the problem of reconciling both analyses to
avoid overlap and at the same time to obtain the best sensitivity. One possibility would
be to simply perform the standard analysis and to apply this boosted analysis only to
the events which do not pass the standard analysis selection. This is simple but not
necessary the most efficient for the signal. Another possibility would be to perform
both analyses and define a quality criteria in case of conflict to help decide which case
is the most signal-like. This is something which needs more study. What is also clear
from the same plots is that the mass of the new bosons are well reconstructed with a
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Figure 4.28: Comparisons of the data to the expectation from the simulation of the
backgrounds in the Z+jj region for the AR(j, j) observable where j represent the sub
jets. The right plot shows only events with p%. > 180 GeV. Simulation samples are
normalised to the theoretical expectation. On the ratio, the yellow band corresponds
to the statistical uncertainty from simulation.

resolution close to the standard jet reconstruction (e.g. about 10%) and with a good
reconstruction efficiency (e.g. about 11% of events selected for m4 = 30 GeV and
mp = 350 GeV).

On the bottom plots of Figure [d.29] the shapes from the backgrounds are also shown
and compared to one signal (m4 = 30 GeV and my = 350 GeV). On the left plot
which represents mpp, the resonances from the ZZ and Zh;o5 backgrounds are also
visible. What was less expected was the peak at low my,;, for the Z+bx background.
This peak is made up of two peaks, the first one close to 6 GeV and the second one
close to 9 - 10 GeV. Because these masses are quite close to the masses of the mesons
composed of at least one b-quark, this means that the jet substructure technique is
able to see the B mesons decay products. From the two plots, it looks like combin-
ing both reconstructed masses information will lead in signal region with almost no
backgrounds.

In conclusion, this region looks promising for extending the standard analysis but
additional work is needed in order to properly understand the background modelling.
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Figure 4.29: The left (right) plots show the mpy,

My, (GeV)

(mypp) observable. The top plots

show the number of signal events reconstructed and selected according to the selection
defined in Table 4] for five signal samples. The bottom plots compare the shapes of
the two reconstructed masses for the main backgrounds after the same selection with

a signal sample.



Conclusion

Two analyses have been conducted using the data delivered by the LHC and collected
by the CMS experiment in 2012 at 1/s = 8 TeV corresponding to an integrated lumi-
nosity of 19.5-19.8 fb—1.

The aim of the first analysis was to search for the SM Higgs boson decaying into a
pair of b quarks, in the final state Z(I/[)h125(bb). A Matrix Element (ME) technique
based on the MadWeight program was tested in order to improve the sensitivity to
the signal. Several hypotheses have been considered for the signal and background
processes. The ME weights have been combined in several neural networks in or-
der to benefit from all these hypotheses. The shapes of the final discriminants have
been used to look for the potential presence of the signal. This strategy showed to
bring additional discriminatory power with respect to the use of a single kinematic
variable such like ms,. An outlook on the usage of the ME technique have also been
discussed, especially concerning the improvements which could increase the interest
for this technique. The results from this analysis have been combined with the re-
sults obtained at /s = 7 TeV with the data collected in 2011 and corresponding to
an integrated luminosity of 5 fb—!. The strategy was tested to highlight the presence
of the well-known ZZ process. A slight excess of 1.2 standard deviations (s.d.) was,
in fact, observed. The amplitude of the ZZ process obtained from this excess was
compatible with the expectation from direct CMS measurements and measured to be
W= o/ocyus = 0.57f8j3§. On the other hand no evidence of the Z(l)hi25(bb)
process was observed. The obtained upper limit on y is 1.6 meaning the signal hy-
pothesis cannot be excluded. This upper limit on this process is compatible with
the background-only hypothesis and only compatible with the presence of the signal
within 2 s.d. This analysis also emphasizes the challenge that the mitigation of PU in-
teractions represents. Several observations led to the conclusion that PU interactions
reduced the capability of this analysis to exploit the event information in an optimal
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way. This resulted in some disagreement between the simulation and the data in the
signal regions. The Z(Il)h125(bb) search showed to be particularly sensitive to these
effects. This explained, at least partially, the differences observed with respect to the
CMS published analysis [66]. Concerning the perspective for discovering this decay,
this final state can be combined to other sensitive final state, mainly Z(vv)hy25(bb)
and W(Iv)h125(bb). Despite the Run 1 LHC combination of ATLAS and CMS for this
decay [14], the significance of the observed excess did not reach the 3 s.d. necessary
to state the evidence of this decay. The data collected in 2016 will allow to draw a
clear conclusion for this search.

The second analysis aimed to search for yet undiscovered particles in the context of
tow-Higgs-doublets models (2HDMs). A search for the H/A — Z(Il)A/H (bb)
processes was performed using a scan in the my, — my;pp plane. It establishes the first
experimental results for a search for these processes at the LHC. A simple cut and
count analysis was setup by defining SRs with windows around the two masses based
on the experimental resolution. For a first time for a CMS analysis based on exist-
ing data, DELPHES was used to simulate the response of the detector for the signal
events. In the analysis process, a strategy was proposed to cure the missing NLO con-
tributions in the simulation of the Z+jets events. Two excesses have been reported with
a local (global) significance of 2.9 (1.9) and 2.6 (1.5), respectively. The signal-plus-
background hypothesis was shown to be poorly compatible with the first excess. The
second excess is however well compatible with the signal-plus-background hypothe-
sis both in shape and in amplitude (based on the tested model and the NNLO cross
section from SUSHI). The mass of the new resonances would be my4 = 104 GeV
and my = 270 GeV. This hypothesis can already be tested with the data collected in
2016. An optimised analysis can be done to increase the sensitivity to the possible
signal. This can allow to confirm or discard this hypothesis. Still, upper limits on the
presence of the tested signals were set in several ways allowing for reinterpretation in
different models. The limits on the number of events can be used for recasting the re-
sults for signals with really different efficiency map than the one of the tested signals.
The limits on the signal cross sections can be used to probe specific models for which
the efficiency map is the same as the one of the tested signals. Upper limit on o X BR
down to a few fb for mpy 2 600 GeV and m4 € [100,400] GeV are set. These
limits were interpreted in a specific type II 2HDM. The region m 4 € [50,250] GeV
and my € [200,650] GeV for the process H — ZA and my < 250 GeV and
ma < 700 GeV for the process A — ZH are excluded for this model. For fixed
ma and m g, limits were also put on cos(8 — a)and ran(3). This search is sensitive
to the region cos(8 — ) ~ 0 and tanf ~ 1. With the 2016 data this analysis might
allow to push even more the exclusion limits and put even more stringent constraints
on possible beyond standard models (BSM) physics. Finally, a perspective for this
analysis has been studied in the boosted regime when the difference of mass between
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the H and A bosons starts to be significant. This study showed a good capability in
reconstructing signal events and the masses of the H and A bosons. However it was
observed that more work is needed in order to better control the background modelling
especially in the soft regime (p} < 180 GeV). Such study can be conducted on the
2016 data in order to explore a still uncovered phase space.

In conclusion, these two analyses face several topics which are relevant for the future
of the LHC physics program: development of new techniques to improve the sensitiv-
ity to rare and new processes, PU mitigation in increasingly challenging PU conditions
and the search for BSM physics.






Appendix

Additional kinematic
comparisons for the SM Higgs
search

Additional kinematic comparisons are shown for the SM Higgs search presented in
Chapter [3] From Figure [AT] to Figure [A.4] the same observables presented in Sec-
tion[3.3.T] are shown in the SR. Good agreement is observed in the 2j category, within
statistical uncertainties. The overestimation of the backgrounds is visible in the 3j
category. Looking at the EZ'*** significance plot in the 3 category (Figure bot-
tom right), the disagreement between data and simulation concerns mainly the Z+jets
enriched region (low value). Another observation is the excess (deficit) visible in the
27 (37) categories at low pr for the p5* and p5? observables (Figure [A.2). This tends
to confirm the PU hypothesis proposed in Section to explain the disagreement
on the final results.

The Figures and [A.8|show the p¥, the AR(b1,bs), the AR(l1,12) and

the A¢(ll, bb) observables both in the CR and SR. This completes the set of relevant
observables showed in chapter 3]

From Figure to Figure [A.12] as in Section the ME weights are shown but
this time in the CR. The agreement is within the statistical uncertainties.
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Figure A.1: Comparisons in the SR of data and simulation for the m;; (top) and péﬁ
(bottom) observables. The left plots correspond to the 25 category and the right plots
to the 3j category. Simulation samples are normalised using the SFs shown in Ta-
ble 3.5l In the SR, the signal is also showed separately normalised to 50 times its
cross section. The last bin includes the overflow. In the ratio, the yellow band repre-
sents the statistical uncertainty from simulation.
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Figure A.2: Comparisons in the SR of data and simulation for the p}* (top) and the
p%? (bottom) observables. The left plots correspond to the 2 category and the right
plots to the 3; category. Simulation samples are normalised using the SFs shown in
Table 3.5} In the SR, the signal is also showed separately normalised to 50 times
its cross section. The last bin includes the overflow. In the ratio, the yellow band
represents the statistical uncertainty from simulation.
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Figure A.3: Comparisons in the SR of data and simulation for the C'SV}; (top) and
CSVys (bottom) observables. The left plots correspond to the 2j category and the
right plots to the 35 category. Simulation samples are normalised using the SFs shown
in Table[3.3] In the SR, the signal is also showed separately normalised to 50 times its
cross section. In the ratio, the yellow band represents the statistical uncertainty from
simulation.
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Figure A.4: Comparisons in the SR of data and simulation for the E7***¢ (top) and
the E7V'5¢signi ficance (bottom) observables. The left plots correspond to the 2j
category and the right plots to the 35 category. Simulation samples are normalised
using the SFs shown in Table 3.3] In the SR, the signal is also showed separately
normalised to 50 times its cross section. In the ratio, the yellow band represents the
statistical uncertainty from simulation.
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Figure A.5: Comparisons in the CR (top) and in the SR (bottom) of data and sim-
ulation for the pﬁ_}f’ observable. The left plots correspond to the 2j category and the
right plots to the 37 category. Simulation samples are normalised using the SFs shown
in Table 3.3] In the SR, the signal is also showed separately normalised to 50 times
its cross section. The last bin includes the overflow. In the ratio, the yellow band
represents the statistical uncertainty from simulation.
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Figure A.6: Comparisons in the CR (top) and in the SR (bottom) of data and sim-
ulation for the AR(by, b2) observable. The left plots correspond to the 2j category
and the right plots to the 3; category. Simulation samples are normalised using the
SFs shown in Table 3.5 In the SR, the signal is also showed separately normalised
to 50 times its cross section. In the ratio, the yellow band represents the statistical
uncertainty from simulation.
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Figure A.7: Comparisons in the CR (top) and in the SR (bottom) of data and simula-
tion for the AR(I,1) observable. The left plots correspond to the 2j category and the
right plots to the 37 category. Simulation samples are normalised using the SFs shown
in Table[3.3] In the SR, the signal is also showed separately normalised to 50 times its
cross section. In the ratio, the yellow band represents the statistical uncertainty from
simulation.
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Figure A.8: Comparisons in the CR (top) and in the SR (bottom) of data and simula-
tion for the A¢(Il, bb) observable. The left plots correspond to the 2 category and the
right plots to the 37 category. Simulation samples are normalised using the SFs shown
in Table[3.3] In the SR, the signal is also showed separately normalised to 50 times its
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Figure A.9: Comparisons in the CR in the 2j category (left) and in the 35 category
(right) of data and simulation for the ME weights related to the Z+jets process. The top
(bottom) plots represent W;glog (W(;ql"g ). Simulation samples are normalised using
the SFs shown in Table [3.5] The signal is also shown separately normalised to 50
times its cross section. The last bin includes the overflow. In the ratio, the yellow
band represents the statistical uncertainty from simulation.
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Figure A.10: Comparisons in the CR in the 2j category (left) and in the 35 category
(right) of data and simulation for thlog . Simulation samples are normalised using
the SFs shown in Table 3.5 The signal is also shown separately normalised to 50
times its cross section. The last bin includes the overflow. In the ratio, the yellow
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Figure A.11: Comparisons in the CR in the 25 category (left) and in the 35 category
(right) of data and simulation for the ME weights related to the ZZ process. The top
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the SFs shown in Table 3.3] The signal is also shown separately normalised to 50
times its cross section. The last bin includes the overflow. In the ratio, the yellow
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Figure A.12: Comparisons in the CR in the 25 category (left) and in the 35 category
(right) of data and simulation for the ME weights related to the signal process. The top
(bottom) plots represent WZ_,igg (Wz_,llgg ). Simulation samples are normalised using
the SFs shown in Table [3.5] The signal is also shown separately normalised to 50
times its cross section. The last bin includes the overflow. In the ratio, the yellow
band represents the statistical uncertainty from simulation.






Appendix

Z+jets event weight computation

A set of exclusive Z+jets samples, binned according to different ranges of plt and HT,
has been used for modelling the background coming from the Z+jets process in regions
of the phase space poorly populated by the inclusive sample (see Section[d.2.T). These
samples have been combined according to a reweighting procedure which accounts for
the differential cross section of this process (see Table and the effective number
of events processed (see Tables [3.2]and [4.1)).

’ Sample ‘ LO cross section (pb) ‘
Z+jets: inclusive 2950
Z+ets: 50 < pit < 70 GeV 93.8
Z+ets: 70 < p4 < 100 GeV 50.31
Z+jets: pY > 100 GeV 34.1
Z+jets: pf > 180 GeV 4.56
Z+jets: 200 < HT < 400 GeV 19.73
Z+jets: HT > 400 GeV 2.826

Table B.1: MadGraph LO cross sections for the different simulated Z+jets samples.

First, the pl:ﬁ binned samples (50-70, 70-100, >100 and >180 GeV) are combined with
the inclusive sample. The following bins are defined: 0-50, 50-70, 70-100, 100-180
and >180 GeV. The cross section, ¢;, in each bin is derived from Table Defining
N? " as the number of events generated for each exclusive sample, the weight for each
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i-th ppr-binned sample is determined by:

pt
T Niot

i t
Oincl NZ?

where 0, is the cross section of the inclusive sample and thott is the sum of the

events from the five samples merged together.

Using a similar approach, the HT'-binned Z+jets samples are also reweighted in order
to be properly combined with the final sample. Three bins are defined: 0-200, 200-
400 and > 400 GeV. The weights account for the previous treatment of the events
belonging to the pr-binned samples, and thus the weights are defined as:

HT
wHT — 93 Niot
- HT—
J Nj pt

Oincl

where NjHT_pt = NJ-HT +> N? : wft, i.e. this accounts for the weighted numbers
of events from the five first samples merged together which fall into the j-th HT bin,

and N T is the total number of events summing up all the samples.

The final weight for each event is then extracted as the ratio between the weighted
numbers of events in the two-dimensional i-th pr - j-th HT bin (with weights com-
puted as before) and the total number of generated events in that bin, namely:

pt pt HT HT
(Nij cwp+ N - w;

J
pt HT
NE + NJ

wij =

The w;; are shown on Table B.2]

pr (GeV)
HT(GeV) 0-50 | 50-70 | 70-100 | 100-180 | > 180
0-200 1.526 | 0.252 | 0.421 0.180 0.037
200-400 0.078 | 0.061 0.068 0.055 0.025
> 400 0.026 | 0.024 | 0.025 0.023 0.015

Table B.2: Event weights for the different bins in pr and HT' of the merged Z+jets
sample.



Appendix

Additional kinematic
comparisons for the BSM Higgs
boson search

To complete the set of observables in Figures and[4.18] Figures and[C.3|

are showing the p*, pb?, CSVi1, CSVie, Eiss, EIViss significance, my; and pib®

observables. A good agreement is visible for all of them. In the legend, the Zh entry
refers to the Zhyo5 process.
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Figure C.1: Comparisons of the data to the expectation from the simulation of the
backgrounds. The top (bottom) plots show the pg} and pl}z (CSVp1 and C'SVjs) ob-
servables. On the ratio, the yellow band corresponds to the statistical uncertainty from
simulation. The last bins include the overflow. Two signal samples, normalised to a
cross section of 300 fb, are superimposed upon the background.
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Figure C.2: Comparisons of the data to the expectation from the simulation of the
backgrounds. The left (right) plot shows the EJ's (E7¢ significance) observable.
On the ratio, the yellow band corresponds to the statistical uncertainty from simula-
tion. The last bins include the overflow. Two signal samples, normalised to a cross
section of 300 fb, are superimposed upon the background.
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Figure C.3: Comparisons of the data to the expectation from the simulation of the
backgrounds. The left (right) plot shows the my; (p4*?) observable. On the ratio, the
yellow band corresponds to the statistical uncertainty from simulation. The last bins
include the overflow. Two signal samples, normalised to a cross section of 300 fb, are
superimposed upon the background.



Appendix

Study of the excess at high masses

In the scan of mp,-mypp, Shown in Figure@ an excess with a significance of 2.9 s.d.
is observed for the bin centred at my, = 575 GeV and my;p, = 662 GeV. This bin is
defined by a cut on my;, between 446 and 704 GeV and a cut on my;, between 513
and 811 GeV. This corresponds to the largest excess observed. However several argu-
ments disfavoured the signal hypothesis in this region. First, this bin is at the edge of
the allowed kinematic regime (my;p, = My, + mz). Also as shown in Figure @],
the probed signal has an extremely small cross section in this region due to the domi-
nant (almost exclusive) decay to tt. Still, some studies have been performed to check
the data in this bin and check the consistency of the excess both with the background
and signal-plus-background hypotheses. Comparisons between data and simulation
are shown in Figures [D.T]and [D.2] No odd behaviour is observed in the data in this
bin and the comparisons indicate that this excess can be compatible with a statisti-
cal fluctuation. A signal sample has been generated with masses corresponding to
m4 =500 GeV and my = 662 GeV and normalised to 3000 times the NNLO SUSHI
cross section. This signal is displayed on top of the sum of the backgrounds in the
same plots and also in Figure[D.4]

The data are shown in Figure after subtracting the expectation from the simulated
backgrounds. For my;, the excess is fitted with a Gaussian function. The mean corre-
sponds to my;, = 445 GeV. Concerning my, no fit is performed as the excess is at the
edge of the distribution. This exercise is not conclusive.

In order to further check the compatibility of the excess with the signal hypothesis,
other kinematic comparisons are shown in Figure[D.4] The conclusion is that the cho-
sen signal hypothesis seems disfavoured for most of the variables. This is especially
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Figure D.1: Comparisons of the data to the expectation from the simulation of the
backgrounds. The left (right) plots shows the my, (1my;,) oObservable after applying
the cut 513 GeV < mypp < 811 GeV (446 GeV < my, < 704 GeV). The hashed band
on the sum of the backgrounds and in the ratio represents the systematic uncertainty.
The signal added on top of the backgrounds corresponds to m4 = 500 GeV and
mpy = 662 GeV. It is normalised to 3000 times the NNLO cross section for the model
parameter listed in Table@ The last bin includes the overflow.

true for the Centrality observables defined as ¥p%. /S F; in the llbb system rest frame
with ¢ running over the two leptons and the two b-tagged jets. All this strengthens the
hypothesis that this excess is purely statistical.
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Figure D.2: Comparisons of the data to the expectation from the simulation of the
backgrounds in the signal region centred on mg, =575 GeV and myp, = 662 GeV. The
plots represent, from the top left to the bottom right, the p¥., the p, the Ag(ll, bb)
and the EZ'*S observables. The hashed band on the sum of the backgrounds and
in the ratio represents the systematic uncertainty. The signal added on top of the
backgrounds corresponds to m 4 = 500 GeV and my = 662 GeV. It is normalised to
3000 times the NNLO cross section for the model parameter listed in Table[4.2] The
last bins include the overflow.
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Figure D.3: Data with background estimated from simulation subtracted for my,
(mypp) for the left (right) plot after cutting on 513 GeV < myup < 811 GeV
(446 GeV < myp, < 704 GeV). The red curve represent the best fit by a Gaussian
function for myy.
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Figure D.4: Comparisons of the data to the expectation from the simulation of the
backgrounds in the signal region centred on my, = 575 GeV and my;, = 662 GeV.
The plots represent, from the top left to the bottom rlght the p4{%, the AR(b,b), the
Centrality and the |cosfy;| (defined in Section 4 observables. The hashed band
on the sum of the backgrounds and in the ratio represents the systematic uncertainty.
The signal added on top of the backgrounds corresponds to m4 = 500 GeV and
mpy = 662 GeV. It is normalised to 3000 times the NNLO cross section for the model
parameter listed in Table@ The last bins include the overflow.
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