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Introduction

The discovery of new physics phenomena is one of the important challenges facing
particle physicists. Complex experiments are designed to reach the boundary of our
knowledge in fundamental interactions. The technological complexity of those ex-
periments is linked to the ever growing data analysis capacities of current software
and computing systems. The expected data volume analysed at the Large Hadron
Collider (LHC) will be several orders of magnitude above what has been recorded at
LEP.

This complexity is for the sake of simplicity. All the efforts to build those complex
detectors are given to uncover the foundation of fundamental forces engraved in simple
and elegant principles. There exist twelve elementary matter particles, six leptons,
and six quarks. There are four known forces in Nature that can act between them:
the strong force, that holds atomic nuclei together; the weak force, is responsible
for radioactive decay; electromagnetism, and gravity. The forces are transmitted
between the matter particles by means of bosons. For instance the photon mediates
the electromagnetic force. The simplicity lies in the equations describing the dynamics
of those particles, in the form of the Standard Model. The elegance of the Standard
Model is that above the enumeration of known elementary particles, the dynamics of
the interactions sets out as a consequence of mathematical symmetries.

The Standard Model predictions have been tested to an astonishing level of pre-
cision, but it does not predict particle masses. The Higgs mechanism explains boson
and fermion masses at the cost of introducing additional free parameters in the model.
As we will see in the first chapter it is probably not the final word. The obvious glitch
is that the particle predicted by the Higgs mechanism, the Higgs boson, as not been
observed. In addition, new theories like supersymmetry, trying to solve the prob-
lems lying in the Standard Model Higgs mechanism, postulate the existence of a yet
undiscovered family of particles.

The LHC is a new opportunity to further test the Standard Model and new ideas
in understanding the nature of mass. One of the big challenges at the LHC is the
very high event rate that detectors will have to cope with. In that context and since
current technologies are not able to store all events, the data acquisition system will
have to select them in real time. Rejected events will be lost forever, preventing
any preprocessing. The trigger system selects a portion of the phase space as a
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2 Introduction

microscope focuses on a focal plane. Hence the observability of new signals depends
on the flexibility of the trigger to “focus” on new phase space regions proposed by
physics models.

The strategy of the Compact Muon Solenoid (CMS) detector is to analyse events
in real time through reconstruction and selection algorithms running on a processing
farm. The implementation of selection algorithms in a computer farm gives a flexi-
bility in terms of reprogramming that is not possible with hardware based systems.

The development of the High Level Trigger algorithm was being pursued by the
CMS collaboration during the beginning of my thesis. Their development where
summarised in the Data Acquisition Technical Design Report (DAQ TDR) [1] which
includes the work done on the electron-tau trigger briefly described in the Chapter 3.
The electron tau trigger was introduced to improve by 10% the selection efficiency of
the electron tau-jet final states in the decay of a MSSM Higgs with a small 2% in terms
of trigger rate increase. During the development of the reconstruction algorithms for
the measurement of electrons we have studied π0 rejections using neural networks
techniques as discussed in Section 2.1.3. Although it is a nice exercise, the rejection
power was not important enough to motivate the use of such a sophisticated algorithm
for π0 rejection in the online environment.

In the development of the electron tau trigger we understood, the need to develop
a software to ease the combination of selection algorithms. At that time, the definition
of a trigger selection was the task of the physicist developing an analysis. Each analysis
had his own trigger implementation where the selection was performed. In addition
the modification of the trigger selection required to be more flexible and configurable.

From those observation we developed the High Level Trigger (HLT) steering soft-
ware described in Section 3.4. It provides a set of trigger elements that can be
combined at wish to form the HLT selection algorithm. A user can query the High
Level Trigger to know its response and which trigger elements have been fired. The
objects that have been selected (e, τ, µ, jets,MET ) can be retrieved for further analy-
sis. Each trigger element is configurable (e.g.: Et thresholds, isolations, reconstruction
algorithm used, etc). The specification of the selection logic only requires to write an
XML that contains the elements that have to be connected. This is valuable when
analysis have to be compared or to guarantee that they use the same trigger settings.
At the time of writing this thesis, the HLT steering software is used in most of CMS
analysis to perform selection of the Monte-Carlo data samples.

Using the developed High-Level Trigger steering software, we have studied the
trigger strategy to be implemented in order to select MSSM Higgs decaying into
electron tau-jet. With that particular benchmark channel, we show how the offline
analysis drives the choice of triggering patterns. Hence a method to devise privileged
trigger patterns for the search of a particular signal is presented. We show that the
trigger patterns that have the highest efficiency after the High Level Trigger have
not the highest signal over background ratio. For the present analysis the dominant
trigger path is where one electron is identified. After performing a simple analysis
of the selected data we show that the single electron efficiency is reduced in favour
of the triggers combinations that include the tau-jet, the electron and the missing
transverse energy.
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This analysis has been possible with the deployment of a computing cluster in our
laboratory in which we have contributed for the network architecture, CPU hardware,
mass storage and software choices and installation. This is described in Appendix B.
It currently provides the necessary tools for the users in the laboratory to produce
and analyse events with the CMS simulation and reconstruction software.

In parallel with the CMS activities, we have contributed to the search of the decay
of a Higgs boson into W boson pairs at LEP with the ALEPH detector. The analysis,
described in Appendix A, has been performed in the context of a fermiophobic Higgs
boson. In that context, the decay of the Higgs in W pairs becomes dominant for
Higgs masses above 90 GeV. Our analysis concentrated on the channels with a least
two leptons, which is included in the final limit in [2].

The physics units in this dissertation are the so-called natural units. The speed
of light c is chosen as the unit for velocity, and Planck’s constant ~ as the unit for
angular momentum: c = ~ = 1.
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ONE

The Standard Model and Beyond

1.1 The Higgs mechanism

The Higgs mechanism was introduced to explain the mass of the Z and W bosons [3].
Two “ingredients” form the basis of the Higgs mechanism. The first “ingredient” is the
Goldstone theorem. Let us assume a Lagrangian invariant under a symmetry group
with N generators. If the Lagrangian embeds a function of its fields that breaks the
symmetry down to a group with g generators, then there will be N −g massless fields
appearing in the theory. These are called Goldstone bosons. The second “ingredient”
is the particularity of gauge symmetry. In the case of a Lagrangian invariant under
gauge symmetry, the massless Goldstone bosons are redefined as additional degrees
of freedom of the gauge fields. Hence the gauge fields corresponding to the broken
symmetry acquire mass.

The Goldstone theorem can be applied to the standard model SU(2)L × U(1)Y

symmetry in order to give mass to the W and Z gauge bosons. One has to introduce a
new field, called the Higgs field Φ, a complex doublet of scalar fields . The Lagrangian
density associated with this field is chosen as,

L = (DµΦ)†DµΦ + µ2Φ†Φ− λ(Φ†Φ)2. (1.1)

with the covariant derivative given as

DµΦ = (∂µ + igW a
µT

a + ig′Bµ)Φ, (1.2)

with Ta being the SU(2)L group generators and W a
µ , Bµ the gauge fields. The g, g′

couplings are expressed in terms of the Fermi coupling, the electron charge and the
W mass as: g2 = M2

W GF√
2

, e = g sin θW and g′ = g tan θW . The last two terms of
Eq. 1.1 constitute the Higgs potential invariant under SU(2)L × U(1)Y . Its shape is
determined by the µ and λ parameters, and if µ2/λ > 0, its minimum is nonzero and
equal to Φ†Φ = µ2

2λ .
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6 The Standard Model and Beyond

The point is that the configurations of Φ minimising the potential are degenerated.
In other words, the ground state is not invariant under SU(2)L, while the whole
Lagrangian is. The Goldstone theorem states that there will be three Goldstone
bosons since the gauge symmetry has three of its four generators that do not leave
the ground state invariant.

To see how the gauge boson acquires mass, let us choose a vacuum expectation
value (v.e.v) for this field to be real with zero charge,

〈Φ〉 =
1√
2

(
0
v

)
, (1.3)

where v = µ/
√
λ. One can then redefine the Φ field as

Φ(x) = eiT aθa(x) 1√
2

(
0

v +H(x)

)
. (1.4)

It is always possible to apply an SU(2)L gauge transformation to rotate away the
θa dependence of the Φ field. The three degrees of freedom embedded into the θa

dependence form the massless Goldstone bosons. Then, expanding the kinetic term
of Eq. 1.1 with the explicit value of Φ and expressing the physical fields as Zµ =
cos θWW 3

µ − sin θWBµ and Wµ = 1/
√

2(W 1
µ + iW 2

µ), we have:

(DµΦ)†DµΦ =
1
2
∂µH∂

µH + (v +H)2
(
g2

4
W †

µW
µ +

g2

8 cos2 θW
ZµZ

µ

)
. (1.5)

We can see a mass term appearing for the Z and W± bosons as well as a coupling
between the gauge bosons and the Higgs field. They are related to the Higgs v.e.v in
the relation: MW = MZ cos θW = gv/2, while the photon remain massless.

At this stage, it has only been possible to explain the gauge boson mass with the
Higgs mechanism, but nothing has been said about the origin of the fermion masses.
In order to add a mass term in the standard model Lagrangian, one has to contract
the left-handed leptons with a doublet in order to form an invariant quantity. As an
example, we shall construct a term that mixes a first generation left-handed lepton
doublet with the right-handed lepton and the Higgs field Φ as:

−Gel
†
LΦeR =

Gev√
2

(e†LeR) mF =
Gev√

2
, (1.6)

with lL =
(
νL

eL

)
. Then the electron has acquired mass that is proportional to

the v.e.v of the Higgs field. Although the Higgs field can give mass to the fermions,
it arises at the cost of a new coupling (Ge) for each new fermion to account for a
complete mass spectrum. The Higgs mechanism is an elegant construction to give
mass to the bosons mediating the weak force and to a lesser extent to the fermions.

One shortcoming is that the recently observed neutrino mass is not explained in
the standard model framework. Another shortcoming of the standard model Higgs is
the so-called fine-tuning problem. The measured Higgs mass is given by

m2
H = (m2

H)0 + ∆m2
H , (1.7)
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where (m2
H)0 is the “bare” Higgs mass and ∆m2

H are corrections from loop diagrams.
The correction to m2

H from a loop containing a fermion is given by

∆m2
H =

λ2
F

16π2
(−2Λ2

UV + 6m2
F ln(ΛUV /mF ) + · · ·). (1.8)

In the equation above, λF is the coupling constant of the Higgs to the considered
fermion. ΛUV is a cut-off that can be interpreted as the energy scale at which new
physics enters that alters the behaviour of the theory. If no new physics occur between
the Higgs mass scale and the Plank scale, then ΛUV amounts to the Plank mass
mp = 1019 GeV. The corrections to the bare Higgs mass evolve in quadrature with
the ΛUV cut-off with a negative sign. If the Higgs mass is around 100 GeV, then the
Higgs bare mass should be at the Planck mass so that the correction term cancels
the bare mass to obtain the expected mass around 100 GeV, this is what is referred
to as the fine-tuning problem. One can also compute the effect of the boson loops
that contribute to the Higgs mass. The expression is similar to the one of Eq. 1.8 but
the correction comes with a positive sign. This means that, if one could construct
a theory where each boson could be associated with each lepton, then the quantum
corrections would cancel exactly.

1.2 Extensions to the Standard Model

In the previous section we found a motivation to introduce a new symmetry that
relates fermions to bosons since it would avoid the fine-tuning problem. In this section
we will discuss briefly the Minimal Supersymmetric Standard Model (MSSM).

The principle of supersymmetry is to introduce a link between matter particles
(fermions) and force carriers (bosons). Thus one has to build an operator Q that
generates such transformations

Q|Boson〉 = |Fermion〉; Q|Fermion〉 = |Boson′〉. (1.9)

As derived in [4] the Q operators should follow the “ “anti-commutation” rule:

{Qα, Q
†
β} = 2σµ

αβPµ. (1.10)

where Pµ is the generator of space-time translation and σµ are the Pauli matrices1.
The particle states of the supersymmetry algebra are grouped in supermultiplets. A
supermultiplet contains a fermion and the boson associated by the Q operator. More-
over, one can show that the mass operator P 2 commutes with Q, implying that the
mass of the particles contained in a supermultiplet must be the same. The Q opera-
tors also commute with the generators of the gauge symmetries. Therefore particles
in the same supermultiplet must have the same electric charges, weak isospin and
colour degrees of freedom. For each existing fermion (boson) a new boson (fermion)
should be introduced and it should match the previous requirement in order to fit in
the supermultiplet representation.

1with σ0 =

„
1 0
0 1

«
, σ1 =

„
0 1
1 0

«
, σ2 =

„
0 −i
i 0

«
σ3 =

„
1 0
0 −1

«
.
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In the previous paragraph we stated that the masses of the particles contained
in a supermultiplet must be the same. This means that the supersymmetry must be
broken since no partner of the known fermions and bosons have been observed with
the same mass.

In the MSSM the Higgs sector consists of two Higgs doublets, to give mass both to
the up and down type fermions. These two Higgs doublets have positive and negative
hyper charges values Y = ±1. They are Φd = (φ0

d, φ
−
d ) that couples to down type

fermions and Φd = (φ+
u , φ

0
u), that only couples to up type fermions. Minimising the

Higgs potential yields vacuum expectation values for the Higgs field. They can always
be chosen of the form:

Φvev
d =

(
0
vd

)
,Φvev

u =
(
vu

0

)
. (1.11)

In the equation above, the vacuum expectation values can be related to the W
boson mass and the electroweak gauge couplings by the following relation:

v2
u + v2

d = v2 =
2m2

W

g
≈ (174 GeV)2. (1.12)

Although the vev’s are related to the W mass, the ratio of the vev’s is not fixed
by present experiments. We will define this ratio as tanβ = vu/vd.

After SU(2)L × U(1)Y has been broken, three degrees of freedom of the Higgs
doublet become the longitudinal modes of the Z0 and W± bosons. The remaining
five degrees of freedom constitute the MSSM Higgs sector. These mass eigenstates are
related to the gauge eigenstates Φu,Φd through a phase transformation that involves
two angles α and β. They are given by:

A0 =
√

2(cosβIm[φ0
u] + sinβIm[φ0

d]) (1.13)

H+ = (cosβφ+
u + sinβφ−∗d (1.14)(

h0

H0

)
=
√

2
(

cosα − sinα
sinα cosα

) (
Re[φ0

u]− vu

Re[φ0
d]− vd

)
. (1.15)

The angle α can be computed by diagonalising the CP-even Higgs squared-mass
matrix.

cos2(β − α) =
m2

h(m2
Z −m2

h)
m2

A(m2
H −m2

h)
(1.16)

One can see that there are three neutral Higgses, A0,H0, h0 and two charged Higgses
H±. At tree level, the Higgs masses depend only on two parameters, namely, mA0

and tanβ. They are expressed as:

m2
H± = m2

A0 +m2
W (1.17)

mh0 =
1
2

(
m2

A0 +m2
Z −

√
(m2

A0 +m2
Z)2 − 4m2

Zm
2
A0 cos2 2β

)
(1.18)

mH0 =
1
2

(
m2

A0 +m2
Z +

√
(m2

A0 +m2
Z)2 − 4m2

Zm
2
A0 cos2 2β

)
(1.19)
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Figure 1.1: Masses of the MSSM Higgs bosons as a function of mA for
different values of tanβ [5].

From expression 1.18 one can derive an upper bound on mh at tree level,

m2
h ≤ m2

Z cos2 2β, (1.20)

but the radiative corrections can push the mass up to mmax
h around 110 − 140 GeV

depending of tanβ, the trilinear Higgs stop coupling (At), and the top mass. The mass
behaviour of the Higgses is shown in Fig. 1.1. Two mass regimes can be identified:

• mA � mmax
h : The three Higgses mA ∼ mH ∼ m±

H are degenerate in mass.
mh ∼ mmax

h and h couples to bosons and fermions as the Higgs of the standard
model (SM).

• mA � mmax
h : the H behaves like the SM Higgs while the h and A will be

degenerate in mass.

The coupling behaviour of the MSSM Higgses to fermions and bosons can be
compared to the SM coupling. Table 1.1 summarises the ratio of the MSSM coupling
to fermions and bosons to the corresponding SM couplings. The couplings of h and H
are generally suppressed with respect to the SM Higgs couplings. The table simplifies
when considering the two regimes discussed previously. In the large mA regime, one
can derive from Eq. 1.16 that cos(β − α) � 1. This implies that the h will couple to
bosons as the SM Higgs does and that the couplings of H to bosons will be strongly
suppressed. In this scenario, the coupling to down-type fermions is enhanced by a
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decay mode h H A

uū cosα/ sinβ sinα/ sinβ cotβ
dd̄ − sinα/ cosβ cosα/ cosβ tanβ

W+W−,ZZ sin(β − α) cos(β − α) 0

Table 1.1: Couplings of the MSSM neutral Higgses relative to SM cou-
plings. d is one of the down-type fermions (d, s, b, e, µ, τ) and u stands
for (u, c, t, νe, νµ, ντ )

tanβ factor both for the H and the A. Since the coupling is proportional to the
fermion masses, the third generation will be the dominant in the H and A decay
modes. This also explains why the associated production with bb̄ pairs is important
at LHC. The decay into tau pairs is also a important decay channel. In the region
mA � mmax

h the roles of the H and the h are reversed, and the H behaves as in the
standard model since sin2(β − α) � 1 while the coupling of the h to gauge boson is
suppressed.

In the next section we will briefly discuss the experimental constrains on the MSSM
parameter space.

1.3 Limits on the MSSM Parameter Space

The LEP has pursued several searches for the supersymmetric Higgs boson. The
search was carried out in e+e− → h0A0 and in e+e− → h0Z0 channels. The cross
section for e+e− → h0A0 goes as cos2(β − α) and as sin2(β − α) for e+e− → h0Z0.
The non observation of events in these channels leads to an exclusion limit in the
mh, sin2(β − α) region with mh > 89.8 and mA > 90.1.

Putting a limit on tanβ is indirect and a choice of the MSSM free parameters
is required to adduce a limit. The mmax

h0 max scenario [6] is the framework used to
derive the most conservative limit on the tanβ parameter. In this framework which
maximises the radiative correction to the CP even Higgs as a function of tanβ, the
LEP combined results exclude the range 0.5 < tanβ < 2.4 at 95% CL. The radiative
corrections to mh comes2 from the t̃− t and also from b̃− b for large tanβ.

The difference between the maximal mixing and no mixing benchmark comes in
the radiative corrections to the mh. An upper bound on the one loop correction to
mh is given as:

m2
h . m2

Z +
3g2m4

t

8π2m2
W

[
ln

(
M2

S

m2
t

)
+
X2

t

M2
S

(
1− X2

t

12M2
S

)]
, (1.21)

assuming MSUSY = Mt̃L
= Mb̃L

= Mt̃R
= Mb̃R

, and M2
S = M2

SUSY + m2
t and Xt =

(At − µ cotβ). The Higgs mixing parameter µ appears in the MSSM superpotential.

2The tilde above the particle means the supersymmetric partner of that particle, t̃ stands for the
stop
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Figure 4: The MSSM exclusion for the mh0−max benchmark scenario described in the
text of Section 3. This figure shows the excluded (diagonally hatched) and theoretically
disallowed (cross-hatched) regions as functions of the MSSM parameters in four projec-
tions: (upper left) the (mh0 , mA0) plane, (upper right) the (mh0 , tan β) plane, (lower
left) the (mA0 , tan β) plane and (lower right) the (mH±, tanβ) plane. The dashed lines
indicate the boundaries of the regions expected to be excluded at the 95% CL if only SM
background processes are present.
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Figure 5: The MSSM exclusion for the “no mixing” benchmark scenario described in the
text of Section 3. This figure shows the excluded (diagonally hatched) and theoretically
inaccessible (cross-hatched) regions as functions of the MSSM parameters in four pro-
jections: (upper left) the (mh0 , mA0) plane, (upper right) the (mh0 , tan β) plane, (lower
left) the (mA0 , tan β) plane and (lower right) the (mH±, tanβ) plane. The dashed lines
indicate the boundaries of the regions expected to be excluded at the 95% CL if only SM
background processes are present. In the (mH±, tanβ) projection, a dark vertical line is
drawn at mH±=78.6 GeV/c2, the lower bound obtained from direct searches at LEP. Due
to the decays H±→W∗±A0, however, models with mH± < 74 may not be excluded by the
direct searches. More study is needed to make a quantitative estimation of the impact of
the H± searches on this scenario.

Figure 1.2: Exclusion region [7] in the mh, tanβ plane. The cases of the
mh0 −max (Left) and no mixing scenario (Right) are shown.

It comes as an off-diagonal term in the neutralino mass matrix that mixes the up and
down higgsinos to form two neutralinos. At denotes the trilinear Higgs-stop coupling.
The m4

t dependence on the h mass upper bound shows that the higgs mass can be
significantly larger than its tree level value. The mass correction increases with Xt

reaching its maximal value for Xt =
√

(6)MS which is called the maximum mixing
case. Xt = 0 correspond to the minimal mixing.

The exclusion regions for the tanβ parameter are much more stringent in the no
mixing scenario. The combined LEP limits exclude the regions where 0.7 < tanβ <
10.5 at 95% CL. As we have discussed, the limit on the tanβ parameter is particularly
sensitive to the top mass. The recent measurement of the top mass indicates a larger
value for mt than the one of Tevatron Run 1 [8] . This implies that the theoretically
excluded tanβ region is reduced. As a simple rule of thumb, one can show [9] that a
variation of mt by δmt

induces a shift in the mh prediction by about δmt
.

As we have seen in the previous section, the τ lepton will play an important role
in the search for the MSSM Higgses. In the next section we will describe the principal
features of the τ lepton.

1.4 Decay of the tau lepton

As we have seen in Table. 1.1 the enhanced coupling of the MSSM heavy Higgs to tau
leptons motivates the search for tau final states. The first hint of the existence [10] of
the τ was observed in 1975 by M.L. Perl’s3 group, at SLAC-LBL in e+e− annihilation.
They observed e±µ∓ events with undetected particles. The missing momenta spectra

3Nobel Prize winner in 1995 with F. Reines for the discovery of the tau lepton
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suggested that at least two additional particles were produced in each event. Since
then, the τ lepton has been intensively studied.

Decay channel Branching Ratio ± Errors
τ− → ντπ

0π− 25.42 ± 0.14%
τ− → e−ν̃eντ 17.84 ± 0.06%
τ− → µ−ν̃µντ 17.36 ± 0.06%
τ− → ντπ

− 11.06 ± 0.11%
τ− → ντπ

0π0π− 9.17 ± 0.14%
τ− → ντπ

+π−π− 9.12 ± 0.10%
τ− → ντπ

0π+π−π− 4.37 ± 0.09%
τ− → ντπ

0π0π0π− 1.08 ± 0.10%
τ− → ντK

− 0.6 ± 0.023%
τ− → ντπ

0π0π+π−π− 0.5 ± 0.04%
τ− → ντπ

+π−K− 0.48 ± 0.04%
τ− → ντπ

0K− 0.45 ± 0.03%
τ− → ντπ

0K̄0π− 0.37 ± 0.04%
τ− → ντπ

−K+K− 0.15 ± 0.007%
τ− → ντπ

0π−η 0.17 ± 0.02%
τ− → ντ K̄

0π− 0.8 ± 0.04%

Table 1.2: Dominant branching fractions of the tau lepton decays taken
from [11].

The large tau lepton mass, 1.7 GeV, provides the availability of hadronic de-
cay channels (Table. 1.2), which constitute about 65 % of the tau branching ratios.
Throughout this dissertation, the hadronic tau decays will be referred as tau-jet. One
prong will refer to the decay of the tau in one pion or kaon while three prong will
refer to all other hadronic decays.

The tau lepton is a short-lived particle, with a mean life time of 290 ps. This
means that in the decay of a heavy Higgs boson one could see the secondary vertex
of the τ .
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TWO

The CMS experiment

The Compact Muon Solenoid (CMS) detector is a multipurpose detector that is
being built at CERN. Although its design is “compact”, CMS is 21.6 m long,

has a diameter of 14.6 m and weights 12500 tons. Before the start of the LHC,
CMS will be lowered into one of the four caverns (Fig. 2.1) that host the four LHC
experiments. By mid 2007 the LHC is expected to collide protons with a centre of
mass energy of 14 TeV at a bunch crossing frequency of 40 MHz. The nominal design
luminosity of the LHC is 1034 cm−2s−1. It implies a major challenge to analyse a
data volume of the order of one peta-byte each year.

Figure 2.1: Schematic view of the LHC tunnel. Several access pits and
caverns are sketched. CMS will be installed at the opposite of the CERN
Meyrin site.
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2.1 Particle detectors

A schematic view of a quarter of the CMS detector is sketched on Fig. 2.2. Therein
the sub-detectors constituting the complete CMS machine are arrange like the layers
of an onion. In the following sections we will discuss the different sub-detectors.
Several sub-detectors are located inside the coil, which provides a magnetic field of
4T. When going from the interaction point outwards one finds the pixel detector, the
silicon-tracker, the electromagnetic calorimeter and the hadronic calorimeter. The
muon chambers are located outside the coil.

Figure 2.2: 3D view of the whole CMS detector

2.1.1 Pixel detector

The pixel detector is the first sensitive material that particles will cross after leaving
the interaction point. It is used for vertex finding and its role is particularly important
for the High Level Trigger selection since high QCD jet rejection can be achieved by
achieved by analysing its data in a time that is affordable for the HLT. In addition,
b quark tagging, is another motivation for the development of such a device.

The pixel detector is a small cylindrical device [12] shown on Fig. 2.3. It is made
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Figure 2.3: Schematic view of the pixel detector with its three layers
and two endcaps. The typical pad size is (150× 150) µm2.

of three barrel layers and two pairs of end-cap disks. The total pixel detector length
is 120 cm. Its internal radius is 4 cm and external radius of 15 cm. The detector has
a two-hit coverage that extends up to η = 2.2.

In order to achieve high resolution on the vertex position, analog signal inter-
polation is used. The 4T field induces a charge drift used to improve the position
resolution. Hence turbine geometry in the end-caps disks has been chosen to have a
non zero Lorentz angle and profit from this effect to improve the hit position mea-
surement.

When running at the nominal LHC luminosity, about 1000 tracks cross the pixel
barrel, hitting about 9000 pixels every 25 ns since one track hits three pixel on average.
The high number of channels of the pixel detector ∼ 45×106 and a typical occupancy
of 10−4 translates to a counting rate of about 10 kHz per pixel.

The pixel detector resolution is ≈ 15 µm in the z coordinate and about 10 µm in
the rφ coordinate. Two methods are used for the finding of the primary vertex in the
z coordinates; the histogramming method and the divisive method. Both methods
use a clustering technique to combine tracks that have a similar longitudinal impact
parameter. A χ2 is minimised to define the primary vertex. A detailed description
can be found in [13].

Both methods obtain a longitudinal resolution on the vertex position of ∼ 50 µm
and ∼ 40 µm for the low and high luminosity regime, respectively.

2.1.2 Silicon Strip Tracker

The CMS tracker described in [14] and [15] has been designed to have a resolution
σPt/Pt ∼ 0.015 × Pt% (Pt is expressed in GeV) and a reconstruction efficiency of
96% for isolated high Pt tracks. If one does not take into consideration the multiple
scattering, the tracker resolution is proportional to:

σPt

Pt
∝ εPt

0.3BL2
, (2.1)
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where B is the magnetic field in Tesla, ε the position measurement error perpendicular
to the trajectory, and L is the track length in the transverse plane. The diameter of
the tracker being fixed, the magnetic field has to be maximised while ε must be as
small as possible. Hence, the whole tracker is immersed in a 4T magnetic field and
made of more than 15000 detector modules arranged in a barrel and end-caps with a
radii of 1.1 m.

1 Silicon Strip Tracker Overview
The CMS Silicon Strip Tracker (SST) will consist of about 15,000 detector modules assembled in four discrete
sub-detectors: the Tracker Inner Barrel (TIB), the Tracker Inner Disks (TID), the Tracker Outer Barrel (TOB),
and the Tracker End Caps (TEC). Figure 1 shows a R–z quadrant of the SST. The TIB and TOB cover the central
region of the experiment and consist of 10 layers of silicon micro-strip detectors in a cylindrical, barrel geometry.
The TID and TEC cover the forward regions of the experiment and consist of 12 layers of disks on each end of the
detector. For a more detailed description of the CMS Silicon Strip Tracker see refs. [1, 2].

z view
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Figure 1: Schematic of one R-z quadrant of the SST, showing the location of the TIB, TID, TEC, and TOB.
The hortizontal and vertical axes are in mm; the top axis is in pseudorapidity.. The thin(red) lines represent single-
sided layers; the thick(blue) lines represent layers with modules mounted back-to-back for three dimensional space
measurements.

1.1 Modules
The fundamental active element of the SST is a module. Each module is made up of a carbon fiber support
structure, a front end hybrid circuit, and one or two single-sided silicon sensors. The majority of modules are
aligned along the z-axis in the barrels and radially in the disks to provide R–φ and z–φ information, respectively.
In order to provide three dimensional track information for tracking and vertexing, some modules are built with a
stereo angle of 100 mrad. Standard and stereo modules are then assembled back-to-back in order to provide the
three dimensional space point.

The modules have differing sensor geometries in order to optimize detector spatial resolution, and to minimize
channel occupancy and channel count. The inner layers of the SST (TIB, TID, and the inner 4 layers of the TEC)
use 320 µm thick sensors with a pitch of 80–120 µm and a length of ∼ 10 cm. Only one sensor is used in each
module in order to minimize the channel occupancy. The outer layers of the SST (TOB and the outer 3 layers of the
TEC) use modules with two silicon sensors with a wider 120-200 µm pitch, as the detector occupancy decreases
with radius. 500 µm thick sensors are used in order to increase the signal to compensate for the increased noise
due to the increased strip length (load capacitance).

1.2 Front-end Hybrids
The front-end hybrid provides filtering, and distributes power and control lines for the various ASICS used for sig-
nal readout and monitoring. Each front-end hybrid houses chips for amplifying and buffering the data (APV) [3],
multiplexing data lines(MUX) [4], decoding the trigger and clock signals (PLL) [5], and monitoring the tempera-
ture, currents, and voltages of the module (DCU) [6]. After an extensive R&D program [7], the kapton flex circuit
technology produced by Cicorel was chosen for the final hybrid. The flex circuit is laminated onto a ceramic
substrate to provide a cooling path. The hybrids are stuffed and wire bonded at Hybrid SA.

2

Figure 2.4: Longitudinal view of one quadrant of the Silicon Strip
Tracker. TIB, TOB, TEC, TD acronyms are described in the text. Sen-
sors labelled in red (blue) are single sided (stereo).

Fig. 2.4 shows a longitudinal view of the different elements involved in the whole
tracker. They are four different detector “units”, the Tracker Inner Barrel (TIB), the
Tracker Inner Disks (TID), the Tracker Outer Barrel (TOB), and the Tracker End
Caps (TEC) totalling 206 m2 of silicon strip detector. Each track is made of up to
13 hits when taking into account the three layers of the pixel detector.

Figure 2.5: A TEC module and its reading electronics.

The module, Fig. 2.5, is the basic ‘unit’ of the tracker system. They are made
of one, two or four silicon sensors supported by a carbon fibre frame. As shown on
Fig.2.4, some layers are equipped with stereo sensors made of two silicon detectors
assembled back to back with a tilt angle. This allows a 3D measurement of the track
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hit.

The strip pitch is not the same for TIB and TOB since the track density is lower
in the outer barrel than in the inner barrel. TOB has a pitch of 120− 200 µm while
TIB,TEC,TID has 80 − 120 µm. Using charge sharing between strips, it is possible
to measure the hit position in the r, φ plane with a resolution σr,φ = 40− 60µm.

The reconstruction efficiency of the tracking algorithms is almost 100% up to |η| =
2. It uses Kalman filter techniques [16] that describe the track with five parameters
evolving discretely with the number of collected hits. The transverse momentum
resolution is smaller than 3% for a muon of less than 100 GeV up to |η| = 1.75.
The resolution improves with decreasing the Pt as expressed in equation 2.1 but the
multiple scattering effect grows with 1/Pt. This explains why the resolution for muons
of 10 GeV is almost the same as for 1 GeV muons.

2.2 Material inside the Tracking volume
The material is a crucial issue for the CMS tracker: bremsstrahlung is the limiting factor for the electron energy
resolution; multiple scattering degrades substantially the momentum resolution for low-Pt muons, and affects high-
Pt muons as well; nuclear interactions are the main source of pion reconstruction inefficiency. The material in the
tracking volume affects the performance in all physics channels.

The relatively high mass of the tracker is the consequence of several facts inherent to its design:
• the active material has high density;
• given the size of the device, the FE electronics cannot be located outside the sensitive region (it is in fact spread
all over the tracking volume);
• the high track density expected in LHC collisions requires high density of electronics channels;
• the low-noise rad-hard FE electronics has high current consumption (over 15 kA for the Silicon Strip Tracker),
requiring large cross sections of conductors populating the tracking volume;
• the tracker has high modularity: over 15000 detectors have to be held in place with a few hundred micron
precision and a stability in the 10 µm range, requiring stiff mechanical structures;
• the stringent limit on the silicon running temperature requires a high-capillarity cooling system, able to remove
efficiently the heat from every single electronic element.

In the design of the mechanics, the electronics and the cooling, all efforts were made to minimize the material. The
present estimate of the radiation length of the tracker (including the pixel system) as a function of pseudorapidity
is given in Fig. 5. Such estimate is derived from a detailed simulation based on engineering drawings.

All components are contributing significantly to the total material in the tracking volume, that ranges from 0.3
radiation lengths in the central part to about 1.0 radiation length at η = 1.5. In the End-Cap region there is also a
substantial amount of material outside the tracking volume but in front of the Electromagnetic Calorimeter (up to
0.4 radiation lengths at large η).

3 PERFORMANCE
The transverse momentum and transverse impact parameter resolutions for muons of different energies are shown
as a function of pseudorapidity in Fig. 6. The Pt resolution is around 2% or better for Pt < 100 GeV/c, in the
range η < 1.7; at larger pseudorapidity the performance degrades because of the reduction of the lever arm; the Pt
resolution does not scale with Pt because of the substantial effect of the multiple scattering. The transverse impact
parameter resolution is better than 20 µm in the whole pseudorapidity range covered by the tracker, for muons of
Pt = 100 GeV/c; at lower energy the performance is again degraded by the multiple scattering.
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Figure 5: Radiation length of the CMS tracker (including the pixel system) as a function of pseudorapidity. In the
left plot the contributions of the subsystems are shown separately, in the right plot the different components are
detailed.

5

Figure 2.6: Material budget of the CMS tracker n terms of radiation
lengths as function of η

The material budget induced by the installation of the tracker is important for
the performance of the calorimeters. It implies that the tracker material should be
minimised in order to avoid secondary interactions, excessive multiple scattering and
bremsstrahlung. In the |η| range of 1.2 to 2 the tracker material constitute more than
one radiation length as shown on Fig. 2.6.
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2.1.3 Calorimeters

ECAL

The electromagnetic calorimeter (ECAL) [17] has to measure electrons energy and
position with high precision, in addition their identification should occur with high
efficiency. The ECAL is made of a barrel and two end-caps covering the region
|η| < 1.5 for the barrel and 2.5 < |η| < 1.5 for the endcaps.

The observation of the Higgs decaying to two photons is a good benchmark channel
to qualify the calorimeter quality. In that channel, the mass resolution is directly
related to the energy and angular resolutions by,

σmH

mH
=
σE1

E1
⊕ σE2

E2
⊕ σθ

tan θ/2
, (2.2)

where E1, E2 (in GeV) are the energies of the two photons and θ is their angular
separation in radians.

In order not to degrade the intrinsic calorimeter resolution, a compact design
has been chosen that can fit into the magnet. The calorimeter is made of 76000
Lead Tungstate (PbWO4) scintillating crystals that have a small radiation length
X0 = 0.89 cm. Their quick scintillation response allows collection of 80% of the
light in the approximately 25 ns that is required for the LHC conditions. One draw-
back of the (PbWO4) crystals is their low light yield, that requires photo detectors
with intrinsic amplification. Their light yield is also strongly dependent on their
temperature, requiring that they operate in a stable temperature environment of 18◦

±0.05◦. This stability is achieved with water flow.

Figure 2.7: Sample of a PbWO4 crystal. The crystal length is 23 cm
and the front face has a surface of 22× 22 mm2.

The energy resolution terms in equation 2.2 can be parametrised as

σE

E
=

0.027√
E (GeV)

⊕ 0.155
E( GeV)

⊕ 0.5. (2.3)

The first term is related to the photo-statistics; the second term accounts for the
electronic noise and pileup energy. Finally, the last term contains several contributions
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including the longitudinal shower containment, non-uniformity of light collection and
leakage currents in the photo detectors.

Figure 2.8: APD (left) and VPT (right) detectors used for the light
collection.

Two technologies have been chosen to read the ECAL crystals, corresponding to
the varying magnetic field orientations and radiation that the detectors have to hold.
In the barrel, the crystals will have to withstand up to 0.3 Gy/h and up to 15 Gy/h
in the end-caps. For what concerns the position resolution, 1 mrad is obtained in
the barrel. For a 115 GeV Higgs, the contribution of the photon energy resolution
dominates the mass resolution.

The normal orientation of the magnetic field to the crystals axis in the barrel
forbids the use of vacuum photo-triodes (VPT) shown in Fig. 2.8). Avalanche photo
diodes (APD) are used instead and mounted in pairs at the back of the crystals. The
low yield of PbWO4 crystals need the APD to operate with a gain of 50. In the
end-caps VPT are used since they are far more radiation resistant than APD. Their
operation gain is around 10.

The ECAL end-cap is equipped with a preshower [18] detector to distinguish
between photon pairs originating from a neutral pion and single photons. On the end-
cap region, a pion with ET = 60 GeV will result in two photons only separated by only
a few millimetres while they will be one centimetre apart in the barrel. This cannot
be resolved by the crystal themselves and requires the use of a silicon detector called
preshower. The preshower consists of two layers of silicon detector (with orthogonal
strips), sandwiched between two layers of lead absorber (1st ∼ 2X0, 2nd ∼ 1X0). A
pion rejection factor of 3 is obtained in the energy range of the H → γγ channel.

The ECAL barrel is not equipped with a preshower. Other approaches are needed
to reject π0. As an example, we have estimated the rejection of π0 with an artificial
neural network that uses the cluster shapes to distinguish between the deposit of a
π0 and of electrons based on the method developed in L3 [19]. The neural network
is constructed with two hidden layers of 15 perceptrons, fed by 10 input variables
sensitive to the shape of the cluster and energy deposit ratios. For a given cluster we
define four energy variables:
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• S1: Energy of the most energetic crystal in the cluster

• S4: Energy of the max 2× 2 crystal array containing S1

• S9: Energy of an array of 3× 3 crystals centred on S1

• S25: Energy of an array of 5× 5 crystals centred on S1

In addition, the cluster geometrical shape is accounted for with the following
variables defined on the array of 5× 5 crystals as:

σij =
∑25

k=1Ek(xi
k − 〈xi〉)(xj

k − 〈xj〉)∑25
k=1Ek

(2.4)

λ± =
σηη + σφφ ±

√
(σηη − σφφ)2 + 4σ2

ηφ

2
, (2.5)

with ij = {φη, φφ, ηη}. The variables used as input to the neural network are combi-
nations of the variables described above. They are summarised in Table 2.1

v1 = S1(2)
S9(2) v2 = λ−(2)

λ+(2) v3 = 10(σηφ(2) + 0.05)

v4 = S1(1)
S9(2) v5 = S9(1)−S1(1)

S25(1)−S1(1) v6 = S1(1)
S4(1)

v7 = λ−(1)/λ+(1) v8 = 10(σηφ(1) + 0.05) v9 = 10σηη(1)
v10 = 2σφφ(1)

Table 2.1: Neural network input variables. For the case where there
is only one cluster associated with the super-cluster, the variables v1,2,3

are set to zero.

The neural network [20] has been trained on a sample of π0 and electrons with a
pt of 30 GeV. Fig. 2.9 shows the distribution obtained both for electron and π0 test
samples.

Figure 2.9: Neural net output for 30 GeV pions and electron on the test
sample
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HCAL

The Hadronic calorimeter [21],[22] is immediately downstream of the ECAL calorime-
ter. It is a sampling calorimeter made in a sandwich type of design as shown in
Fig. 2.10. Copper absorber plates act as radiators, and are alternated with active
elements made of plastic scintillator read out using wavelength-shifting plastic fibres.
Copper alloy is a “relatively low Z” material which minimises the multiple scattering
as muons go through the HCAL. The η and φ segmentation in the barrel corresponds
to arrays of 5× 5 ECAL crystals: 0.087× 0.087 in η, φ.

Figure 2.10: Isometric (left) and phi (right) view of a HCAL wedge. On
the right, the ECAL is mounted on top of it. Units on the figures are in
mm.

The barrel |η| coverage extends up to 1.5, the end-caps up to 3. The total length
of the HCAL barrel is 6.5 interaction length taking into account the ECAL. Hence
the energy leakage from the barrel should be measured. Therefore, an outer barrel
calorimeter is placed between the first muon chambers and the magnet cryostat.
Finally the very forward calorimeter (VF) is 10 meters away from the interaction
point and is read with quartz fibre that can sustain high radiation doses.

The typical resolution for a pion interacting in HCAL is given by

σE/E = 0.9/
√
E ⊕ 0.048. (2.6)

For a pion of 100 GeV the resolution is about 10 %.

2.1.4 Muon detectors

The passage of muons through matter is described by the Bethe-Bloch formula. The
bremsstrahlung component is very low since it is proportional to m−2, hence muons
are highly penetrating particles. Therefore, the muons chambers are placed around
the magnet cryostat. The muon chambers [24] are used to improve the Pt resolution
by increasing the lever arm (L) that appears in equation 2.1.

Three technology were used to build the muon detector. Resistive plate chambers
(RPC) are used up to η = 2.1, for the bunch crossing time identification. They are
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made of two Bakelite plates separated by a few mm and coated with graphite on the
outside. The graphite forms a cathode that is fed with a high voltage. An aluminium
strip reads the avalanche generated by a particle crossing the detector. CMS has
chosen to use RPCs in avalanche mode. This mode requires amplification at the front
end since the collected charge is not as high as in streamer mode. The RPCs have a
time resolution of about 1 ns, which makes them very good at identifying the bunch
crossing time.

P0 P0

Full gas gap (2 ) [mm] 9.53 9.53

Wire diameter [ m] 30 50

Wire spacing [mm] 2.5 3.4

Number of wires per anode channel 12 9

Cathode strip pitch [mm] 15.88 6.35

Cathode strip separation [mm] 1.0 1.0

Chamber instrumented area [cm ] 50 50 20 50

Number of layers 6 6

Anode channels per layer 16 16

Cathode channels per layer 32 32

Table 1: Design parameters of the P0 and P0 prototypes.

leading-edge. For the P0 data the entire chamber was configured for leading-edge.

The ECL levels produced by the discriminators were converted to differential ECL and used to drive twisted-pair

cables to the remotely located counting house, where they were digitized using LeCroy 2277 multi-hit TDCs with

1 ns resolution.

It is worth pointing out that the final electronics being designed for the CSC chambers will be different from what

were used in our tests. For instance, the cathode electronics will have a 100 ns peaking time, an equivalent noise

of 1 fC and a full dynamic range of 2 pC. Analog information will be stored in switched capacitor arrays and then

multiplexed for digitization by 12-bit ADCs. The anode electronics will have about the same 30 ns shaping time

as the electronics used in our tests, but will have constant-fraction discriminators.

honeycomb core

anode wire

FR4 skins

cathode strips

Figure 1: Cross-section of the 6-layer CSC prototype P0 .

approximately equivalent to a charge of fC 11 fC on the cathodes. A more accurate relationship between anode

and cathode thresholds can be deduced from Fig. 3.

2Figure 2.11: On the left, schematic view of cathode strip chambers. Top
right: the principles of a resistive plate chamber are shown. A drift tube
cell is illustrated bottom right.

In the barrel, the neutron induced background is sufficiently low to use Drift Tube
(DT) chambers up-to η = 1.2 working in streamer mode. The basic element of a DT
[25] is a drift cell with a cross section of 42×13 mm2 and 2 to 3 meters long. The cell
is filled with Ar/CO2. The avalanche signal is captured by an anode wire in the centre
of the cell. The DT chamber is made of 3 sets of drift layers. Each layers is made
of several cells. The two outer layers measure the track hits in the bending plane.
The middle layer measures the track position along the beam line. The arrival time
of the track hits defines the distance between the track and the wire. A resolution of
100 µm is achieved in the r, φ plane.

In the end-cap, the neutron background is too high to use drift tubes. Therefore
Cathode Strip Chambers (CSC) [26] are used to cover the detection of muons up to
|η| = 2.1. A CSC layer is made of radially arranged cathode strips, perpendicular
wires act as anode. The azimuthal track position is evaluated by measuring the charge
sharing on the radial strips. The obtained azimuthal position resolution is lower than
for the DT; σrφ ranges between 100 and 240 µm.
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2.2 Trigger system

2.2.1 Overview

The CMS experiment must be capable of finding very rare events which may have
cross sections smaller than the nb while the total inelastic cross section of the order
of 50 mb. The wide range of physics processes together with their production cross
sections is shown on Fig 2.12.
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Fig. 1. Cross section versus center of mass energy and event rates corresponding
to full luminosity LHC for various physics processes are shown

sophisticated algorithms to identify and classify events, in several steps, making
use of as much data as needed, and taking up to several 100 ms, producing
100 Hz event stream for offline storage and detailed analysis.

2 Level-1 trigger

The physics event selection process begins at the L1 trigger itself. At this level a
decision to retain an event is made on the basis of observation in the event of high
PT muons, electrons/photons, hadron jets, τ particles and/or missing transverse
energy. The muon trigger subsystem examines patterns of hits in the muon de-
tector to reconstruct muons, measure their momenta and position coordinates.
These objects are matched and sorted by PT and quality of reconstruction to ob-
tain top four ranking muons in each event. The calorimeter signals are grouped

http://link.springer.de/link/service/journals/10105/index.htm

Figure 2.12: Inclusive proton-proton cross sections for basic physics
processes. Interaction rates for a luminosity of 1034 cm−2s−1 are shown
on the right-hand scale.

The resulting total interaction rate reaches a giga Hertz. This rate accounts for
the 20 collisions occurring at each bunch crossing in the high luminosity regime1 with
a bunch crossing frequency of 40 MHz. An online selection strategy must be put in

1L = 1034cm−2s−1
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place to extract the rare signal events from this huge interaction rate. This selection
must occur online since the storage of such an event rate is impossible with current
technologies. CMS has chosen to reduce the event rate in two steps. In the first step,
called the Level-1 trigger, the data rate is reduced by a factor 400 with a purpose built
trigger processor. At this stage, not all detector information is available, and only
rough transverse energy, jet location, electron identification and muon identification
are used to select or reject the event. In the second stage, a data reduction of 1000
is accomplished by a computing cluster. The software fulfilling the data reduction is
called the High-Level Trigger (HLT).

The following sections will detail the Level-1 trigger system and give an intro-
duction to the High Level Trigger which will be discussed in more detail in the next
chapter, where we shall discuss the data acquisition rate.

2.2.2 The Level-1 trigger

The requirement for the Level-1 trigger is to be able to operate at 40 MHz syn-
chronously with the LHC clock. This is achieved using FPGA2 technology, that
enables using a purpose build logic while keeping the system flexible for reprogram-
mation.

The total latency of the system will be 3.2 µs of which 2 µs is due to signal
propagation time. Each detector channel is pipelined in order to operate without
dead time.

The Level-1 trigger has been designed to identify four of each of the following
objects with the highest transverse energy: muons, isolated electrons or photons,
non-isolated electrons or photons, central jets, forward jets and isolated hadrons or
τ -jets. A logic called condition logic applies conditions on those particles candidates
(objects). A particle condition is either an Et or Pt threshold and the selection of η, φ
region. In addition, the condition logic performs the computation of ∆φ,∆η between
particles. Each bit generated by particle conditions is combined with an AND-OR
logic where combination (algorithms) are possible. Inside the Global Trigger, 128
different algorithms can be programmed to form a selection strategy. It can also take
into account the total missing transverse energy as well as the jet counters, that count
the number of jets above specified thresholds.

The output of the L1 trigger is a bit mask telling which of the algorithms have
a positive outcome. In the case of a positive result at L1, the bit mask is used by
the High Level Trigger to refine the selection for the particle candidates and take the
final decision to keep or reject the event.

Electron identification

The Level-1 Electron/Photon Trigger algorithm [27] is schematically described in
Fig. 2.13. The algorithm is based on towers made of 5 × 5 crystals in the barrel.

2Field Programmable Gate Array.
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Defined as such, an ECAL tower matches an HCAL tower. A sliding window contains
3 × 3 towers spanning the entire (η, φ) plane with the Et defined as the sum of the
central tower and the most energetic of its four neighbours. An non-isolated electron

Sliding window centered on all
ECAL/HCAL trigger tower pairs

Max E
t
 of 4

Neighbors

Hit + Max
E

t
 > Threshold

Hit

Max

Candidate Energy:

0.0175 η

φ

η

Hit
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0.087 φ

Max

0.0175  φ
Had

EM

Figure 2.13: Schematic view of the electron/photon identification algo-
rithm at L1.

candidate requires that the ratio of the HCAL tower to the ECAL central tower is
lower than 0.05 in order to reject pions. In addition, the HCAL tower ET summing
the central tower and its most energetic neighbour has to be below a programmable
threshold. Two additional criteria have to be met to define an isolated electron
candidate. Firstly at least one of the L-shaped set of towers should be below a
programmable threshold (∼ 1.5 GeV). Secondly one requires that 90% of the energy
deposited in the central tower localised in a row of 2×5 crystals. The first requirement
acts as an isolation criteria avoiding the vetoing of the candidate if there is energy
leakage in the adjacent tower. The second allows to lower the Et threshold on the
electron candidate while keeping the rate constant.

The four most energetic candidates of each electron type is send to the global
trigger to apply the energy thresholds.

Jet and tau jet identification

The jet trigger uses a sliding window made of 12× 12 trigger towers sliding by in-
crements of four towers. The trigger towers are shown in Fig. 2.14. The Jet Et is
computed by summing the transverse energy of the 12× 12 calorimetric towers while
for the τ − jet it is only the central tower.

The identification of tau-jets, or pencil like jets requires the towers to pass an
additional requirement. The nine regions should have a energy deposit that follows
the pattern shown on the right of Fig 2.14. this identification is only computed in the
region with η < 1.95

Finally eight jets (four central, four forward) and four tau-jets candidates are
transmitted to the global trigger. The number of jets counted above a settable
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Figure 2.14: Schematic view of the sliding window used for jet/tau-jet
identification.

threshold is also transmitted to the global trigger and can be used as a discrimi-
nating variable.

Muon identification

All three muon systems described in Sec. 2.1.4 participate in the decision taking.
In the barrel, the electronics of each drift tube layer computes a track vector. A
correlator combines the track vectors from the three layers of one chamber into one
track vector. In addition the quality and crossing time of the chamber’s track vector is
provided to the global muon trigger. The CSC trigger primitives are formed the strips
hits. They are combined to give 1/2 strip resolution and a track vector is computed
from six layers of chambers

The regional triggers of the DT, CSC, and RPC deliver a list of muon candidates
found in their respective parts of the detector. The Global Muon Trigger (GMT)
combines the muon candidates and finds the four highest-rank muon candidates of
the whole detector in every bunch crossing. The rank increase with Pt and quality of
the muon candidate3. The typical reconstruction resolution at Level-1 is about 20%
for the barrel and endcap region.

The Global Trigger

As said in the overview, the L1 Global Trigger (GT) receives (ET , η, φ) of the four
ranked object candidates of each type. Isolated and non Isolated electron/photons,
central jets, forward jets, taus, muons as well as the sum Et, missing ET and jet
count. The global trigger implements the selection on the basis of these conditions
and their combination. The combination of object conditions form an algorithm and

3The quality is calculated based on the proximity of the CSC and RPC muon candidates in the
barrel. In the endcap the comparison is done between DT and RPC muon candidates
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128 such algorithms can be computed in parallel in the GT. A logical OR of those
128 algorithm defines the Level-1 response.

The design of the GT allows topological selection. As an example the search for the
H → ZZ → µµee could, in principle, be implemented in two stages. In the condition
logic, thresholds are defined for the two most energetic muons and electrons. Two
other conditions require the electrons and muons to be back to back. The two bit
that form the electron and muon conditions are combined with an “AND” logic to
form one algorithm.

2.2.3 High Level Trigger

The High Level Trigger (HLT) processing starts as soon as a Level-1 trigger accept is
issued by the Level-1 Global Trigger Processor every 10 µs. The task of the HLT is
to further reduce the rate of data by a factor ∼ 1000 to fulfil the requirement of an
output rate not exceeding ∼ 100Hz. This means that the HLT system has to make its
decision each 10 ms while keeping its efficiency as high as possible for the interesting
physics processes. In order to achieve the data reduction by a factor ∼ 1000 requires a
massive computing power connected to the CMS data acquisition system (DAQ). The
best estimates for the mean computing time of each HLT node is O(10−2) s with a
data input rate of O(105) Hz. This means that the computing farm that will host the
HLT system will be constituted of about 1000 CPU’s. The role of the CMS DAQ is to
provide the events to the computing elements of the HLT system. With an estimated
event size of 1MB per event at the Level-1 output rate the DAQ system will require
a total bandwidth of 100GB/s. This will be provided by a builder network described
in the next chapter.

The CMS DAQ design is particular in the sense that it was chosen to minimise
the use of custom technologies to benefit from the rapid growth of standard network
and computing technologies. This choice implies that there are no special resources
allocated to the design of a so called Level-2 trigger. The by-product of this decision is
that the selection strategies will only be defined in the HLT software. It will certainly
give more flexibility for the evolution of the selection strategies that physicists will
require when developing new analyses.

Another specificity of the CMS DAQ is it’s modularity. It is expected that the
LHC instantaneous luminosity will build up with time. Therefore it is not necessary
to have the full bandwidth at the first day of beam crossing. The DAQ design allows
the adding of bandwidth by chunks of 12.5kHz as needed as the luminosity buildup.
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CHAPTER

THREE

The High Level Trigger

3.1 Reconstruction Algorithms

The preparation for the analysis of events being stored during the data taking phase
of CMS requires the development of a complete simulation and reconstruction chain.
The simulation chain is summarised in Appendix B, it starts by simulating the physics
occurring during parton collisions and ends with the simulation of the electronic
response of the CMS detector. The output of the electronic response simulation
is called the digis. After the simulation comes the reconstruction which aims at
identifying and measuring electrons, muons, taus, jets and missing Et in the events.
The reconstruction is decoupled from the simulation, since the same software should
be used for the reconstruction of real events and of simulated events. In this section,
we will describe the electron and tau reconstruction and selection algorithms that are
used in the analysis presented in Chapter 4. We briefly mention b-jet reconstruction
at the end of Chapter 4. The identification of other particles is described in [28],[29]
and [1].

The High-Level Trigger needs reconstructed particles candidates to take its de-
cision. Hence, its algorithms are called after reconstruction. The decision taking is
based on logic rules that are defined by the physics program of the experiment. In
Sec 3.4 we present the High-Level Trigger steering software that we have developed.
It provides a simple way of combining selection algorithms to implement the trigger
table and modify it as required.

3.1.1 Electron reconstruction

The electron reconstruction [30], in CMS, is complicated by the presence of the tracker
material as presented in Sec 2.1.2. As an example, for electrons with PT = 35 GeV
in the barrel, the mean energy loss is 43.6% before exiting the tracker volume. The
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energy loss carried by photons is mainly distributed in the φ direction such that
clustering algorithms will combine sub-clusters to collect a maximum of the energy
radiated by the electron.

The electron identification proceeds in three steps. First a clustering algorithm
collects the energy deposit from the ECAL crystals. These clusters are then combined
to form a super-cluster belonging to one electron to improve the energy and position
resolution. In a second step, the the hit position in the first layer is estimated from the
cluster position assuming the vertex to be at the nominal interaction point. If at least
two hits are found, then the electron super-cluster is classified as an electron. In the
third step, the pixel hits are used as seeds for the tracking algorithm to reconstruct
the electron track.

L2 Clustering algorithms

Two different algorithms are used to construct the clusters and super-cluster forming
an electron candidate.

In the barrel the Hybrid algorithm proceeds by finding the most energetic crystal
above 1 GeV (seed), then it collects crystals around that seed to form a domino of
1 × 5 crystals as shown on Fig. 3.1. The algorithm then built dominoes of 1 × 3
or 1 × 5 crystals around the initial domino, depending on the energy of the central
crystal. The collection of dominoes stops as soon as the more than 10 dominoes are
built on the right and on the left of the initial domino. Dominoes with energy less
than 0.1 GeV are discarded. Then a super-clustering algorithm collects sub-clusters
with a seed crystal of more than 0.35 GeV in the φ direction to form the electron
super-cluster.

CMS Note 2001/034

7

6 The Hybrid algorithm
It has already been mentioned that for single showers, such as those produced by

unconverted photons, or those produced by electrons in testbeam conditions, energy sums of fixed
arrays of crystals seem to consistently give better results in terms of energy resolution, than energy
sums of crystals collected dynamically according to a cluster or “bump” finding algorithm. This
seems to be because containment variation as a function of impact position is amplified by dynamic
cluster finding. The Hybrid algorithm attempts to use the η−ϕ geometry of the barrel crystals to
exploit the knowledge of the lateral shower shape in the η direction (taking a fixed domino of three
or five crystals in η), while searching dynamically for separated (bremsstrahlung) energy in the ϕ
direction.

A clarification is perhaps useful for users of the software: the Hybrid algorithm is inherently
a super-clustering algorithm. The software framework in the ElectronPhoton domain has been set up
as a three step process: 1) make clusters, using a clustering algorithm, 2) promote clusters passing
some criteria to the status of ‘seed clusters’, 3) make super-clusters by associating other clusters to
seed clusters. The Hybrid algorithm has been fitted into this framework, but its seed making and
super-clustering steps in this framework associate sub-clusters that have, in fact, already been covertly
associated during the first clustering step. The Hybrid algorithm is designed to reconstruct relatively
high energy electrons in the barrel (so far we have used it for electrons with pT > 10 GeV). By contrast,
when looking for small deposits of energy in individual clusters, for example when making a
calorimetric isolation cut, the basic clusters of the Island algorithm are more appropriate objects to
work with.

Starting from a seed crystal — the maximum energy crystal in the region being searched,
which must also satisfy the condition ET > ET

hybseed — 1x3 crystal dominoes are made, each with
their central crystal aligned in η with the seed crystal. If the energy of the central crystal of a domino
is greater than Ewing then a 1x5 domino is used. This making of dominoes proceeds Nstep crystals in
each direction from the original seed. Dominoes with energy less than Ethresh are eliminated. The
domino construction step of the algorithm is illustrated in Figure 6.

Fig. 6: Domino construction step of Hybrid algorithm

η

ϕ

seed crystal

search ± Nstep

sub-cluster sub-cluster

1x5 domino

1x3 domino

Figure 3.1: Schematic view of the Hybrid (super)clustering algorithm
taken from [30].

In the end-caps it is the island algorithm is used. A list of seeds, i.e. crystals
with transverse energy above threshold, is constructed. The algorithm starts with
the most energetic seed and collects crystals in the sequence sketched in Fig. 3.2. The
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Figure 3.2: Schematic view of the Island clustering algorithm taken
from [30].

seed collection of crystals is started by navigating around the most energetic seed in
the φ direction until an energy rise or a hole is found. A hole is a crystal that has no
energy because zero suppression has been applied. It then goes in one of the adjacent
set of seeds in η and continues the φ collection until a energy rise or hole is found in
the η direction. Both right and left η directions are harvested for the seed collection.
Each aggregated seed is removed from the original seed list to avoid double counting
of energy in different clusters. The Island algorithm design allows resolutions of the
disintegration of a pion in two photons, and was used in a neural network for π0/e
discrimination (Sec 2.1.3). At this stage the clusters have to be collected to construct
a super-cluster containing the photons emitted by the electron. The super-clustering
builds a narrow η window and collects the clusters identified by the island algorithm
to form the super-cluster of the electron candidate. The effect of the super-clustering
on the energy resolution is shown on Fig. 3.3 for 30 GeV electrons. The reconstruction
performance in terms of resolution in the barrel and in the end-cap is shown on Fig. 3.4

L25 Pixel matching

At this point we have no clue whether the super-cluster is the product of an electron
or a photon that has converted in the tracker volume. Since the super-cluster position
is calculated to match the real electron/photon position, the hit position of the non
radiated electron can be estimated in the pixel detector. The presence of hits in the
pixel detector can be used to qualify the super-cluster as being an electron or a photon
since most of the tracker material lies beyond the pixel detector [31].

The expected hit position on the pixel layers is estimated by propagating the
electron inward assuming a vertex at (0, 0, 0). A window in the φ, z plane is opened
and hits are sought for in the first pixel layer (∆φ ∼ 40 mrad,∆z = ∞) . If a hit is
found, the vertex is recomputed using the super-cluster position and the hit position,
if no hit is found, the search is repeated in the next layer. Using the newly estimated
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Figure 3.3: Reconstructed Et of electrons with Pt = 30 GeV using the
island cluster algorithm. The dark shaded histogram is computed with
super-clustering while the light histogram is without super-clustering
[30].

vertex position, compatible hits are searched in the second pixel layer. If no hit is
found, then the search continues in the third pixel layer. A this stage the super-cluster
will be marked as an electron if one of the two layers has a compatible hit.

The performance of the pixel matching algorithm to reject QCD jets is given as
the efficiency to accept electrons for a given QCD jet rejection. Assuming three pixel
layers, for a QCD rejection of 11, the electron selection efficiency with respect to the
Level-2 is 97 %.

L3 electron track reconstruction

In order to further reduce the event rate, the electron track is reconstructed inside-
out if compatible hits with the super-cluster were found in the pixel detector. With
the evaluated momentum, the E/P is computed and the candidate is kept if the
E/P < 1.5. The main background consists of charged pions that have passed the
pixel/super-cluster matching requirement. Note that the E/P cut is applied for the
HLT selection but it is not applied for the electrons candidates used in the analysis
detailed in Chapter 4

In order to select electrons and positrons, an additional constraint is applied on
the geometrical separation between the track and the supercluster position. The
distance between the track direction extrapolated near the ECAL and the super-
cluster (δη = ηL2 − ηtrack ) is required to be less than 0.0025.
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for the single, and 14.5 GeV for the double. The corresponding thresholds at 1034 cm-2s-1 are 31 GeV and
16.9 GeV. The rejection obtained from this cut on the transverse energy reconstructed in the ECAL is
quite modest — about a factor of two on each object.

Some refinements of this Level-2.0 selection can be envisaged, but have not been used in the basic selec-
tion procedure for which results are here presented. Firstly, the Level-2 selection uses cuts on purely ca-

Figure 15-4  Distribution of Emeas/Etrue for PT = 35 GeV/c electrons, a) in the barrel ECAL fully digitized without
pileup, and reconstructed with the Hybrid super-clustering algorithm, b) the same distribution for electrons in the
endcap, reconstructed with the Island super-clustering algorithm, and with preshower energy included.

Figure 15-5  Position resolution for PT = 35 GeV/c electrons in the barrel ECAL, fully digitized without pileup,
and reconstructed with the Hybrid super-clustering algorithm.
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for the single, and 14.5 GeV for the double. The corresponding thresholds at 1034 cm-2s-1 are 31 GeV and
16.9 GeV. The rejection obtained from this cut on the transverse energy reconstructed in the ECAL is
quite modest — about a factor of two on each object.

Some refinements of this Level-2.0 selection can be envisaged, but have not been used in the basic selec-
tion procedure for which results are here presented. Firstly, the Level-2 selection uses cuts on purely ca-

Figure 15-4  Distribution of Emeas/Etrue for PT = 35 GeV/c electrons, a) in the barrel ECAL fully digitized without
pileup, and reconstructed with the Hybrid super-clustering algorithm, b) the same distribution for electrons in the
endcap, reconstructed with the Island super-clustering algorithm, and with preshower energy included.
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Figure 3.4: Distribution of the ratio of the measured and reconstructed
energy for 35 GeV electron without pileup [1]. On the right for electrons
in the end-cap and for electron in the barrel on the right.

3.1.2 Hadronic tau reconstruction

In this selection we describe the algorithms developed for the selection of hadronic
tau decays called tau-jets. As described in Sec 1.2 MSSM Higgs couplings imply that
a good tau identification will improve the discovery potential of MSSM Higgses in the
high tanβ regime. Tau jets have the property of being pencil like or narrow jets.

L2 Jet reconstruction

The tau jet reconstruction starts by applying an iterative jet cone algorithm [32] in
the region of the four tau jets candidates identified by the L1 trigger. The iterative
cone algorithm searches the maximum transverse energy object and defines a cone
around its direction. The object is made of the ECAL and HCAL towers summed in
ET . Any object within that cone will be merged to form a proto-jet. The proto-jet
direction is calculated from the energy weighted directions of the constituents, and
a cone is defined around the new direction to form a new proto-jet. The procedure
is repeated until the proto-jet does not change significantly. The constituents are
removed from the list of objects, and the procedure is repeated until no objects are
left in the list.

Once the most energetic jet is identified, the transverse energy is summed for all
crystals that lie in a ring around the jet position. The ring has internal and external
radii of 0.13 and 0.4 respectively The total transverse energy collected in the ring
must be below an isolation threshold (5 GeV). This reduces the number of QCD dijet
events by a factor 10, with an efficiency of 60% for the signal. Fig. 3.5 shows the
signal efficiency for different values of the isolation threshold.
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Figure 3.5: Selection efficiency of H → ττ → τjetτjet by the L2 tau
calorimeter algorithm as a function of the efficiency to select qcd dijet
events [1]. The assumed luminosity is 2× 1033cm−2s−1.

L25 tau-jet isolation with the tracker

In order to identify the tau hadronic final states, a jet rejection algorithm as been
designed [33]. The algorithm proceeds by searching for tracks that match the taujet
candidate as shown in Fig. 3.6. When a tau jet candidate is found in the calorimeter,
a matching cone is opened in the tau direction. Tracks with a Pt > 3 GeV are
sought in the matching cone and the most energetic one is identified. A new cone, the
signal cone, is opened around the leading track, any track found inside the isolation
cone that is not included in the signal cone will lead to the rejection of the tau-jet
candidate.

The jet rejection achieved with this algorithm is shown on Fig. 3.7 for the QCD
bin with PT = [50, 170] as a function of the selection efficiency for a 200 GeV Higgs.

3.2 Electron tau trigger settings

In this section, we present how we could enhance the trigger efficiency for the selection
of electron tau-jet final states in the decay of MSSM Higgses to a pair of taus. The
definition of a new trigger is guided by the event rate constraint. In CMS, the total
L1 bandwidth is fixed to 1/3 of the maximum L1 rate of 50 kHz at low luminosity.
Then those 16 kHz are equally divided into four class of triggers: electron/photon,
muon, tau-jet, jets and combined channels. Our goal is therefore to add a combined
trigger to increase the single electron efficiency on the Higgs signal with a rate increase
smaller than 2 kHz at L1.
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Figure 3.6: Schematic view of the cones used in the isolation of a tau-jet
candidate. The cone sizes are: Rmatch = 0.1, Rsignal = 0.064, Risol =
0.45.

At low luminosity (2 × 1033 cm−2s−1) the study evaluates the efficiency of the
following trigger equation:

Ee
T > c1 ∨ (Ee

T > c2 ∧ Etau−jet
T > c3) = true. (3.1)

The single electron trigger threshold has been fixed by the maximum event rate al-
lowed, i.e. 3.3 kHz at High Luminosity after the Level-1 Trigger. The corresponding
Et cut value for the single electron (c1) is 23 GeV.

Remaining free parameters are the two thresholds c2 and c3 associated with the
eτ trigger. The procedure is to fix the maximum additional rate due to the eτ trigger
and find which values of c2 and c3 maximise the selection efficiency. The event rate
has been evaluated with a QCD sample enriched with electrons [34]. Fig. 3.8 shows
curves of iso-rate with the selection efficiency as a function of c2 and c3.

If one assumes an additional L1 rate of 823 Hz, the efficiency increase due to the
eτ trigger is 4% at L25 with the following cuts: c2 = 16 and c3 = 53. The gain is
small at low luminosity, but grows to 10% at high luminosity as shown in [1]. We
observe on Fig. 3.8 that for a given trigger rate, the highest efficiency is achieved
by lowering the electron threshold and rising the tau-jet one. This is due to the PT

spectrum differences in the hadronic and leptonic decays. As shown on Fig. 3.9 the
presence of two neutrinos in the leptonic decays implies that the electron spectrum as
a higher fraction of events at low PT , while it is not the case for the tau-jet. It as to
be noted that the lower electron Et bound is fixed by the data sample that prevented
to further lower the electron Et cut without biasing the event rate estimation.
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A H

A H

Figure 3.7: Selection efficiency of the tracker isolation algorithm for
a 200 GeV Higgs as a function of the QCD jet efficiency. Each point
corresponds to a different size of the isolation cone (Ri).

3.3 Event Building

In order for an event to be analysed, it has to be provided to the filter unit (FU)
that will process the event. After a Level-1 accept, the event data are scattered in
multiple memories. The event builder will collect all these event fragments in one
place, the builder unit (BU). Finally the FU obtains its events from the BU, to be
further analysed.

Fig. 3.10 shows the different elements involved in DAQ system. The lower part
of the figure shows the filter sub-farms that analyses the events stored in the Builder
Units. The filter task is included in one of the processors connected to the filter farm
network. It can request the event manager to provide an event that has been stored
in the Builder Unit (BU) after a Level-1 accept. In the upper part of the Fig. 3.10 one
sees the builder network, the readout units (RU) and the detector frontends. Each RU
collects the information of several events from a collection of subdetectors frontends.
This means that at the RU level, one event data is split in about ≈ 500 readout units.
The data frames of each event have to be concatenated into the BU to be read by the
filter farm task. In order to achieve this, a readout builder network acts as a switch
fabric to collect each event fragment into one data structure that contains the whole
event data. Assuming an average event size of 1 MB the switch fabric will have to
sustain data throughputs of 800 Gb/s.

The event building proceeds in two phases. In a first step, the data from groups
of eight front-end drivers (FED) is concatenated via a FED builder into the readout
unit (RU) to form what is called a super-fragment. At this point the data from one
event is stored in 64 RU. In a second concatenation step, the super-fragments that
constitute one event are sent to a Builder Unit (BU) through the Readout Builder
network (central part in Fig. 3.10).
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14.5.9 Triggering on the mixed channels: A0/H0 2  + -jet

The reconstruction efficiencies and on-line background rejection performance for A0/H0 2 + -jet
have been studied for the case when the Higgs particle is produced in association with b quarks and the
mass of Higgs particle is rather low (200 GeV/c2). The focus is on the 1034cm-2s-1 luminosity case, where
the event selection and background reduction is more difficult. The quoted efficiencies are given with re-
spect to useful events defined using Monte-Carlo parameters (PT

l > 14 GeV/c, PT
-jet > 30 GeV/c, | l, -jet|

< 2.4), and which select 45% of all H + -jet generated decays.

Due to relatively soft threshold of the Level-1 single trigger (PT cut = 20 GeV/c), about 66% of the use-
ful events are taken by the Level-1 single  or Level-1 single  triggers (ET cut = 129 GeV; corresponds to
3kHz, output rate of Level-1 1  (129 GeV) and 2  (85 GeV) triggers) - Figure 14-68.  

In Figure 14-69, the efficiency given by the Level-1 trigger is shown as a function of Level-1  PT
and Level-1  ET. Only events where both the jet and the  were found by the trigger (irrespective of
their PT and ET) contribute to the plot. The combined trigger may increase the efficiency up a maximum
of 73% for the loose PT and ET cuts. In order to preserve events passing the off-line cuts PT > 15 GeV/c,
ET > 40 GeV, one can choose the corresponding Level-1working point with Level-1 PT >= 14 GeV/c and
Level-1 ET > 45 GeV with an overall efficiency of 70%. 

The additional rate taken by the Level-1 combined trigger over that of the single  trigger (~6 kHz)
and single trigger (~2 kHz) is shown in Figure 14-70. The additional rate for the proposed working

Figure 14-65  Level-1 ‘e + eTau’ trigger rate at L=2x1033 cm-2s-1 as a function of the electron and tau
thresholds used in the eTau trigger, for a fixed 23 GeV single electron trigger threshold. The 4 curves cor-
respond to additional band-widths of 0.38 kHz, 0.82 kHz, 1.16 kHz and 1.60 kHz, respectively, being
devoted to the eTau trigger, on top of the constant 3.243 kHz which is devoted to the single electron trig-
ger. The full, vertical line at 23 GeV corresponds to the single electron trigger alone. The values listed in
the upper right corner are the rates and efficiencies for the single electron trigger at Level-1, Level-2.0
and Level-2.5.
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Figure 3.8: Event rate and efficiency for the selection of electron tau-jet
final states in the Higgs decay (200 GeV).

The bandwidth of the builder network links is specified by the RU throughput.
The DAQ system is organised in eight slices that sustain a total throughput rate
of 100 kHz. Each DAQ slice has to cope with 12.5 kHz. The super-fragments are
constituted of eight fragments coming from the FED, each 2 kB long. This means
that each RU has to sustain a throughput of 200MB/s.

Each time the Level-1 trigger issues a Level-1 accept, the event fragments are
pushed to the Readout Units. If the RU starts to be overloaded by incoming data,
a throttling mechanism allows to reduce the Level-1 trigger rate. The final concate-
nation is an on demand mechanism. If one BU has freed an event from memory, it
can request the event manager to allocate a new event that will be pulled from the
corresponding RU through the RU Builder network. Once the BU is populated with
the content of one event, the Filter Task can request it for analysis.

3.4 High Level Trigger software prototype

The filter task that we introduced in the previous section has to implement the selec-
tion required by the physics programme of the CMS experiment. It is clear that the
selection done in situ should be carefully carried out, since it will have a direct impact
on data quality and the possibility of observing new signals. One has to remember
that an event lost at the filtering stage is lost forever.

One of the objectives of the ORCA reconstruction software is to provide tools to
identify and measure leptons, jets and missing momentum. The decision to select an
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Figure 3.9: PT spectrum of the tau-jet on the right and for the electron
on the left at generator level for a 200 GeV MSSM Higgs decaying into
a pair of taus.

event can only be done on the output of these reconstruction algorithms by combining
their output in a logic that should match the physics objectives of the experiment.

The argument above was the reason for the development of a software package
that allows to specify easily the selection logic of the High-Level Trigger (HLT). This
software provides a set of elements that define trigger-primitives (e.g. selection of
a tau-jet, calorimetric cluster, muon track, etc). It also provides a way to combine
these trigger-primitives to form a logical equation that is evaluated to verify whether
the analysed event matches the selection criteria. In the next sections, both the
trigger-primitives and the logic that combine them will be referred to as elements.

As an example, the search for an isolated electron with a Pt higher than a chosen
value is performed in an element. Several elements can then be combined to form the
trigger equation logic, for example, searching for a muon with a Pt higher than 14 GeV
and an isolated electron. The HLT software also provides the option of selecting
events in a mode that optimises the time used for the selection. This ”optimisation”
mode proceeds by evaluating the elements that have a quickest outcome. When two
elements are combined with a logical ”or”, there is no need to evaluate the outcome
of both elements if there is one that is true. It is preferable to first evaluate the
element that gives the quickest response. This is implemented in the prototype and
one can devise a trigger mode where the distribution of evaluation time per element
is gathered. After this learning mode, the trigger would run in optimisation mode
using the mean computing time to evaluate the trigger logic in the most clever path.

The following section will describe the main features of the HLT prototype and
the requirements that have driven its development.

3.4.1 Requirements

As far as the HLT is concerned, requirement from several sources have to be taken
into account. The most important one comes from the Level-1 interface and the
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Figure 3.10: 3D view of the data acquisition system. The lower part of
the sketch contains the filter farm where the HLT software is executed.
The top part show the frontend drivers and the middle part represent
the event builder network.

way selection parameters are specified. The last requirement is addressed by the core
frameworks [35] [36] used by the HLT. The next two sections detail these requirements.

The L1 interface

The HLT has to be seen as a consumer of both the Level-1 decision and of the
reconstruction algorithms that are provided by the ORCA framework [37]. The HLT
has to access the Level-1 decision word and the L1 candidates. The decision word
can be used as a veto for HLT elements in order to evaluates the elements that have a
corresponding true decision at Level-1. For example, the HLT could work in a mode
where the muon selection is not performed if there is no muon candidate at Level-
1. It has not yet been determined if the veto mode will be the standard working
mode, but a least it should be possible to switch it on or off. The muon and electron
reconstruction starts from the Level-1 candidates, but it is not necessarily the case
for the jet selection at HLT.

Selection parameters setting

The specification of a trigger table and the settings of the reconstruction parameters
have to be handled coherently. This means that any changes of the parameters that
could change the HLT selection behaviour must be linked to the stored events. The
ORCA framework has been modified in this sense. It provides a mechanism to con-
figure the event selection and reconstruction by specifying all the parameters needed
in the computation of quantities used by the HLT. The configuration that was used
to select an event is then attached to it.
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It should be noted that the trigger configuration must be able to change on a run
by run basis. The pre-scale settings as well as the selection settings could be modified
on request from the monitoring system. For example, if a noisy channel starts to
increase the trigger rate, one could apply a pre-scale. Another example is the drop in
luminosity that would require lowering the trigger thresholds. All these requirements
have been taken into account in the HLT software and its core framework.

The HLT steering code

The HLT steering code should provide:

• a single place for HLT elements (single electron, single muon, ...) implementa-
tion

• a dynamical HLT definition, that can be redefined without the need to even
restart the program,

• a possible optimisation of the HLT evaluation sequence,

• a Boolean HLT decision,

• a full HLT response as a bit pattern (as is the case for the L1),

• off-line checking facilities to monitor the behaviour of the elements. For example,
one could request the trigger rate of a chosen element.

The steering code has to be based on the L1 output and also on the existing
reconstruction code. In addition, the induced overhead has to be minimised (which
implies a code that is as simple as possible). Another design constraint of a more
organisational nature is the dependency of the HLT on other ORCA code. In this
context, any HLT code should be designed to depend only on reconstruction packages,
to still allow the sequential release/build procedure used in ORCA. If this is achieved,
analysis sub-packages should be able to use HLT in the early steps of their tasks.

3.4.2 Core HLT steering code

The core of the HLT is the steering code, which implements the required functionalities
as described in section (3.4.1).

The trigger system can be seen as a logical equation. Its value should be true
for an event to be selected. Usually, the trigger logic is a “OR” function of several
trigger elements that computes reconstructed quantities to which a selection criteria
is applied. The trigger logical equation can therefore be represented as a binary
tree. Each node or element of the tree is either an operand or a logical operator.
An operand is an trigger element that applies a selection algorithm on reconstructed
quantities, while a logical operator only combines the outcome of two operands.
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Figure 3.11: UML diagram of the High Level Trigger software prototype

Such a tree design is valuable in order to simplify the evaluation of the trigger
outcome by using recursive techniques. Navigation in the tree is natural and eases
the configuration of each node.

The core of the steering code consists of several classes as shown in Fig. 3.11. Five
classes are central in the HLT steering code.

1. HighLevelTriggerElement: The base class of any operand or logical operator.
Since it acts as the representation of the tree nodes, it has two references to
other HighLevelTriggerElements. Its behaviour is to observe physics events and
produce three quantities. A Boolean value (true/false) states the outcome of
the specific implementation of this element. To detail the internal state of the
decision, the HighLevelTriggerElement constructs an array of bits expressing
the detail of the selection. Eventually, a list of HighLevelTriggerCandidates is
produced and corresponds to the particles that have triggered this Element.

2. HighLevelTriggerLevel: This class is a specialisation of the HighLevelTrig-
gerElement that has only one parent. This is useful in the situation where
a trigger element must only deal with the validation of a particle candidate
without combining several elements. For example, the search for muons is im-
plemented by deriving from a HighLevelTriggerLevel to implement the differents
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selection levels of the muons that will be described later. Logical operators usu-
ally derive from the HighLevelTriggerElement. Examples are given in the table
3.1

3. HighLevelTriggerCandidate: This is what elements produce when they have
found particles that match chosen selection criteria. They are Lorentz Vectors
with a vertex, charge and particle identification.

4. HighLevelTrigger: This class owns the root of the trigger tree. It is therefore
responsible for initiating the construction of the trigger trees. This class can be
derived to implement specific trees. For example the HighLevelTriggerXML
is a HighLevelTrigger implementation that read an XML1 file and builds the
trigger tree. One can imagine that, in the future, the trigger tree will be built
from the information stored in a condition database. The structure of the High
Level Trigger involves several sub triggers for the selection of electrons, muons,
taus, jets, photons, missing ET and combinations of those. This implies that the
HighLevelTrigger can hold several trigger trees that are evaluated in sequence
until a positive outcome if found.

5. HLGL1Veto2: This class is a specialisation of the trigger level that accesses
the Level-1 trigger decision bits. This is used in the case of a veto applied to the
trigger. One can choose to veto the High Level Trigger with the output of the
Level-1 Trigger. For example, if one assumes that the HLT selection of tau-jets
should not be performed if there is no corresponding Level-1 candidate, then
the HLGL1Veto can be attached on top of the corresponding element.

Most of the other classes found in the Fig. 3.11 are implementations of the High-
LevelTriggerElement that does the concrete work of selecting events on the base of
reconstructed quantities. These are detailed in the Table 3.1. The naming convention
for the trigger elements is not strict. Level-1 is defined as all algorithms that are
implemented in the FPGA architecture of the first level trigger. The selection algo-
rithms that follow the Level-1 are named with a number that grows with the selection
sequence. In general, Level-2 algorithms uses only the calorimeter and muon chamber
data to compute a trigger decision. Level-2.5 involves the pixel detector, and Level-3
the tracker data.

3.4.3 Trigger evaluation sequence

As already mentioned, the HLT response is evaluated recursively, and the tree leaves
correspond to the lowest HLT trigger level. More precisely, the evaluation request is
propagated recursively from the root element up to all the leaves. The actual evalu-
ation then starts from the leaves down to the root, going through all the HLT steps
and stopping as soon as one element in the chain fails. This result in an evaluation
sequence that can be optimised at each node, as we will discuss in the next section.

1eXtensible Markup Language, http://www.w3.org/XML/
2Not shown in Fig. 3.11

http://www.w3.org/XML/
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HLGL2TauTrigger Level 2 single tau trigger
HLGL25PixelTauTrigger Level 2.5 tau validation with pixel

HLGL25TrackerTauTrigger Level 2.5 tau validation with tracker
HLGL2EleTrigger Level 2 single electron trigger
HLGL25Eletrigger Level 2.5 single electron trigger

HLGL2L25DoubleEleTrigger Level 2 or Level 2.5 double electron trigger
HLGL2L25PhotonTrigger Level 2 or Level 2.5 single photon trigger

HLGL2MuTrigger Level 2 single muon trigger
HLGL3MuTrigger Level 3 single muon trigger
HLGL2JetTrigger 1,2,3,4 Jet trigger (calorimetric)

HLGL2MetTrigger Missing Et Trigger
HLGL3EleTrigger Level 3 single electron trigger

HLGL3PhotonTrigger Level 3 photon trigger
HLGL3BJetTrigger Level 3 TrackCounting b tagger
HLGL2JPsiTrigger Specific J/ψ tagger

ttHJetTagging tt̄H trigger
HighLevelTriggerAndCombNode Logical and between 2 triggers.

Candidates have to be separated.
HighLevelTriggerAndNode Logical and between 2 triggers

HighLevelTriggerNot Logical not
HighLevelTriggerOrNode Logical or between 2 triggers

HighLevelTriggerRandomElement random trigger

Table 3.1: Elements implemented in the HLT prototype. “CombAnd” is
a logical “AND” with the additional restriction that the candidates are
not in the same regions. More generally, the “CombAnd” can be used
to build combined triggers of non exclusive objects (like an electron and
a tau). In the future, more combination requirements can be added on
request.

In order to clarify how the HLT behaves, let’s assume that one wants to select
events with the trigger corresponding to the following logical equation:

Et(e) > 23 ∨ (Et(e) > 14 ∧ Et(τ) > 48). (3.2)

It will be translated in the tree shown in Fig. 3.12. The two nodes in grey3 are
the logical operators of the equation while each white columns are the operands.

The evaluation sequence of the previous trigger equation will be achieved as fol-
lows:

1. The request will go up to element 3 , via the “OR” node and element 2.

2. Element 3 will be evaluated and return false.

3green for the colour print
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Figure 3.12: Tree view of the logical equation (3.2). Below each box the
bit corresponding to the outcome of each element is shown. The bit a
the bottom of the tree states the result of the whole trigger, in this case
the event is rejected.

3. Since element 3 is false, the attached element 2 (HLGL25EleTrigger) will not
be evaluated and will return false.

4. The request will then go up to element 6, via the “OR” node, the “AND” element
and element 5.

5. Element 6 will be evaluated and return false.

6. Element 5 (HLGL25PixelTauTrigger) must now be evaluated, but since the
previous level returned false it will be skipped and return false.

7. The request will then go up to element 8, via the “OR” node and the “AND”
element and the attached element 7.

8. Element 8 will be evaluated and return true as well as element 7.

9. The “AND” element will be evaluated and return false.

10. The “OR” element (the root node) will be evaluated and return false.

If the High-Level Trigger has several trees (sub-triggers), it will request the re-
sponse of each sub-trigger in sequence until a positive response is found, in which
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case the event is accepted. If all sub-triggers give a negative output, then the event
is rejected.

In the next section, we will describe how the evaluation sequence can be optimised
to reduce computing time.

3.4.4 Optimisation of the evaluation sequence

As described in Sec 3.4.3 , the evaluation sequence starts at the leaves of the tree to
end at the root element of all sub-trigger that constitute the whole trigger. In order
to optimise the evaluation time, each “OR” element can be configured to optimise the
computing time needed to get the quickest output.

As an example, in the case of an “OR” element there are two daughters to evaluate.
If the first daughter gives a positive response, then the second daughter does not
need to be evaluated. If the response is negative, then the second daughter should be
evaluated. Intuitively, the daughter that gives the quickest output should be evaluated
first. This is true only if the daughter trigger probabilities are the same. If they are
not, one has to compute what arrangement will give the smallest mean computation
time.

Let p(1,2) be the probability for the first and second daughter to give a positive
response , ta(1,2), tr(1,2) the mean time for a daughter to accept or reject an event.
The mean time to accept an event if one evaluates daughter 1 first is given by:

〈Ta〉12 = p1ta1 + (1− p1)p2(tr1 + ta2) (3.3)

Permuting 1 and 2 gives the mean time,〈Ta〉21, for the 21 sequence. One has then
to choose the order that minimises the mean accept time. In the case of the “OR”
element the mean reject time is fixed since both daughter have to be evaluated.

In the case of an “AND” element, it is the mean reject time that can be optimised
in a similar procedure, while the mean accept time is fixed. The mean reject time is
given by:

〈Tr〉12 = (1− p1)tr1 + p1(1− p2)(ta1 + tr2). (3.4)

In both the “OR” and “AND” situations, one can find the order which will give
the smallest mean computing time for the acceptance or rejection of an event. In the
previous section, we have seen that each sub-trigger is evaluated in sequence until a
positive response was found. The optimisation in the case of an “OR” with several
sub-triggers is an extension of the “OR” with two elements. We have to find an order
of the sub-triggers that minimises the mean computing time to accept an event. If the
order of the sub-triggers is defined by the sequence {k1 · · · kn} then the mean accept
time is given by:

〈Ta〉{k1···kn} = pk1tak1 +
n∑

i=2

pki

i−1∏
j=1

(1− pkj
)

[
taki

+
i−1∑
l=1

trkl

]
, (3.5)
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sub-trigger pi tai tri
1 0.5 60 12
2 0.3 60 50
3 0.1 20 10
4 0.6 90 40

Table 3.2: Acceptation probabilities for each subtrigger with rejection
and acceptation times for each subtrigger selection time as a function of
the trigger bits permutations.

with tai(tri) the mean accept (reject) time for the sub-trigger i and pi being the
probability of trigger i to give a positive response. The expression for the mean reject
time is given as:

〈Tr〉{k1···kn} =
n∏

i=1

(1− pki
)

n∑
i=1

trki
= 〈Tr〉, (3.6)

the latter is clearly invariant under any permutation of the ki; all sub-triggers have
to be evaluated to state on the rejection of an event. The total mean computation
time is given as:

〈T 〉 = 〈Ta〉{k1···kn} + 〈Tr〉 (3.7)

The minimisation of expression 3.5 requires the evaluation of n! arrangements,
which is not realistic since the trigger table can be constituted of ∼ 20 sub-triggers.
The optimal arrangement is obtained by sorting the sub-trigger with the order defined
as:

||kl|| < ||lk|| ⇔ pktak + (1− pk)pl(trk + tal) < pltal + (1− pl)pk(trl + tak). (3.8)

Although not yet proved, we have empirically tested this assertion by comparing
the mean accept time of the arrangement sorted as prescribed with all possibles
permutations. The defined order was the one used in the “OR” with two elements,
and by using the introsort algorithm [38] the computing needed to order the trigger
bits is guaranteed to be less than O(N log(N)).

The effect on sorting the sub-trigger to reduce the mean time used to compute the
trigger response can be dramatic for events that are selected with high efficiency. In
this situation the mean computing time given in Eq. 3.7 is dominated by the mean
accept time 〈Ta〉.

For instance, assume a simple trigger made of four sub-triggers with the probabil-
ities, accept and reject mean time4 given in Table 3.2. The mean accept time for each
sub-trigger arrangement is shown in Fig. 3.13 compared to the optimal arrangement
1342. The best arrangement gives a mean time of 68.4, and the worse gives 100.4,
about 46% difference !

In the case of the HLT running condition most events must be rejected. Only one
event on O(1000) is kept for further analysis. This means that the pi ∼ O(10−3), and

4In arbitrary units
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Figure 3.13: Time increase for the mean accept time 〈Ta〉{k1···k4} in
each possible arrangement of the sub-trigger.

the optimisation does not change significantly the mean computing time. This can
intuitively be understood, since in most cases all triggers bits have to be computed
to be sure that no trigger has given a positive response. Although the mean accept
time will not be significantly modified by the optimisation procedure, the tail of the
time distribution will be reduced. As far as the DAQ is concerned it means that the
risk of having buffer overflows that would increase the dead time, will be reduced.

The estimate of the time and probabilities that enter the optimisation of the
evaluation sequence should be done online. The HLT includes a mechanism to gather
histograms for the selection and rejection time of each HLT element. The trigger prob-
abilities and timing can then be extracted from these algorithms. One could imagine
that the trigger table would contain the trigger probabilities and timing gathered dur-
ing a test run. The sub-trigger and elements order would then be statically defined at
the start of the run when the trigger table is loaded to build the trigger tree. A more
elaborated configuration would allow a dynamic definition of the evaluation sequence
based on the real time learning of the time and probabilities of each element. It has to
be discussed whether the optimisation mode does not add to much complexity in the
trigger response monitoring. A change of the trigger settings would imply a change
of the trigger evaluation sequence. In addition the partial evaluation of the trigger
response imply further processing on the offline farm, and this additional CPU cost
has to be evaluated.

3.4.5 HLT timing

The timing of the HLT was performed on Drell-Yan5 (DY) events without pileup.
The time computation is done while evaluating each sub-trigger. The computation

5qq̄ → Z, γ∗
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is stopped when all sub-triggers are evaluated, so that the quoted timing should be
taken as an upper bound on the computation time. The optimisation described in the
previous section was not enabled. The trigger table used is given in appendix C.1.

time(sec)
0 0.5 1 1.5 2 2.5

#e
ve

nt
/b
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0

20

40
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80

100
Entries  609
Mean   0.5091
RMS     0.454rejected events

Figure 3.14: Time distribution for qq̄ → l+l− events without pileup. The
upper plot shows the events accepted by the HLT, the lower one shows
the rejected events.

The timing shown in Fig. 3.14 was computed on a 2.4 GHz Xeon processor with
512 kB cache and 2 GB RAM. The obtained mean time is 727 ms. The considered
Drell-Yan background was preselected for events with an invariant mass above 70 GeV
and the obtained σ×BR is 435 pb. This translates to a rate of 0.8 Hz at low luminosity
which means that the processing of these events is not a problem even with one CPU.

For tt̄ events the mean time is much longer since there is more activity with high
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Pt tracks. If we play the same game as for the DY events we find that the mean time
to compute the HLT response is 1810 ms for a cross section of 500 pb and a Level-1
efficiency of 70% it translates to 1400 ms to process the 0.7 Hz of tt̄ events coming
from the Level-1 at low luminosity.
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Mean: 1810 ms
Mean accepted 3160 ms 
Mean rejected 818 ms

Figure 3.15: Distribution of the computing time required by the HLT
to compute its response. This has been done on tt̄ events. Each entry in
the histogram corresponds to an event accepted by the level 1 trigger.

We have seen that the online processing CPU power to analyse DY and tt̄ events
is rather small since two or tree machines could be enough to cope with these events
at low luminosity. Those backgrounds will probably be an important background in
Higgs searches as we will see in the next sections, but it will not be a problem for the
online selection. The point is that the event rate at Level-1 is dominated by QCD
dijet events.

In order to evaluate the HLT performance, timing measurements have been per-
formed for a given category of events. We have chosen QCD events using the PT bin
30−50 GeV. The obtained mean time per Level-1 accept is 410 ms for a cross section
of 0.195 mb, and a Level-1 efficiency of 2%. At low luminosity (2× 1033 cm−2s−1) it
translates to a Level-1 accept rate of 7.8 kHz. With one CPU, the mean computing
time should then be 0.128 ms. Knowing that the mean computing time for QCD
events is 410 ms this means that 3200 CPUs are required to analyse events in real
time. Taking into account the doubling of computing power each 18 months foreseen
by Moore’s6 law, the number of required CPUs will be reduced to 1000 CPU at the
start of the LHC.

6The original paper can be found on ftp://download.intel.com/research/silicon/

moorespaper.pdf

ftp://download.intel.com/research/silicon/moorespaper.pdf
ftp://download.intel.com/research/silicon/moorespaper.pdf
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3.4.6 Configuration of the HLT

The coherent handling of the parameters that define the selection is an important
point for the High Level Trigger. The COBRA framework provides a mechanism
for specifying what are the parameters that define the behaviour of an algorithm.
Each algorithm has to announce to the framework what are the names and type of
the parameters that can be configured to alter the algorithm behaviour. In addition
a class implementing an algorithm should give a default value to the parameters.
The reconstruction of the objects produced by an algorithm requires the specification
of a value for the parameters that define the algorithm behaviour, otherwise the
default values are used. The configuration is implemented in the RecConfig class and
querying of an algorithm is done with an instance of the RecQuery. The behaviour of
the RecQuery/RecConfig mechanism is used in the on demand reconstruction. For a
given event, if the same algorithm is queried twice, then the computation is redone
only if the RecQuery is different from the first query.

In the High Level Trigger the algorithms are the trigger elements and their product
are the HighLevelTriggerCandidates and boolean response. The HLT definition is per-
formed by implementing a HighLevelTrigger derived class where the complete trigger is
fully specified by a set of RecQuery. Each RecQuery is associated with an element and
specifies the parameters that define the selection criteria of this element. In addition
the RecQuery also specifies the names of the two daughter that the element is con-
nected to and their associated RecQuery. If no parameters are specified when building
a RecQuery for an element, then the default configuration of the element is used for
the selection. The construction of the HLT RecQuery’s follows a factory design pat-
tern [39] that can be extended to meet the online HLT configuration requirements.
One could imagine for instance that the trigger is built from the data stored in the
condition database and its implementation would not require the modification of the
HLT core.

Fig. 3.16 shows an example of the definition of simple selection criteria using
the mechanism described in the previous paragraph. The example shows how to
construct a single electron trigger with three levels. At Level-2 the search for a
calorimetric cluster with Et > 23 GeV is performed; then at Level-2.5 a hit in the
pixel detector is required for the full tracking to be performed. Finally at Level-3 an
E/P cut is required when the full track reconstruction is performed. The detail of
the algorithm is not important at this point and will be given in the next sections.
The HighLevelTriggerTest is a HighLevelTrigger derived class that implements the setup
method to define the trigger tree.

In the HLT prototype a HighLevelTrigger that read its configuration from an
XML file has been implemented. This is particularly interesting in a situation where
the selection criteria need to be changed without recompiling the High Level Trigger
library that specifies the selection. Changing the selection logic or parameters is just a
question of changing an xml file that could even be generated via an adapted graphical
user interface. Fig. 3.17 shows the xml files that correspond to the selection specified
in Fig. 3.16.
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Find a pixel seed 
(HLGL25EleTrigger)

Full tracker 
reconstruction

(HLGL3EleTrigger)

Calorimetric 
Clustering

(HLGL2EleTrigger )

EtThr=23

EtThr=23
E/P barrel=1
E/P encap=2

ROOT

virtual void HighLevelTriggerTest::setup() {

// Define the Calorimetric Clustering parameters

RecQuery l2("HLGL2EleTrigger");

l2.setParameter("EtThr",23);

// Connect the L2 with the Pixel seed search

RecQuery l25("HLGL25EleTrigger");

l25.setComponent("mother1",l2);

// Connect the L3 with the L25 pixel seed search

RecQuery l3("HLGL3EleTrigger");

l3.setParameters("EtThr",23);

l3.setParameter("EovP_barrel",1);

l3.setParameter("EovP_endcap",2);

l3.setComponent("mother1",l3);

// finally add the tree to the list of root’s

addRootTriggerElement(l3);

};

Figure 3.16: Example of the configuration for a single electron trigger
with three levels. The required code to construct the trigger tree is
shown on the right

<?xml version="1.0" encoding="Latin-1" standalone="no"?>

<!DOCTYPE GlobalTrigger SYSTEM "./HighLevelTrigger.dtd">

<GlobalTrigger>

<L3EleTrigger>

<L25EleTrigger>

<L2EleTrigger>

<Parameter value="23" name="EtThr"/>

</L2EleTrigger>

</L25EleTrigger>

<Parameter value="23" name="EtThr"/>

<Parameter value="1" name="EovP_barrel"/>

<Parameter value="2" name="EovP_endcap"/>

</L3EleTrigger>

</GlobalTrigger>

Figure 3.17: xml specification of the trigger tree for the selection of an
electron with Et > 23 GeV.
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CHAPTER

FOUR

High Level Trigger Analysis

In this chapter we will discuss how the high level trigger strategies are important
for the observability of the MSSM higgs sector. A benchmark channel has been

chosen, and for this channel we evaluate which trigger patterns dominate in the final
analysis. At analysis time, physicists will have to choose from trigger streams to
search for new signal. Hence a method to define those trigger streams is developed in
this chapter. In the following sections, we set out the signal and background samples
used for the exercise. The trigger efficiencies (L1 and HLT) are shown. The L1 and
HLT selected sample is then analysed as it will be done offline, with selection cuts
to extract the signal from the background. This analysis does not pretend to be as
complete as it could be when real data becomes accessible. It is rather an exercise to
show how the HLT trigger pattern dominate the signal to background ratio and the
signal significance that can be extracted.

4.1 Generated events

This analysis is developed for the benchmark channel involving the decay of a neutral
heavy Higgs decays to pair of tau leptons, one tau decays leptonically giving an
electron, and the other decays hadronically resulting in a tau-jet.

The dominant production channel for high values of tanβ is the fusion of b-
quarks. Three masses have been generated for tanβ = 20, respectively mA = 200,
300 and 400 GeV. The cross section at leading order was computed using the HQQ
program [40]. We used HDECAY [41] for the branching ratio computation. Although
NLO calculations have been published [42], which enhance the total cross section, we
used the LO cross section in this analysis. The diagram giving the most important
contribution is shown on Fig. 4.1.

The generated backgrounds are shown with their diagram examples in Table 4.1.
The W+jets background has been generated with ALPGEN [43], with the decay of
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FIG. 1: A generic set of diagrams (a) for the Born level, (b) for virtual gluon exchange, (c) gluon
radiation and (d) gluon-(anti)quark scattering in the subprocesses qq̄, gg → bb̄H etc.

7

Figure 4.1: Leading Order diagram dominating the cross section for the
signal

the W forced to electron, and the requirement to have two jets. It has been generated
since one of the jets could fake a tau-jet. Drell-Yan background was generated for
MZ/γ∗ > 70 GeV to reduce the cross section. The decay was forced into electron,
muon and tau pairs. We used TOPREX v4.02 [44] for the generation of the tt̄ andWtb
background. All other backgrounds where generated with PYTHIA [45] v6.215. The
tt̄ and Wtb background was generated without forcing into specific decay channels.
The irreducible background Zbb̄ was generated with COMPHEP [46].
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Table 4.1: Sample of the diagram involved in the backgrounds for this
analysis.

Computed cross sections multiplied by branching ratios are shown on Table 4.2.
With the available computing power in our laboratory (Appendix B), we have gen-
erated a total of 1.5E5 events without pileup. Events have been processed through
the simulation and reconstruction chain described in B.2. The studied benchmark
assumes 100 fb−1 of integrated luminosity. The event weights are given by wi =
(σ × Ri×Lint)/ni, with Ri is the branching fraction, Lint the integrated luminosity,
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Process Selection σ × BR (pb) n events weight
Z/γ → l+l−,
l = (e, µ, τ)

MZ/γ∗ > 70 GeV 435 74204 587

tt̄ no 499 9637 5100
W+jets (W → eν) min(JetPt) > 20 GeV,

|η|(Jet) < 2.5,
∆Rmin(j1, j2) > 0.4

1270 14230 8800

Wtb no 52 9900 532
Zbb̄→ bb̄τ+τ− no 5 5900 91
Hbb̄→ bb̄τ+τ−(etau) no (mA = 200) 0.55 9860 5.5
Hbb̄→ bb̄τ+τ−(etau) no (mA = 300) 0.10 9397 1.1
Hbb̄→ bb̄τ+τ−(etau) no (mA = 400) 0.031 9241 0.3

Table 4.2: Cross section for each generated signal and background.
Below in the table etau means that the tau pair was forced to decay into
electron tau-jet final state. The selection column specifies what type of
kinematic selection has been applied to the generated sample.

σ the cross section and ni the number of events. The event weights are summarised
on the right of Table 4.2

Clearly one would require much more background statistics to produce an analysis
quoting the expected signal over background ratio for 100 fb−1.

4.2 Trigger efficiencies

At low luminosity regime, i.e. 2 × 1033 cm−2s−1, the summarised trigger tables are
given in Table 4.3. A detailed table is given in C.2

sub-trigger L1 threshold HLT threshold
electron Et > 29 Et > 26
double electron E1

t > 17 ∧ E2
t > 17 E1

t > 14.5 ∧ E2
t > 14.5

single tau Et > 86 Et > 80
double tau E1

t > 59 ∧ E2
t > 59 E1

t > 50 ∧ E2
t > 50

etau Ee
t > 18 ∧ Eτ

t > 35 Ee
t > 18 ∧ Eτ

t > 35
τMET Emiss

t > 40 ∧ Eτ
t > 35 Emiss

t > 40 ∧ Eτ
t > 35

Table 4.3: Level-1 and HLT summarised trigger table. The superscript
index indicate which candidate have been used. They are ordered by
decreasing transverse momentum. The electron threshold at L1 is higher
than at HLT due to a bug in the ORCA version 8.2.2 used.

The selection efficiency for each background and signal is shown in Table 4.4.
It is clear that the selection efficiency should grow with the Higgs mass as shown in
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Process E L1 E HLT ER HLT
Z/γ → l+l− 0.49 0.39 0.81
tt̄ 0.70 0.39 0.56
W + jets 0.57 0.42 0.72
wtb 0.61 0.36 0.59
Zbb̄→ bb̄τ+τ− 0.44 0.19 0.43
signal mA = 200, tanβ = 20 0.60 0.42 0.70
signal mA = 300, tanβ = 20 0.78 0.63 0.81
signal mA = 400, tanβ = 20 0.86 0.75 0.86

Table 4.4: Selection efficiency at L1 and HLT. The last column con-
tains the HLT trigger efficiency relative to the L1 accepted events.
ER = NHLT /NL1 where NHLT is the number of events passing the HLT
and NL1 the number of events selected at Level-1.

Table 4.4. The W+jets process is the background selected with the highest efficiency.
This is because of the high Pt electron, as shown on Fig. 4.2. The efficiency difference
between the Zbb̄ and the Drell-Yan events is only due to the different final states.

The repartition of the events in the different trigger algorithms as been analysed.
For each background and signal events the relative contribution of the high level
trigger algorithms are calculated. In the series of figures in Table 4.3, the single
electron trigger is dominating the selection efficiency.

In the case of the signal (Table 4.4) there is a clear increase of trigger efficiencies
with increasing Higgs masses. Again the single electron is dominating the trigger effi-
ciency, but we have to see the overlap between the triggers to state on the dominance
of the single electron trigger. On Fig. 4.5 the efficiencies are shown for each trigger
pattern that are by definition exclusive. Most of the trigger efficiency is attributed to
two trigger patterns where there is only a single electron trigger or a single electron
trigger with an etau trigger. The remaining efficiency consists of patterns with a
τMET trigger.



bit e ee τ ττ eτ τMET
e 1 0.0174 0.194 0.103 0.682 0.173
ee 0.806 1 0.194 0.0484 0.629 0.21
τ 0.472 0.0102 1 0.179 0.537 0.603
ττ 0.742 0.00752 0.529 1 0.749 0.173
eτ 0.892 0.0178 0.289 0.136 1 0.285

τMET 0.343 0.00896 0.491 0.0476 0.431 1


(4.1)

At this stage we have seen that the e ∧ eτ trigger and the e trigger alone account
for 44% of the selection efficiency for the signal. Followed by the trigger that combines
τMET, yielding 35% efficiency. The “correlation” between the sub-triggers is seen in
the matrix (4.1). Each entry M(i, j) is read as the probability for the trigger in the
column j to be fired if the trigger in the line i is fired. M(i, j) = P (Tj = true|Ti =
true) with T(i,j) the trigger response of trigger i and j. The e and eτ triggers are
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Figure 4.2: Electron Et spectrum for all backgrounds before L1 and
HLT selection.

highly correlated indicating that the e and eτ is not the best choice to enhance the
signal efficiency. In the “correlation” matrix we can search for the trigger with the
minimal maximum “correlation”. It will define the trigger least correlated to the
others. For the present matrix, the τMET fits this definition. Although this trigger
does not dominate the selection efficiency it will become important after applying
additional cuts to extract the signal from the background.

4.3 Methodology for event selection

In this section we present the statistical method used for the offline analysis presented
in Sec 4.4. We also introduce the mass reconstruction technique used for this channel.

4.3.1 Statistical approach

The CLs method has been used to evaluate the search potential of the analysis. In this
method one defines a statistical estimator Q that allows to estimate the probability
that an observed value is more background-like or more signal-like. For a simple case
of a counting experiment, Q can be the number of observed events. In the original
Zech’s [47] frequentist derivation of upper limits, the CLs is defined as

CLs = P (ns+b ≤ n0|nb ≤ n0). (4.2)

Let us assume that n0 is the number of counts observed in an experiment. ns+b
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Figure 4.3: Repartition of the trigger decision in trigger selection classes
for each background. The trigger class is shown on the y axis the x axis
shows the efficiency of the trigger class calculated as Nx/Nhlt. Nx is the
number of events that as triggered the trigger algorithm x. Nhlt is the
number of events that where triggered by the high level Trigger.
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Figure 4.4: Repartition of the trigger decision in trigger selection classes
for the three signal samples. The trigger class is shown on the y axis the
x axis shows the efficiency of the trigger class calculated as Nx/Nhlt. Nx

is the number of events that as triggered the trigger algorithm x. Nhlt

is the number of events that where triggered by the high level Trigger.
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Figure 4.5: Efficiencies for each trigger pattern. The efficiency is com-
puted as Nx/NHLT where x is one of 26 exclusive trigger class. The
legend on the left indicates what pattern has been fired. As an example
the e pattern means the single electron trigger has been fired but no
other.
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is the number of counts one would see in the hypothesis of signal+background and
nb is the number of counts in the background only hypothesis. Then CLs is equal to
the probability of stating that there is a signal while there is only background. One
can translate the equation (4.2) into

CLs =
P (ns+b ≤ n0)
P (nb ≤ n0)

. (4.3)

CLs must be minimised when developing an analysis. n0 is taken as the value for
which the background distribution is maximum. Generally the test statistics is more
complicated than a simple event count. In most real examples one defines a statistical
test as a likelihood ratio. If ni is the observed number of events in the bin i and si,
bi the expected number of signal and background then, Q is defined as:

Q =

∏Nbins

i=1
e−(si+bi)(si+bi)

ni

ni!∏Nbins

i=1
e−(bi)(bi)ni

ni!

(4.4)

In equation (4.4), Q is a probability ratio. The numerator evaluates the probability
that the observed values for ni are in agreement with the signal+background hy-
pothesis while the denominator is the same probability but in the background only
hypothesis. One then defines CLs as

CLs =
Ps+b(Q ≤ Q0)
Pb(Q ≤ Q0)

, (4.5)

where Q0 is the observed value.
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Figure 4.6: Distribution of the statistical variable Q in the background
and signal+background hypothesis. The left plot assumes s + b = 8
events and b = 6 events. The right plot assume the same background
hypothesis and s+b = 13. Q0 is the observed value shown with a vertical
line.

The (Probability Density Function) PDF of Q is different in the signal+background
and background only hypothesis. The generation of the PDF for integration is done as-
suming the two hypotheses and generating events with a Poisson distribution. Fig. 4.6
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illustrates this in the case of a counting experiment. The plots illustrate two situations
with different signal and backgrounds. Clearly the CLs is lower on the right-hand
plot than on the left-hand one since the sensitivity of counting events for a high sig-
nal/background ratio is better than for lower signal/background. In order to optimise
an analysis, one as to develop a selection strategy that better separates the Q distri-
butions in order to obtain the lowest CLs. In order to fix the selection cuts one fixes
Q0 to be at the maximum of the background statistics. Thus it assumes that there is
only background and then computes the expected CLs (noted 〈CLs〉). The selection
cuts have to minimise the CLs in order to minimise the risk to claim a signal discovery
if the background-only hypothesis is true. For the analysis developed in the following
sections, we will use the hypothesis that there is signal and background and evaluate
the probability that what we observe is due to the background only. Therefore, Q0 is
chosen at the peak of the Q distribution for the s+b hypothesis and we will develop
a set of cut to minimise Pb(Q ≤ Q0) or maximise 〈CLs〉.

4.3.2 Mass reconstruction

The Higgs mass reconstruction must take into account the missing energy taken by
the three neutrinos. The missing transverse momentum is used in conjunction with
the hypothesis that the neutrinos are emitted in the direction of the original tau
lepton. Let ~v1 and ~v2 the momentum vectors of the visible tau decay products. We
can write,

~pτ1 = (1 + α)~v1, (4.6)

~pτ2 = (1 + β)~v2. (4.7)

α and β account for the momentum of the neutrinos. The energy fraction taken
by the visible tau decay products is given by x1 = 1/(1 + α) for τ1 and similarly
x2 = 1/(1 + β) for τ2. The missing transverse momentum ~Pm

T is written as

~Pm
T = α~v1T + β~v2T . (4.8)

Solving α and β proceeds by computing the cross product of ~Pm
T with ~v1T and ~v2T

(~v1T , ~v2T being the transverse component of ~v1 and ~v2)

~Pm
T × ~v1T = β~v2T × ~v1T , (4.9)
~Pm

T × ~v2T = α~v1T × ~v2T . (4.10)

α and β solutions are given by:

α =
Pm

T sin δφ2

v1 sin δφ
, β =

Pm
T sin δφ1

v2 sin δφ
, (4.11)

where δφ1,2 are the angles in the transverse plane between the missing momentum
and the two tau directions given by ~v1T and ~v2T . In addition δφ is the angle between
two taus in the transverse plane. Finally, if m~v1~v2 is the invariant mass constructed
with the visible decay products then, the mass of the tau pair is obtained by rescaling
m~v1~v2 with x1 and x2 as:

m~τ1~τ2 =
m~v1~v2√
x1x2

(4.12)
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The effect of rescaling the invariant mass is show on Fig. 4.7, for signal events with
mA = 200 GeV. ~v1 is taken as the total momentum of the tau visible decay products
and ~v2 the electron momentum. In the following sections, the rescaled reconstructed
mass is used as the discriminant variable for the computation of the signal over back-
ground expectation.

4.4 Offline selection for mA = 200 GeV

By “Offline” we mean a selection made after the events are written to tape, to further
extract the signal out of the background. Two exclusive selections strategies are
defined based on the number of reconstructed electron candidate in the sample. It
has to be mentioned that the offline electrons are not required to pass the E/P cut
on the track. This means that some of the one-prong tau decays are seen as offline
electrons. After the HLT we observe 50% of the events have one offline electron and a
tau-jet, but in the remaining 50% they is no identified tau-jet but instead two offline
electrons are seen. Therefore we define two exclusive streams (or classes), the single
electron and double electron stream.

In the “single electron” stream, the reconstruction algorithms sees only one elec-
tron candidate and one tau-jet candidate not colinear with the electron. In the “double
electron” stream we do not see a tau-jet not colinear with an electron candidate and
there are more than one electron candidate.

The identification quality is shown in Fig. 4.8 for the one electron stream, and in
Fig. 4.9 for the di-electron one. The distance is defined as

Dr =
√

(ηmc − ηoff )2 + (φmc − φoff )2, (4.13)

with off the reconstructed particle and mc is the corresponding Monte Carlo particle.
As seen on the Fig. 4.8 the identification quality of the tau-jet is lower than for the
electron. Nevertheless in 99% of the events in the one electron stream, the particles
are correctly identified.

As expected, it is not the case in the double electron stream. In that case, the
most energetic reconstructed electron does not always match the real electron as seen
on Fig. 4.9. In a non negligible fraction of events the most energetic electron does not
match the real electron.

4.4.1 One electron stream

The dominating background for the situation with one electron is the W+jets back-
ground. Reconstructing the transverse mass of the electron and missing Et as m2

T =
E2

T −P 2
T , where ET = (Em

T +Ee
T ) and ~PT = ~ET + ~Ee

T shows a peak at 80 GeV as on
Fig.4.10.

Cutting at MT < 18 GeV rejects 93% of the W+jets background. The next
background to overcome is the tt̄ background. Since the electron and tau are coming
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Figure 4.7: On the top, mass computed with the tau Monte-Carlo
decay products including (blue) and not including (green) the missing
transverse momentum, for a generated mass of 200 GeV. On the bottom,
the same quantities are shown using the reconstructed information after
HLT selection.
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Figure 4.8: Reconstruction quality in the in the single electron class.
On the left, distance in the (η, φ) plane, between the reconstructed tau-
jet with the highest ET and the true tau-jet. On the right, the same
distribution is shown but for the electron reconstruction quality.

from the decay of different W bosons, the angular separation between the electron
and tau-jet candidate can be used to further reduce the tt̄ background. Fig. 4.11
illustrate this for events passing the transverse mass cut.

After applying ∆φ > 2.5 the tt̄ background still dominates. Given the jet multi-
plicity in tt̄ events, the electron is expected to be better isolated in the signal sample
than in the tt̄ background. Therefore, we define the isolation (isoe) as the distance
in the (η, φ) plane to the closest track with a Pt above 3 GeV. The 3 GeV cut is the
highest possible cut for which a decent signal efficiency is obtained. Fig. 4.12 shows
that a cut with isoe > 0.25 rejects 70% of the tt̄ background.

After this cut is applied, the Drell-Yan remains an important background. To
reduce it, we use the fact that the missing transverse energy in the signal is relatively
higher than in the Drell-Yan background. The missing transverse energy (MET)
distribution depends on the Higgs mass hypothesis and for small Higgs masses the
MET cut becomes less discriminant. For the 200 GeV hypothesis, it is particularly
useful to cut on MET > 25 GeV as shown on Fig. 4.13.

Table 4.5 summarises the selection cuts described in the previous paragraphs. The
first column (s/

√
b) does not take into account the Monte Carlo statistical error, and

is an indication of the expected s/
√
b one could achieve if the present selection does

not select a statistical fluctuation of the background enhancing the signal. The last
two columns are computed with the statistical error taken into account. The first
estimator s/σb uses the weights to give the variance estimator for the background,
given as σb =

√∑n
i=1 α

2
ini. αi are the background weights of Table 4.2 and ni are

the number of MC events. The second estimator computes the significance using
the CLb with the s+b hypothesis. The expected significance is ∼ 0.1 after selection,
its low value is due to the small Monte Carlo statistics. The significance that does
not include the statistical error, is an indication of what it could be when the MC
statistical error is small. It assumes that the present selection does not introduce a
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Figure 4.9: For the two electron class, distance in the (η, φ) plane,
between the reconstructed electron with the highest ET and the true
electron.

strong bias.

Description Cut Ns Nb s/
√
b s/σb S(CLbs+b)

trigger L1∧HLT 23557 9.2E7 2.4 0.027 0.032
1e ∧ 1τ 5441 3.4E6 2.9 0.032 0.040

Anti W+jets MT < 18 GeV 3114 415327 4.8 0.060 0.072
Anti tt̄ δφ > 2.5 2957 290545 5.4 0.068 0.084

isoe > 0.25 2583 131003 7.1 0.082 0.102
Anti Z MET > 25 1758 58628 7.3 0.072 0.083

Table 4.5: Summary of the selection cuts applied for the single electron
class.

Trigger patterns after selection

We can now have an insight on the trigger patterns with highest efficiency after offline
selection. Before selection the dominating trigger was the single electron but it is not
anymore the case after selection as seen on Fig. 4.14. This means that it is not always
the trigger with highest efficiency at HLT that contributes to the highest signal over
background. The enhancement in the trigger efficiency in the exclusive representation
is shown on Fig. 4.15.

The single electron trigger has almost disappeared, since we required to have
one electron and one tau. The double electron trigger also vanishes for the same
reason. On the contrary, all triggers that are in combination with a τMET trigger
are enhanced. Another way to quantify the importance of the τMET trigger is to
see how the s/

√
b decreases when this trigger is disabled. The expected significance

after selection is 7.3 if the τMET is enabled (Table 4.4). Disabling the trigger reduces
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Figure 4.10: Transverse mass constructed with the electron and missing
ET , for the signal on the right and background on the left after L1 and
HLT selection.
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Figure 4.11: ∆φ angle between the electron and tau-jet after the trans-
verse mass cut is applied.
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Figure 4.12: Isolation of the electron before the transverse mass cut.
On the left for the tt̄ background and for the right on the signal.
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Figure 4.13: MET for the signal (right) and Drell-Yan background (left)
after the transverse mass cut.
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Figure 4.15: Efficiencies for each trigger pattern. The efficiency is com-
puted as Nx/NHLT where x is one of 26 exclusive trigger class. The
legend on the left indicate what is the pattern that has been fired.
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the significance to 3.2. In addition we give the “correlation” matrix after selection is
shown in Eq. 4.14.

bit e ee τ ττ eτ τMET
e 1 0 0.432 0.168 1 0.528
ee 0 0 0 0 0 0
τ 0.346 0 1 0.115 0.5 0.859
ττ 0.75 0 0.643 1 0.75 0.429
eτ 0.651 0 0.406 0.109 1 0.594

τMET 0.283 0 0.575 0.0515 0.489 1


(4.14)

One important point is how the trigger rate is enhanced when the τMET trigger
is added. We have estimated the rate on a di-jet QCD sample with pile-up a low
luminosity. We have used PT bins going from 20 GeV to 80 GeV totalling 58000
events. The total L1 rate with this sample is 5.4 kHz after L1. This rate reduces the
total rate by 3%. The evaluation of the HLT rate would require much more statistics.

4.4.2 Two electron stream

In the case where there is no HLT tau candidate, we use the second most energetic
offline electron as the tau candidate. As shown on Fig. 4.9 the events around Dr = 0.3
are events where the charged pion is taken as most energetic offline electron and the
real electron sits in the second offline electron. The so-called two electron class has a
much lower startup signal over background ratio since the Z → ee events contribute
in this stream while it was not in the single electron stream.

Description Cut Ns Nb s/
√
b s/σb S(CLbs+b)

trigger L1∧HLT 23557 9.2E7 2.4 0.027 0.032
2e 5525 1.7E7 1.3 0.016 0.021

Anti W+jets M iso
T < 20 GeV 2494 2.6E6 1.54 0.025 0.03

Anti Z |mee − 90| > 10 1919 1.4E6 1.62 0.021 0.02
Anti tt̄ max(ie1 , ie2) > 0.2 1847 7.7E5 2.1 0.027 0.017
Anti Z MET > 25 1205 2.9E5 2.21 0.026 0.016

Table 4.6: Summary of the selection cuts applied for the double electron
class.

The complete selection criteria are given in Table 4.6. As in the single electron
stream the W+jets background is reduced by 93% by a cut on the transverse mass
constructed with the most isolated electron and missing Et (M iso

T in Table 4.6).

The single electron stream did not include the double electron decay of the Z,
but it is present in the double electron stream. The Z peak appears clearly in the
di-electron invariant mass mee as shown on Fig. 4.16 for events passing the L1 and
HLT selection in the two electron stream. Cutting on |mee − 90| > 10 rejects 85%
of the Drell-Yan background. The remaining background is attributed to an off-shell
Z/γ and to decays in tau leptons and then to electron pairs that smear the invariant
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Figure 4.16: Reconstructed mass for the two electron candidates after
L1 and HLT selection for the double electron stream.

mass. After the application of the two former cuts (on mee and M iso
T ), the rejection

of the tt̄ background is performed by requiring the most isolated electron to have an
isolation of more than 0.2 in the (η, φ) plane. 80% of this particular background is
rejected with such a cut. Fig. 4.17 shows the isolation after the W+jets the di-electron
invariant mass cuts. The dominating backgrounds, are the W+jets and Drell-Yan,
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Figure 4.17: Maximum of the isolation computed for the two electron
candidates.

even after the invariance mass cut. To further reduce the Drell-Yan, we require the
missing momentum to be higher than 25 GeV (Fig. 4.18). Less mass implies less
missing momentum in the decay to two tau pairs.

As shown in Table 4.6, the signal over background gain after selection is not
significant. The signal over s/

√
b is even higher after the L1 and HLT selection

than after the complete selection. This is due to the higher significance of the single
electron stream. The double electron stream is an attempt to select a subset of the
signal events were no tau-jet has been identified but one track of the hadronic tau
decay has been taken as an offline electron candidate.
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Figure 4.18: Total missing transverse energy.

4.5 Summary

Both in the “one electron” and “two electron” stream, the dominant background is
W+jets. For the “two electron” the next dominant background is tt̄, while it is the
Drell-Yan for the “one electron” stream. In the “two electron” stream the rejection
of the Drell-Yan background is efficiently achieved with a mass cut on the di-electron
mass. The same cut could be applied on the di-tau pair mass computed using Eq. 4.12
but its resolution is degraded by the missing Et resolution.

By combining the two analysis, the signal efficiency is 5.4% and it is 0.16% for the
background. We start with 54230 signal events and 223× 106 background events for
100 fb−1. The “one electron” stream gives the best signal significance of 7.3 without
including the statistical error. Using the statistical error the significance drops to
0.07. The significance including the statistical error is increasing as more cuts are
applied, as shown on Table 4.5, indicating the pertinence of the selection up to the
MET cut.

With the selection in place, we show that the trigger patterns with highest ef-
ficiency at HLT are not always the one with the highest significance for the signal.
In particular, for the “one electron” stream, the single electron trigger efficiency is
strongly reduced by the application of analysis selection cuts. The best trigger pat-
terns seems to be a combination of eτ and τMET triggers.

The systematic error on the level of background has not been estimated since the
significance is dominated by the statistical error. For the background, σb/b is at the
level of 36% and σs/s = 5% for the “one electron stream” after selection. Clearly
more statistics would be required to perform an analysis quoting a signal significance.

Finally, to illustrate the rejection power of the present analysis, the selection
efficiency of each cuts in the “one electron” stream are shown on Fig. 4.19.
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Figure 4.19: Selection efficiency after each cuts presented on Table 4.5.
The efficiency is computed with the number of events before L1 and HLT
selection.

4.5.1 Background estimations

The list of backgrounds considered in the present analysis is not exhaustive. For
example, the W+jets background should also include the decay of W into tau which
will contribute in higher missing momentum region. In addition one could include
the WW background since no b-tagging is used in this analysis. However the cross
section for the WW background is at the level of 0.14 pb.

The present analysis is therefore a test of a possible procedure to define trigger
streams by looking at the trigger patterns surviving the off-line selection. This work
should be done for every major channel, with higher statistics. Two independent
Monte Carlo event samples should be used, one for the optimisation of the selection
and another one to evaluate the significance of each trigger pattern after off-line
selection to avoid any bias in the off-line selection. Another point is that the analysis
should evaluate the effect of pile-up, to check how the selection is affected.

4.5.2 About the b tagging

We have not used the b tagging in the selection procedure presented in the previous
section. The main reason for this is the soft spectrum of the b quarks in the signal
compared to that of the backgrounds. Fig. 4.20 shows the PT spectrum of the most
energetic b in the signal and with the tt̄ sample. In order to preverve a “good”
efficiency for tagging the soft b-jet, we used the track-counting b tagging algorithm
[49] with a minimum significance of 2.

The efficiency of the b tagging decreases with the PT of the b quark, the efficiency
for the selection of b quarks with |η| < 2.5 on the signal is 30% while it is 75% on the
tt̄ background. The b tagging efficiency is shown on Fig. 4.21 as a function of the b
PT assuming a sample of signal and tt̄ background.
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Figure 4.21: b tagging efficiency as a function of the b quark PT .

If we use the selection of the single electron stream and we add the requirement
to have at least one identified b jet, the significance not including the statistical error
drops from 7.3 to 2. It seems therefore not optimal to apply such a tagging. Howerver,
the statistical error is large and a final conclusion will only be possible with a higher
statistics. Conclusion about the trigger mix could also be dramatically affected.
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Conclusion

Throughout this dissertation, we have shown the importance of the High-Level Trigger
in the CMS detector one of the future LHC experiments. The development of new
analyses in the forthcoming years will have to consider the trigger system as an
integrand part of the analysis processes, since the online selection will be almost as
elaborate as the offline analysis.

The prospects for the possible observation of new physics is conditioned by the
quality of the simulation and reconstruction software. To prove the non observability
of new physics signals, fast simulation tools are useful. But to prove the observability
of a signal, we need to use detailed simulation and reconstruction software since fast
tools provide a rather idealised simulation.

For what concerns the simulation and reconstruction, we have designed the High-
Level Trigger steering software to set up the definition of trigger patterns by use of
combinations of simple trigger primitives. This software is usable on simulated event
samples and can also be used in the Event Filter of the CMS experiment. In that
context we have devised a method for the optimisation of the mean computing time
based on the real time gathering of timing statistics. The trigger tree can then be
built based on the gathered information such that the mean accept time is minimised.
In order to reduce the tails in the time to process events, the use of the optimisation
mode could be valuable if the complete trigger response is not computed in the filter
farm.

Using this tool, we have devised a method to identify the trigger patterns dominant
in an analysis. The observability of MSSM heavy Higgses is used as a benchmark
channel with mA = 200 GeV and tanβ = 20. In this particular channel, the trigger
pattern that is the most efficient after the High-Level Trigger is not the dominating
pattern after the offline selection. It is expressed by the fact that the single electron
trigger which is the one with highest efficiency after HLT is strongly reduced after
the offline selection and the dominating trigger pattern becomes a mix of the eτ
and τMET triggers. A general method for selecting trigger patterns contributing to
an analysis could use this technique to compute the contribution from each trigger
pattern after the offline analysis.
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APPENDIX

A

Search for WW decay of a Higgs boson at

LEP

The search for a fermiophobic Higgs boson has been primarily carried out in the
H → γγ channel, in which the Higgs boson couples to photons via a W loop. For

fermiophobic Higgs boson heavier than 90 GeV, the predicted H → γγ branching frac-
tion becomes small relative to the predicted h → WW branching fraction (Fig. A.1)
motivating a search in this new channel.

The main production processes at e+e− colliders for a fermiophobic Higgs boson
are e+e− → Z∗ → HZ (Higgs-strahlung), WW and ZZ fusion. The cross section for the
boson fusion production processes are considerably smaller than the Higgs-strahlung
process for LEP center-of-mass energies. In the Higgs boson mass range kinematically
accessible for Higgs-strahlung at LEP (mH ≤ 120 GeV/c2), at most one on-shell W
can be produced. Even if the partial differential width of the Higgs boson to WW
is dominated by H → W∗W∗ (Fig. A.1) rather than H → WW∗, one of the virtual
W’s is expected to be near on-shell, and the other to have a much smaller mass and
energy.

The full spectrum of HZ → WW∗ff contains a total of 96 different channels de-
pending on the decays of the W’s and the Z. These final states were grouped in four
exclusive classes depending on the number of hard leptons in the final state. The
analysis is performed on the data taken in the years 1999 and 2000 at center-of-mass
energies ranging from 191 to 209GeV. The luminosities and center-of-mass energies
are shown in Table A.1.

A.1 Simulated samples

Sample of signal events were generated using HZHA [52] for Higgs boson mass between
90 and 117 GeV and for the 7 different centre-of-mass energies: 192, 196, 200, 202,
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Figure A.1: On the left, branching fraction of the benchmark fermio-
phobic Higgs boson into boson pairs as calculated by HDECAY2 [50].
On the right, Comparison of the off-shell and on-shell contributions for
H → W+W−. The dashed line corresponds to the on-shell decay, the
dotted line to the case where only one W is off-shell, and the solid line
corresponds to the case where both W’s are off-shell, from Ref. [51].

205, 207 and 208 GeV. In the HZHA code, there is no spin correlation between the
W’s coming from the Higgs boson decay. The signal events are therefore re-weighted
to take into account this spin correlation. The event weight is computed as the ratio
between the full four-fermions matrix element and the HZHA one:

w ≈ |MH→4f |2

(|MH→WW∗ | · |MW→2f | · |MW∗→2f |)2
, (A.1)

with the formula from [53].

Event samples of all SM background processes relevant for the Higgs search were
also generated: the Bhabha process was simulated with BHWIDE [54], muon and tau
pair production with KORALZ [55], the γγ processes with PHOT02 [56], WW produc-
tion with KORALW [57], the qq̄ events with KK2F [58], and the remaining four-fermion
processes with PYTHIA [45].

A detailed GEANT [59] simulation of the detector response was applied to both
background and signal events.

The ALPHA++[60] package has been used to analyse data and Monte Carlo.
ALPHA++ is the C++ version of the FORTRAN analysis package ALPHA. It has
been cross-checked in the context of previous analysis [61] and is now fully validated.
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A.2 Description of the selections

Four exclusive classes are defined according to the different final state topologies. The
first class contains events with no lepton, it is the fully hadronic class. Signatures with
more than one hard lepton, including all the leptonic Z decays, is set in the second
class. The third and the fourth classes contain events with a single reconstructed hard
lepton, and at least one soft lepton, respectively. For simplicity and conciseness, the
term “lepton” is here used in the final state for electrons and muons only. It therefore
includes taus decaying leptonically, but not one- and three-prong hadronic tau decays.
Those last are only specifically studied for class two events, where it can be efficiently
separated from the hadronic W boson decays. The topology classification is given
in Table A.2. The notation convention is as follows: the decay of the Z is given in
parenthesis, followed by the decays of the quasi on-shell and the off-shell W’s; Q and
q stand for a hadronic decay (hard or soft); L and l stand for a leptonic decay (hard
or soft). The table gives as well the WW decay branching ratio corresponding to each
class, with and without taking into account channels where at least one W decays
into a tau and a neutrino.

After preselection, all the selection cuts are optimised in order to minimise the
expected confidence level 〈CLs〉, defined in Sec. 4.3.1. For the signal, a Higgs boson
mass hypothesis of 110 GeV/c2 is chosen for the optimisation process. A blind analysis
approach has been chosen over the use of an independent dataset for optimisation since
a too large statistic would have been needed for the low branching ratio channels. To
do this, data was not looked at until the end of the optimisation and selection process.
Only the data taken in year 2000 and the corresponding simulated events are used
during the optimisation process. The data taken in 1999 are therefore not included
in numbers and plots presented in this section. They are included in final results
presented in Sec A.4.

Table A.1: Integrated luminosities, center-of-mass energy ranges and mean

center-of-mass energy values for data collected by the ALEPH detector for

years 1999 and 2000.

Year Luminosity (pb−1) Energy range (GeV) 〈
√
s〉 (GeV)

2000 7.3 207− 209 208.0
125.9 206− 207 206.6
79.7 204− 206 205.2

1999 44.4 201− 203 201.7
87.2 199− 201 199.5
79.9 195− 197 195.5
28.9 191− 193 191.6
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A.2.1 The class separation and preselection

To separate the classes, the energies of the two most energetic leptons in the final
state are used. The first lepton is labelled as “hard” if the energy is higher than
25 GeV. Events with a hard lepton are set in class 2 if the second lepton has more
than 20 GeV, and in class 3 otherwise. To separate events in class 1 and 4, a linear
discriminant is build with the energy of the most energetic lepton EL1, the total
missing three-momentum pmiss, and the most energetic lepton isolation IL1:

2.3EL1 + pmiss + 4.8 log(|IL1|). (A.2)

Events are classified as purely hadronic (class 1) if the discriminant is lower than
13, and are set in the fourth class otherwise. The cut values for the class separation
are chosen in order to minimise the class cross-contamination, being 27%, 21%, 13%
and 46% for the four classes, respectively. The corresponding numbers of events are
presented in Table A.3.

Common precuts are applied to those classes in order to strongly reduce the γγ
and l+l− backgrounds. The energy fraction in twelve degrees around the beam pipe
E12 must be lower than 40% of the center-of-mass energy. There must be more
than 3 charged particle tracks (Nch > 3) or the acolinearity θaco must be lower than
170◦. The event total invariant mass Mtot and transverse momentum Pt must satisfy

Table A.2: Final state topologies and branching ratios corresponding to the

four classes. The decay of the Z is given in parenthesis, followed by the decays

of the hard and the soft W. Branching ratios are given with and without

considering the taus.

Class Channels BR without (with) taus
1: Fully hadronic (Q)Qq (1a) 0.328

(ν)Qq (1b) 0.094
0.422 (0.422)

2: >1 Hard lepton (L)Qq (2a) 0.032
(L)Ql (2b) 0.010
(L)Lq,(L)τq (2c),(2T) 0.010
(L)Ll (2d) 0.003

0.054 (0.100)
3: 1 Hard lepton (Q)Lq (3a) 0.101

(Q)Ll (3b) 0.031
(ν)Ll (3c) 0.029
(ν)Lq (3d) 0.008

0.171 (0.284)
4: 1 Soft lepton (Q)Ql (4a) 0.101

(ν)Ql (4b) 0.029
0.130 (0.195)

Total: 0.777 (1.000)
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Table A.3: Number of candidates in each class for each signal topologies.

“Classes” result of the presented separation while “signals” correspond to the

ideal separation based on the true (generator level) leptons. Numbers are

computed for a Higgs mass of 110 GeV/c2 and BR=1 produced in year 2000.

class 1 class 2 class 3 class 4
signal 1 12.6 0 0.1 1.3
signal 2 0.3 1.6 0.5 0.4
signal 3 1.8 0.4 5.9 2.0
signal 4 2.4 0.1 0.2 4.1

Mtot/
√
s > 0.2− 6Pt/

√
s. Since it accounts for the largest branching fraction, events

in the purely hadronic class are required to have a more than twelve charged particle
tracks and Mtot/

√
s > 0.35 while the normalised longitudinal momentum Pl/

√
s must

be lower than 0.2.

A.3 Selection of events with two hard leptons

In this dissertation, we will discuss the case of class 2 which is characterised by final
state with at least two “hard” leptons. Events in this class are further classified in
the five topologies shown in Table A.2. Requiring the third most energetic lepton
(e,µ) to have an energy lower than 8 GeV separates the two lepton channel from the
topologies involving more than two leptons. The separation between HZ→(L)Ql and
HZ→(L)Lq, (L)Ll channels is done by requiring the total hadronic energy (Ehad) to
be higher than 60 GeV. HZ→(L)Ll is then uniquely distinguished from HZ→(L)Lq
since it contains strictly four tracks of charged particles in the final state. Within the
two leptons channel, one finds events with taus decaying hadronically. The separation
of these events from those where all W’s decay hadronically is achieved with a cut on
the total hadronic event energy.

The mass reconstruction of the Higgs boson is based on the identification of the
leptons coming from the Z boson. Therefore out of the three most energetic leptons,
the pair of leptons with the same flavour and with a good estimation of the Z boson
mass is selected. The Higgs mass is then computed using the formula:

MH =
√

(Etot − EL1 − EL2)2 − (~Ptot − ~PL1 − ~PL2)2 , (A.3)

where EL1 (~PL1) and EL2 (~PL2) are the energies (momentum) of the leptons
associated with the selected pair. The variable MH is used as a discriminant variable
for the channel HZ→(L)Qq (class2a).

For the other subclasses involving more than two hard leptons, the Higgs mass res-
olution is degraded by the presence of one or more neutrinos. The following equation
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is therefore used to evaluate the Higgs boson mass:

M2
H = (Pµ

tot − Pµ
Z )(Ptotµ − PZµ) + 2(Pµ

tot − Pµ
Z )P ′µ , (A.4)

where Pµ
tot is the total energy-momentum four-vector. Pµ

Z and P ′µ are the four-
momentum of the Z boson and the neutrino. The first term of equation (A.4) cor-
responds to the equation (A.3), and the additional term introduces the correction
needed to take the undetected neutrino into account and assumed to be emitted in
the opposite direction of the electron. As before, Pµ

Z is reconstructed with the selected
pair and P ′µ = (EL3,−~PL3).

No mass estimator is used for the decay channel involving more than one neutrino.
In the channel involving more than 3 leptons, the confidence level is computed in one
bin, so it reduces to a counting experiment.

A.3.1 Class 2a: Events with hadronic W’s decay

To select the HZ→(L)Qq channel - that shares 58 % of class 2 branching’s ratio -
one requires that the energy of the third lepton is less than 8 GeV and that the
total hadronic energy (Ehad) is more than 60 GeV. In addition to the preselection
described in section A.2.1, the number of charged tracks is required to be greater than
8 in order to reject the γγ background.

The dominating background event after preselection cuts is qq̄, semi-leptonic WW
as well as ZZ events where one of the gauge boson decays into hadrons and the other
in leptons. The rejection of qq̄ and WW events is achieved by applying a cut on
the variable y451 and requiring the reconstructed mass of the two leptons to be in a
14 GeV window around the Z mass.

The remaining ZZ background is reduced by requiring the two leptons to be back
to back and the Z energy to be less than 95 GeV. The details of the preselection and
selection are shown in Table A.4.

After the final selection 0.67 background event and 0.54 signal event are expected.
Two candidates are observed in the data. The expected confidence level 〈CLs〉 is 0.57,
making this sub-channel the one that will contribute the most to the expected limit
for class 2. The reconstructed Higgs mass MH (of equation A.3) is shown in Fig. A.2a
and b before and after the full selection, respectively.

A.3.2 Class 2T: Leptonic Z and decay of the W in tau leptons

Events with two leptons from the Z boson and a hard tau decaying hadronically into
one- or three-prong are grouped in the HZ → (L)τq channel. This is the only case
where the one- or three-prong hadronic tau decay can be distinguished efficiently from
the hadronic W boson decay. Events are required to have a third lepton (e or µ) with
less than 8 GeV and a total hadronic energy of less than 60 GeV. This selection is

1The variable yn(n+1) is the transition value of the ycut at which the event changes from a
clustering with n + 1 jets to a clustering with n jets.
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(a) (b)

(c) (d)

(e) (f)

Figure A.2: Distributions of the discriminant variable MH (equation A.3) for

the decay HZ→(L)Qq plotted for the class 2a events after the preselection (a)

and after the final selection cuts (b). In the plots (c) and (d), the distributions

of the discriminant variable MH (equation A.4) are shown before and after the

final selection cuts for events in class 2b (HZ→(L)Ql). The two lower plots (e)

and (f) show the same variable MH , before and after the final selection cuts

respectively, for events in class 2c (HZ → (L)Lq).
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Table A.4: Selection criteria for the two leptons channel HZ → (L)Qq (class

2a). The numbers of signal (Ns), background (Nb) and data (Nd) events, as

well as the value of the expected confidence level 〈CLs〉 are given in the table.

Energies, momenta and masses are expressed in GeV, GeV/c and GeV/c2,

respectively. Angles are in degrees.

Cuts Ns Nb Nd 〈CLs〉
Class 2 EL1 > 25

EL2 > 20
Class 2a EL3 < 8

Ehad > 60
Preselections E12/

√
s < 0.4

Mtot/
√
s > (0.2− 6 ∗ Pt/

√
s)

Nch > 8 1.03 48.8 39 0.85
Group 1 (anti WW,qq̄) |MZrec −MZ0 | < 14

ln(y45) ≥ −7 0.62 6.29 2 0.69
Group 2 (anti ZZ) EL1 + EL2 < 95

θL1L2 > 135 0.54 0.67 2 0.57

introduced in order to differentiate the HZ → (L)Qq channel from the one involving
W tau decays where the tau lepton decays hadronically. This is done by requiring
that the total hadronic energy is below 60 GeV in order to select hadronic tau decays.
The complete set of selection cuts are shown in Table A.5, the transverse momentum
of the Z boson (PtZ

) allows to further reject ZZ background events.

For the class 2T after all cuts, the expected value of the signal confidence level is
0.94. The observed value for the signal confidence level is 0.97.

A.3.3 Class 2b: Leptonic off-shell W and hadronic on-shell W

The HZ → (L)Ql channel is required to have a third lepton with more than 8 GeV
and a total hadronic energy of more than 60 GeV. The selection proceeds in a similar
way as in the HZ → (L)Qq channel by reconstructing the Z peak. The logarithm of
the isolation for the lepton that is the most antiparallel to the missing momentum is
used in the selection. That variable, ln(ILA

), is sensitive to the isolation of the soft
lepton emitted by the off shell W. The lepton tends to be more isolated for the signal
than for the background.

After the final selection the dominating background is ZZ events going into l+l−b̄b.
We expect 0.18 signal event and 0.16 background event. No event remains in the data
after the final selection. Distributions of the reconstructed Higgs mass MH (equation
A.4) are shown in Fig. A.2c and d before and after the full selection, respectively. For
the class 2b after all cuts, the expected value of the signal confidence level is 0.83.
The observed value for the signal confidence level is 0.83.
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Table A.5: Selection criteria for channel HZ → (L)τq (class 2T). The numbers

of signal (Ns), background (Nb) and data (Nd) events, as well as the value of

the expected confidence level 〈CLs〉 are given in the table. Energies, momenta

and masses are expressed in GeV, GeV/c and GeV/c2, respectively. Angles

are in degrees.

Cuts Ns Nb Nd 〈CLs〉
Class 2 EL1 > 25,

EL2 > 20
Class 2T EL3 < 8

Ehad < 60
Preselection E12/

√
s < 0.4

Mtot/
√
s > (0.2− 6 ∗ Pt/

√
s)

Pt/
√
s > 0.002 0.08 2.59 2 0.96

Selection PtZ
< 60

|MZrec
−MZ0 | < 23 0.06 0.46 1 0.94

Table A.6: Selection criteria for the three lepton channel HZ → (L)Ql (class

2b). The numbers of signal (Ns), background (Nb) and data (Nd) events, as

well as the value of the expected confidence level 〈CLs〉 are given in the table.

Energies, momenta and masses are expressed in GeV, GeV/c and GeV/c2,

respectively. Angles are in degrees.

Cuts Ns Nb Nd 〈CLs〉
Class 2 EL1 > 25

EL2 > 20
Class 2b EL3 > 8

Ehad > 60
Preselections E12/

√
s < 0.4

Mtot/
√
s > (0.2− 6 ∗ Pt/

√
s)

Nch > 7 0.29 10.7 12 0.92
anti qq̄, WW |MZrec

−MZ0 | < 20
ln(y45) > −8
ln(ILA

) > −7 0.19 1.08 0 0.84
anti ZZ EL1 + EL2 < 98

θL1L2 > 142 0.18 0.16 0 0.83



i
i

i
i

i
i

i
i

86 Search for WW decay of a Higgs boson at LEP

Table A.7: Selection criteria for the tree lepton channel HZ → (L)Lq (class

2c). The numbers of signal (Ns), background (Nb) and data (Nd) events, as

well as the value of the expected confidence level 〈CLs〉 are given in the table.

Energies, momenta and masses are expressed in GeV, GeV/c and GeV/c2,

respectively. Angles are in degrees.

Cuts Ns Nb Nd 〈CLs〉
Class 2 EL1 > 25 EL2 > 20

Class 2c EL3 > 8
Ehad < 60

Preselection E12/
√
s < 0.4

Mtot/
√
s > (0.2− 6 ∗ Pt/

√
s)

Pt/
√
s > 0.01

Nch > 4 0.23 1.73 2 0.82
Group1 (anti qq̄, WW) |MZrec

−MZ0 | < 23
ln(ILA

) > −11
ln(y45) > −11 0.20 0.18 0 0.81

Group 2 (anti ZZ) PtZ
< 60 0.20 0.17 0 0.81

A.3.4 Class 2c: hadronic off-shell W and leptonic on-shell W

The HZ → (L)Lq channel is required to have a third lepton with more than 8 GeV
and a total hadronic energy of less than 60 GeV .

Compared to the channel HZ → (L)Ql, the missing transverse momentum is higher.
The preselection shown in Table A.7 rejects most of the background by requiring a
total transverse momentum greater than 1% of the total center-of-mass energy. For
this reason, the cuts that typically reduce the semi-leptonic WW background (group
1 in Table A.7) do not improve much the background rejection. The mass window
for the reconstructed Z mass is also broader than in the HZ → (L)Ql case since the
third lepton is sometime misidentified as one of the leptons coming for the Z. Finally
a cut on the Pt of the Z boson is applied to further remove the ZZ background.

After the final selection, the expected confidence level 〈CLs〉 is 0.81. No event is
observed in the data while 0.20 signal event and 0.17 background event are expected.
The reconstructed Higgs mass MH (of equation A.4) is shown in Fig. A.2e and f before
and after the full selection, respectively. The dominating background is due to ZZ
events.

A.3.5 Class 2d: Fully leptonic

The HZ → (L)Ll channel is characterised by a small branching fraction (5% of the
events in class 2) but with a clear topology: 4 leptons in the final state, one of them
being soft. This channel is then selected by cutting on the energy of the third most
energetic lepton (EL3 > 8 GeV) and on the total hadronic energy. One also requires
strictly 4 charged tracks. To further reduce the l+l− a cut on the missing transverse
momentum and on the acoplanarity, and on the thrust (T ) is applied. Finally the
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Table A.8: Selection criteria for the four lepton channel HZ → (L)Ll (class

2d). The numbers of signal (Ns), background (Nb) and data (Nd) events, as

well as the value of the expected confidence level 〈CLs〉 are given in the table.

Energies, momenta and masses are expressed in GeV, GeV/c and GeV/c2,

respectively. Angles are in degrees.

Cuts Ns Nb Nd 〈CLs〉
Class 2 EL1 > 25

EL2 > 20
Class 2b EL3 > 8

Ehad < 60
Nch = 4

Preselection E12/
√
s < 0.4

Mtot/
√
s > (0.2− 6 ∗ Pt/

√
s)

Pt/
√
s > 0.11 0.10 3.13 3 0.96

Group 1 (anti ZZ) T < 0.98
Φaco < 176 0.09 0.93 1 0.95

Group 2 (anti WW) ln(ILA
) > −9 0.09 0.58 0 0.90

remaining WW events are rejected by requiring the most anti-parallel lepton with
respect to the missing momentum to be well isolated. The selection criteria are
detailed in Table A.8.

After the final selection one expects 0.09 signal event and 0.58 background event.
No candidate is observed in the data.

A.4 Conclusions

Finally the selections are applied on the data taken in 1999. Table A.9 gives The
numbers of signal, background and data events for the years 1999 and 2000,are given
for all five channels. The expected number of signal events is about 1.24 while we
expect 5.78 background events. In the data, we observe 9 candidates corresponding
to a 1.2σ excess over the background only expectation.

A.4.1 Cross section upper limits

An upper limit on the cross section production at a given invariant mass is derived.
Fig. A.3 presents the resulting 95% C.L. upper limit on ξ2 = B(H →WW )σ(e+e− →
Hff)/σSM (e+e− → Hff), as a function of the Higgs mass. The sensitivity of this
channel is too small compared to the three other classes to give a limit lower than
one for ξ2. It is only by combining the four other channels that one can put a limit
on the ξ2 as described in [2].
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Table A.9: Numbers of signal (Ns), background (Nb) and data (Nd) events,

as well as the value of the expected and observed confidence level for class 2

selections.

Year Class Ns Nb Nd 〈CLs〉 CLs

2000 2a 0.54 0.67 2 0.57 0.90
2000 2T 0.06 0.46 1 0.94 0.97
2000 2b 0.18 0.16 0 0.83 0.83
2000 2c 0.20 0.17 0 0.81 0.81
2000 2d 0.09 0.58 0 0.90 0.90
1999 2a 0.084 1.73 3 0.93 0.97
1999 2T 0.009 0.74 0 0.99 0.99
1999 2b 0.03 0.40 2 0.97 0.99
1999 2c 0.03 0.13 0 0.96 0.96
1999 2d 0.02 0.74 1 0.99 0.99
All combined 1.24 5.78 9 0.43 0.73

)2 (GeV/cHM
90 95 100 105 110 115

2 ξ

1

2

3

4

5

6
class 2

obtained

expected

Figure A.3: Limit on ξ2 (defined in the text) as a function of the Higgs boson

mass. The dotted line corresponds to the expected limit while the 95% C.L.

excluded region is shown by a grey area.
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APPENDIX

B

Computing Farm

The analysis presented in Chap 4 required both hardware and software tools. On
the hardware side a computing cluster of 24 nodes has been deployed in Louvain-

la-Neuve. It’s purpose is the generation of the events for the present analysis as well
as the simulation of the CMS detector response. The cluster and its infrastructure
will be outlined in the next sections.

B.1 Hardware setup

The chosen architecture as been based on existing cluster like the ones found at CERN
and is separated in four elements:

• 24 Computing nodes: 12 dual Intel PIII-S 1.4GHz, 512 KB of L2 cache, 512MB
RAM; 12 dual Xeon 2.4GHz, 512 KB of L2 cache, 1GB ECC RAM.

• One Ethernet Switch: 24 ports 10/100Base-TX and 2 copper Gigabit uplinks.
Switch fabric speed of 9.6 Gb.

• 1 Workstation for software repository: Dual Intel Xeon 2GHz, 512 KB L2 cache,
512MB RAM.

• 1 Mass Storage: 2 RAID10 arrays of 630GB each and 2 RAID1 arrays of 157
GB each.

The 24 computing nodes are connected to the mass storage and the workstation
using gigabit links. Gigabit links are necessary to sustain data throughput above
100 Mb/s during Monte-Carlo generation and digitisation with pileup. These high
data rates required the use of a private network to guarantee that the commodity
network of the institute is not disturbed during the event generation. In the private
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network, the workstation is used as an IP router to guarantee network connectivity
between the cluster nodes and the client machines submitting production jobs. In
addition all necessary software’s for the simulation of CMS are stored on this work-
station. It is centrally managed and any user machine in the laboratory that need
to run CMS software has only to mount one directory to start working. The whole
cluster architecture is summarized on Fig. B.1 and a picture of the cluster can be seen
on Fig. B.2.

Using a Dell HPC cluster to analyze CMS data

The Dell computing cluster in Louvain-la-Neuve has enabled UCL

physicists to join scientists from 36 countries to prepare the highly

sophisticated computing environment needed to run CMS. As a first

step, 12 1U Dell PowerEdge™ 1650 servers with two Intel® Pentium®

III processors at 1.4 GHz and 512 KB level 2 (L2) cache were acquired

in February 2003. On top of this cluster, a Dell Precision™ 530 work-

station with two Intel Xeon™ processors and 512 MB Rambus® DRAM

(RDRAM) error-correcting code (ECC) memory, together with a

RAID-5 storage device with a 1.1 TB capacity, provide software man-

agement and database storage. The workstation and storage are con-

nected through a Fast Ethernet switch that offers Gigabit Ethernet2

uplink connections to a maximum of 24 dual-processor servers (see

Figure 1). To fill the remaining slots, the Institut de Physique Nucléaire

plans to order another 12 new-generation Dell servers.

The Red Hat® Linux® 7.3 operating system, currently used at

CERN by most of the scientific community, was installed on every

machine without incident, as was the CMS-specific software. This

software cannot yet provide a complete picture of detector perfor-

mance until the LHC accelerator is operational. However, in the long

term, the same object-oriented programming code that now steers

the CMS simulation will also perform most of the readouts from

the real detector. Stress tests were performed by sending in paral-

lel 30 files of 1 GB each from the cluster to the server. Test results

reached a bandwidth saturation of 75 MB/sec.

By 2007, when CMS will produce real data, the same processes

will run on thousands of computers all over the world, because even

a research center as large as CERN will not be able to handle the

upcoming data by itself. 

Becoming the World Wide Web of resource sharing 

To use scientific resources most efficiently, the particle physics com-

munity must become even more closely linked. The DataGrid project,

funded by the European Union, is building an infrastructure and

standard interfaces that can provide uniform, transparent access to com-

puting power and storage space, just as an electric power grid deliv-

ers pervasive and standardized electric power. The DataGrid computing

infrastructure will provide intensive computation and analysis capabilities

while handling shared large-scale databases, from hundreds of terabytes

to petabytes, across widely distributed scientific communities.

Using DataGrid, physicists will be able to simulate events on a

local institution’s computer cluster, at an institute on the other side of

the planet, or at home on a personal laptop. DataGrid will greatly affect

particle physics, but also will affect other kinds of data-intensive

research—from genetics to climatology to material science. 

Ten years ago, CERN made its World Wide Web software avail-

able in the public domain, helping to spark the phenomenal growth

of the Internet. CERN scientists hope that, just as the Web revolu-

tionized information sharing, the DataGrid project will do the same

for computing resource sharing. A tool once conceived for discov-

ering the origin of matter and the universe may become as common

as Web browsers are today.
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Figure 1. Network architecture of the Institut de Physique Nucléaire computing cluster
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network infrastructure is required.

Figure B.1: Overview of the cluster architecture, from [62]. The 24
machines cluster rack is shown on the right. On the top we can see
the ethernet switch with its two links to the workstation and the Mass
storage.

B.2 Software setup

Several softwares are necessary to build the complete chain going from the event
generation to the event simulation, reconstruction and, finally, the analysis. The
Table B.1 shows a list of those software separated in two categories. The first category
concerns all necessary services while the second lists the actual software developed by
the CMS collaboration in order to simulate and reconstruct events.

In the reconstruction and simulation category ORCA plays a central role with two
other actors, OSCAR/CMSIM1 and CMKIN. CMKIN is a Pythia application for the
Monte Carlo tool used for the generation of analysed events. The Pythia generated
events are then fed to OSCAR/CMSIM that simulates the energy deposited in the
detector matter by the particles involved in the reaction. For each sensitive volume
the energy is computed and stored. The stored information is called Hits. Their
computation is by far the most time consuming operation per event, as detailed in
the next section. Once the Hits containing the information about the energy deposited
in the sensitive volumes are stored, the ORCA software will simulate the response of
whole electronic read-out chain. The end product is the electronic footprint of what
each detector would have recorded in real data taking condition.

1OSCAR is the GEANT 4 C++ version of the CMSIM GEANT 3 detector simulation.
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Figure B.2: Picture of the computing farm room. The central rack
contains the 24 machines, with the twelve PIII on the top and the twelve
dual Xeon on the bottom. On the right we can see the mass storage as
well as the software repository.

From this point on, all software involved in further steps will be called recon-
struction software. The goal of the reconstruction software is to deduce what event
occurred in the collision, it proceeds by computing the energy deposits from the elec-
tronic response to obtain a list of particles and their momenta. that where present
in the collision products. An important point is that the reconstruction software is
designed in such a way that it is not aware of the real or simulated nature of the anal-
ysed events. In other words while the event reconstruction is currently only involved
with simulated events this will not be the case at the LHC startup. Ideally one would
plug an exact copy of the reconstruction software in the Filter Farm connected to the
CMS central DAQ to analyse real data.

On the software service side, CONDOR [63] is used as the scheduler for the exe-
cution of CMS simulation and reconstruction jobs. Both machines in the cluster and
desktop machines of the laboratory are used for CMS simulation. More than 216E3
CPU hours have been accumulated by the cluster to this date (2004), it includes com-
putations of vortex dynamics in supra-conductors [64] and numerical integration of
one-loop Feynman diagrams. The monitoring of the farm is achieved by SNMP and
the gathered data can be visualised on the web with CACTI. CACTI allows to see the
status of each machine through a web browser to ease the tracking of problems, even
the machine temperature is monitored. For the software developments in the labora-
tory, a central CVS server has been installed. It is used as a storage for all analysis
software,scripts, documentation, paper writings etc. In addition the content of the
repository can be viewed on the web. The list on Table B.1 is not exhaustive since
several script suites have been developed to ease the event generation and simulation
in the laboratory, and the details of the analysis software are not given.
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Service/Software Description
RedHat 7.3 Linux Operating system.
Condor v6.6.1 Job Submission system implementing fair share scheduling.
SNMP Simple Network Management Protocol for the monitoring

of cluster nodes.
CVS Concurrent Version System for software developments in

the laboratory.
VIEWCVS Web viewing tool of the CVS repository.
CACTI 0.8.2a Web monitoring tool of the cluster and network parameters

(cpu usage, network bandwidth, temperature, disk usage).
GCC 3.2.3 C/C++ ISO Compliant Compiler.
SCRAM Build and configuration tool used for all CMS projects.
COBRA Core software for object persistency and event dispatching

framework.
ORCA Object Oriented Program for CMS event reconstruction

and simulation.
IGUANA Tool to visualize the simulated and reconstructed events.
CMSIM GEANT 3 simulation with the CMS detector geometry.
OSCAR Object oriented Simulation for CMS Analysis and Recon-

struction (GEANT 4).
CMKIN Pythia application for Monte-Carlo event generation of

SUSY and Standard model Physics.

Table B.1: Non exhaustive list of the softwares that are part of the
cluster architecture.
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B.3 Cluster performance

The performance of the cluster for the simulation of CMS is detailed in the Table B.2.
The timing was done with CMSIM and ORCA v7.2.2, events where produced without
pile-up. Clearly the most time consuming step is the GEANT simulation of the
detector, the Monte-Carlo event generation is not included in the table since it is
negligible compared to hit and digis computation time.

Simulation Step timing
[

sec×KMips
evts

]
Event size

[
kB
evts

]
Geant 3 simulation (hits) 120 370

Detector simulation (digis) 20 360
Total 140 730

Table B.2: Timing of the GEANT and ORCA simulation steps.

The power of the computing cluster is shown on Fig. B.3. The installation of
the cluster was done in two steps. In 2002 we installed twelve PIII machines named
cluster02. End of 2003, twelve Xeon machines where added, they are named cluster03.
The CPU power of each cluster is detailed in the figure. In addition we see the
computing power available from the users desktop machines (FYNU). The cluster
totals 140 kMips which translates to ∼ 3800 events produced in an hour. The event
rate when digitising with pileup at high luminosity(1034cm−2s−1) is reduced by a
factor three. CMS Louvain Computing Power
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Figure B.3: Cluster CPU power in Kmips and Gflops taken from CON-
DOR. Cluster02 contains the twelve PIII machines. Cluster03 contains
the twelve Xeon machines and FYNU stands for the desktop machines
included in the CONDOR environement.
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APPENDIX

C

Trigger tables

C.1 Timing trigger table at low luminosity

Following is the HLT trigger table specification used for the timing of the HLT shown
described in Low luminosity is 2× 1033 cm−2s−1

sub-trigger parameters (threshold in GeV)
single electron ET > 26

double electron E1
t > 14.5 ∧ E2

T > 14.5
single photon ET > 80

double photon E1
T > 20 ∧ E2

T > 35
single muon ET > 19

double muon E1
t > 7 ∧ E2

T > 7
J/Ψ trigger

single jet ET > 572
3 jets Ei

T > 195, i = (1 · · · 3)
4 jets Ei

T > 80, i = (1 · · · 4)
jet-met Ejet

T > 180 ∧ Emet
T > 123

Table C.1: Summary of the selection criteria at low luminosity

Fig. C.1 and Fig. C.2 shows the detail of the selection criteria summarised in
Tab. C.1

C.2 High Level Trigger table at L = 2× 1033cm−2s−1

Fig C.3 and C.4 is the trigger table used for the analysis presented in Chap 4.
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Figure C.1: Representation of the trigger tree used for the timing of the
HLT. Only the left part of the tree is shown, the other part is shown in
Fig. C.2
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Figure C.2: Representation of the trigger tree used for the timing of the
HLT. Only the right part of the tree is shown, the other part is sketched
in Fig. C.1
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Figure C.3: Representation of the left part of the trigger tree used for
the High Level Trigger analysis.In each box the iname is the instance
name of the algorithm. The first name to appear in the box correspond
to the class name and the parameters below those two are the specified
parameters for the selection.
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Figure C.4: Representation of the right part of the trigger tree used for
the High Level Trigger analysis. In each box the iname is the instance
name of the algorithm. The first name to appear in the box correspond
to the class name and the parameters below those two are the specified
parameters for the selection.
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