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Introduction

This thesis presents the first measurement of the top quarknmauction cross sec-
tion at the CERN Large Hadron Collider (LHC) and subseqyemtblished in Jan-
uary, 20111].

At LHC, the top quark is produced predominantly togethehviis antiparticle by
means of the gluon fusion process governed by the strongatien. The top and the
antitop then decay almost instantaneously via the weakaictien into three possible
final states. Amongst them, the dileptonic final stateé (5% of the branching ratio),
composed of two opposite sign charged leptons (muons antite@is), two neutrinos
and two jets, has been studied in this thesis. The resultstheen obtained from data
harvested between March and September 2010 in protonmpeottisions at a centre-
of-mass energy of 7 TeV, corresponding to an accumulatethhsity of 3.1 pb L.

This study takes place in a long top quark physics histonyiclvistarted with the
first theoretical assumptions of its existence in 19{0through indirect experimen-
tal evidences (existence of the third generation of lepiod®75 [3], existence of the
bottom quark in 19774], measurement of the bottom quark properties in 80’s, pre-
cision measurement on the boson decay in 1994]) up to its first observation at
the TEVATRON in 1995 B][ 7], the recent observation of its single production at the
TEVATRON in 2009 B] and in its first observation at LHC in 2010.

The interest in the top quark physics is justified by its gattir role with respect
to Higgs boson physics and with processes beyond the StaiMizael. Indeed, the
Standard Model of fundamental interactions between eléangparticles has shown
spectacular successes by providing precise measurenmehfgedictions, but is cur-
rently still partially undetermined due to the absence gdezinental settlement of
the mechanism breaking the electroweak symmetry and atpthie gauge bosons to
have a mass. The fact that the top quark has a mass of the drtther @lectroweak



symmetry breaking energy scale suggests a special roldsmtéchanism. More-
over, its large mass has made of it an interesting partitipamany models that go
beyond the Standard Model. Finally, the top quark providésrésting experimental
characteristics, which can also be affected by new physics.

Given the complexity of the topology and possible uncetiasirelated to the quality
of early data, special care on the reconstruction techsique applied that guaranty
the robustness of the analysis. In this thesis, this aspeahphasized by the design of
an analysis which makes a minimal use of the calorimeterdufately, the detector
has rapidly appeared to behave outstandingly, and the sigdigs provided remark-
able result, consistent with the theoretical predictioith\& total uncertainty of about
40%. This first result, noticeable for its robustness, has oge¢he way to top quark
physics at LHC and has already been overtaken by the rapalajewent of this field
in CMS.

The structure of this document is based on three chapteestophquark physics in
general, the description of the detector used in this arsaysl the analysis itself.
The first chapter is devoted to the theoretical and expetiaheantext of the top quark
physics, progressively oriented to the analysis discusséuke chapter three. In the
first part of this chapter, the phenomenological aspect®tap quark is introduced,
with its production and decay and its properties. A brieftisecis also dedicated to
an overview of the role of the top quark physics in Beyond &sad Model scenarios.
In the second part of this chapter, the indirect evidencah@top quark are briefly
mentioned, the tools for its discovery, namely the high gndradron colliders, are
described, and the experimental methods and previoudseselstated. This second
part concludes with a description of the data that will bedusdahe analysis.

The second chapter describes the CMS detector and the tecziits of the different
objects that play a role in the dileptonic top quark pair picttbn event identification:
the tracks of charged particles, the muons, the electrathshenjets.

The third and last chapter details the analysis per se, withhasis on the methods
used to ensure the robustness of this first observation. mt@ért explains the selec-
tion of the dileptonic top quark pair production events. Beeond part describes the
data-driven techniques used to estimate the backgrourusthird part is dedicated
to the systematic uncertainties study. The fourth partgimssthe final result: the mea-
sured cross section of the top quark pair production. Rintde last part summarizes
the latest results for this cross section obtained in CMS.

An appendix is also available and provides additional imfation on the reconstruc-
tion of jets from tracker information only (“TrackJets”) éits validation.

The work presented in this thesis is essentially based offotleeving publications
and public results:



Xi

e “First Measurement of Top-Quark Pair Production Cross iSedn Proton-
Proton Collisions at/s = 7 TeV”, CMS Collaboration Physics Analysis Sum-
mary TOP-01-001, 2010. Phys.Lett.B695 424-443, arXivilB294

e “Early ttbar cross section in the dilepton channel/at = 10 TeV”, CMS Col-
laboration Physics Analysis Summary TOP-09-002, 2009

e “Commissioning of TrackJets in pp Collisions gk = 7 TeV”, CMS Collabo-
ration, Physics Analysis Summary JME-10-006, 2010

These public results have been each supported by CMS ihtestes to which | have
contributed §][10][11][12]. Even if it was demonstrated in the cross-check exercises
that our group was able to reproduce the results for the in@sstenario, the material
specific to this scenario used in this dissertation has berided by the dedicated
note [L3].
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Chapter

Top Quark

In this chapter, | give an overview of top quark physics.

The phenomenological point of view is developed in the fiesttion, where the top-
quark production and decay, its properties and its impbogh new physics researches
are described. The experimental point of view is developdtié second section; the
first indirect evidences of the top quark, the high energydwadolliders where the
top-quark observation is possible, the selection strategiys observation and finally
the observed and simulated events which are used in thisthes

1.1 Theoretical framework

The top quark is the heaviest particle known in the Standande¥(SM) of particle
physics. Itis the weak-isospin partner of the bottom quarkitis therefore a spin-1/2
and charge-2/3 fermion. Even if it obeys the same interactites as the other quarks,
the top quark plays a particular role in physics due to itgdanass of the order of
170 GeW?, ~ 40 times heavier than the bottom quark, which is the secondidstav
quark, and~ 20000 times heavier than the first generation quarks. This chexiget
tic has an impact on its late direct observation (due to thé Bnergy needed of its
production) and on its lifetime (shorter than the typicadtwmization time). Its large
mass also implies a special role in the Higgs sector (the Wakeoupling with the
Higgs boson is proportional to the fermion mass, which ihefdrder of unity for the
top quark) and in Beyond Standard Model (BSM) physics (dus feossible coupling
with exotic particles). In this section, the role of the tapdk in the Standard Model
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is described and its impact on Beyond Standard Model phistzsefly discussed.

1.1.1 Production and decay of top quarks

As all other quarks, the top quark is a charged patrticle thigracts strongly (and
is therefore coloured) and via the electroweak interactibhe Standard Model La-
grangian parts concerning the quark interactions are:

LG =iQ1, (i gs Gu) Q) + iy 1" (i g5 Gu) (1.1)

. ! )
Lo =iQ "0 +igW, +i % By) Q
‘ 29' . g ) o
il (0 + i 2 By) uy + il 1 (0 — 1 By) di

Lo a= T Qp e¢™ ul — T Q) pdfy + hoc. (1.3)
where Eqgl.1describes the strong interaction, EQR the electroweak interaction and
Eq.1.3the coupling to the Higgs boson. In these equations, thekquae represented
by Qr, ur anddg, respectively the left-handed weak-isospin doublets, rityiet-
handed up-type weak-isospin singlets and the right-haddech-type weak-isospin
singlets. The three different generations are labellechbyldwercase Latin letteris
andj and a summation over them is implied.

In the QCD Lagrangian Eq4.1, gg is the strong coupling constant agd, the gluon
gauge field G, = A\, Gy, with A, the Gell-Mann matrices).

In the electroweak Lagrangian EQ2, g andg’ are the electroweak coupling constants,
W, is the SU(2) gauge fieldX, = 7,W; with 7, the Pauli matrices) anf,, is the
U(1) gauge field singlet. The, W+ and Z° particles can be formulated in terms of
these gauge fields as respectiveby(dy, ) B + sin(0yw )W?3, 1/v/2(W? ¥ iW?) and
sin(0w ) B + cos(0w )W 3 with Oy = g/+/g? + g2 = My /M7 the weak angle.
Finally, in the Yukawa interaction with the Higgs field (BQg3), ¢ is the total antisym-

metric tensor in two dimensionsg,is the Higgs field and" are the complex matrices
in generation space which describe the mixing betweenrdiitegenerations.

Top quark pair production.  The top quark pair productiort#) at hadron colliders
is a QCD process. Due to the confinement of the quarks, the watipn of the cross
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Figure 1.1: Parton distribution functions for the proton@t = 10GeV? and

Q2 = 10000 GeV?, from the MSTW 2008 NLO PDF setf].
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sections of such processes are not straightforward. Howievthe case of hadrons
at high energy, which is the case if the top quark mass thtéshoeached, the QCD-
improved parton model can be used: in this model, the prdsdastorized between
a hard parton-parton cross sectiar),(which can be computed in perturbative QCD,
and parton distribution functions (PDF), which absorb tivemyences and which are
determined experimentally from other deep inelastic expemts (e.g., MSTW14]

or CTEQ[L5] collaboration). To compute the hard parton-parton cresdien, the
partons of the hadrons are considered as quasi-free witmaemam corresponding
to a fractionz of the hadron momentum. This cross section is computed aita fin
order in the perturbation series, which implies the use@f#mormalization scajeto
regulate divergent terms. In thecomputation, this scale is chosen tobe- m;. This
hard parton-parton cross section is convoluted with théopadtistribution functions
f(z) of the two partons to run over all the possiblevalues, f (z) corresponding to
the probability of finding parton of momentum fractien These PDFs also depend
on a scale, called factorization scale, usually chosen ve kize same value as the
renormalization scale. One of the proton PDF parametadnratis depicted in Fid..1

At this stage, the cross section for two colliding hadrdnand B is:

o(AB —t) = / dwidx; fi (i, 1°) £, (x5, 12) 635 (i — 15 8, 1%) (1.4)

2%
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where f are the parton distribution functions afdhe hard parton-parton cross sec-
tion. The sum runs over all pairs of possible partons. Thepafistribution functions

f depend of course of the nature of the parton and the natureedfadrons used in
the hadron collider.

q t g t
g g
q t g t
(@) (b)
g t g t
g t g t

() (d)

Figure 1.2: Mainit production diagrams: quark-antiquark annihilation (aj gluon-
gluon fusion (b, c, d).

The leading order (LO) of the hard parton-parton cross eeds given by quark-
antiquark annihilation and gluon-gluon fusion, as showifrigy1.2 The cross section
for quark-antiquark annihilation is given by:

do 47ra§ . . R
ag = ) = 55 (m? — 0+ (mf — @)° + 2m?] (15)

with § = (p, +p)% t = (py — p1)% @ = (p, — pp)? the Mandelstam variables
of the partonic process. The next-to-leading order (NLOgudation adds the virtual
contributions to the LO processes, gluon bremsstrahlungessesqq — tt + g
andgg — tf + g) and flavour excitation processes (liket q(q) — t& + ¢(q)).
Additional corrections can be provided at next-to-leadimggarithms using Sudakov
resummation]6] which leads to approximate next-to-next-to-leading ord&NLO).
The exact computation at NNLO is currently a work in progress
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Figure 1.3: (a) Parton luminosity foreVATRON and LHC at,/s = 14 TeV for gluon-

gluon fusion gg), quark-antiquark annihilationg¢) and quark excitationgg), ob-

tained from CTEQ6.1 PDF4f]. The results for LHC at/s = 7 TeV are similar. (b)
Ratio between the LHC ay/s = 7 TeV parton luminosities and EVATRON parton

luminosities, for the gluon-gluon fusion and quark-anéidquannihilation, obtained
from the MSTW 2008 NLO PDF<lf].

At the TEVATRON collider, protons and antiprotons are colliding at cemtfenass
energy of 1.96 TeV. For this energy, the mass of the top quarkams relatively large
with respect to the centre-of-mass energy, and:thoduction are mainly produced
at largex region. For the LHC, lower: region are accessible while the colliding
hadrons are only protons. In order to compare the process$ies different colliders,
the parton luminosities can be computed:

/ FiaS)

As visible in Fig.1.3 which compare this luminosity for the different parton nae-
tion at the TEVATRON and at LHC, the LHC provides a significant larger luminosity
than TEVATRON. At the TEVATRON, the dominant production process is the quark-
antiquark annihilationgq) (~ 85%), while at LHC, it is dominated by quark exci-
tation (gq) followed by gluon-gluon fusiongg), which lead to a production process
dominated by gluon-gluon fusior(80%) (because quark excitation contributetto
only at NLO).

)~ (1.6)

%I\Clw
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CMS Preliminary
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Figure 1.4: Latest results fromeVATRON (pp) and LHC {p) on top pair produc-
tion cross section as a function ¢fs, from [17]. Data points are slightly displaced
horizontally for better visibility. Both EVATRON experiments have provided results
at/s = 1.8 TeV andy/s = 1.96 TeV. Theory predictions at approximate NNLO are
obtained using HATHORI[8]. The error band of the prediction corresponds to the
scale uncertainty.

The theoretical cross sections farproduction at the EvVATRON and at LHC are
detailed in Tabl.1 The latest results fromBvATRON and LHC agree with the theory,
as illustrated in Figl.4.

Single top quark production. The top quark can also appear singly when it is pro-
duced by electroweak interaction, as illustrated in Ei§. The production is called
“single top” and is divided in three cases according to thtuglity of thelV boson:

e The t-channel, where a bottom quark interacts with an up tid@nn quark via
a space-like virtual’ boson. The up or antidown quark is usually a valence
parton of one of the hadrons while the bottom quark is a segkaiighe hadron
or produced from a gluon splitting;



1.1. THEORETICAL FRAMEWORK 7

Table 1.1: Theoretical cross sections for thproduction, for different incoming par-
ticles, at different centre-of-mass energies, using pattstribution functions derived
from different physics collaborations, for a given top duarass and at a given level
of calculation. The centre-of-mass energy is given in Th¥,dross section in pb and
the top mass in GeM.

Coll. /s Cross section PDF my Order Ref.
pp 1.8 51971052 CTEQ6M 175 NLO+NLL [19
pp 196 7.81 102 CTEQ6.6 171 app.NNLO [20]
pp 196 7.08+£0.36 MSTW2008 173 app. NNLO [21]
pp 1.96 7.48 75032 CTEQ6.6 171 app.NNLO [27]
p 7 163715 MSTW 2008 173  app. NNLO [21]
pp 71647119 MSTW 2008 173  app. NNLO [23]
p 7 1587T% PDF4LHC 172.5 NLO [24]

q b
W+
t
q t
(@) , (b)
q ¢ g w-
w
b
b t b t

© (d)

Figure 1.5: Main single top production diagrams: s-chaifaglt-channel (b, c) and
We-associated production (d).

e The s-channel, where a top and an antibottom quarks are ggdday a time-
like W boson. The W boson is usually obtained from the fusibiwo valence
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quarks. The W boson has to have a virtually sufficiently higbg@roduce a top
quark @ > (m¢ + mp)?);

e The W-associated production (tW), where the top quark isywred in associa-
tion with a real W boson from a gluon and a bottom quark.

This single top processes have a lower cross sectiontthmoduction. The theoretical
cross sections for single top production at trevATRON and at LHC are detailed in
Tab.1.2 The first evidence for single top has been obtained in 20€¥ealEVATRON
[8] and in 2010 the first cross section at 7 TeV has been measttdd@ [25]. The
latest results from EvVATRON and LHC are illustrated in Fid..6. The LHC results
agree withinlo with the theory, while some less-th@n-discrepancies are visible for
the TEVATRON results.

Table 1.2: Theoretical cross sections for the single toplpeton, for the different
channels, for different incoming particles, at differeahtre-of-mass energies, using
parton distribution functions derived from different phgsscollaborations, for a given
top quark mass and at a given level of calculation. The cesftraass energy is given
in TeV, the cross section in pb and the top mass in GeMf and5f correspond
respectively to the diagrams b) and c) illustrated in Ei§.

Coll. /s Channel Cross section PDF m;  Order Ref.
pp 1.96 t-chan. 1.04 +0.06 MSTW 2008 173  app. NNLO [2]]
pp  1.96 s-chan.  0.523 7055° MSTW2008 173  app. NNLO [21]
pp 7  tchan. ) 41.771% MSTW 2008 173  app. NNLO [21]
pp 7  tchan.) 2257107 MSTW 2008 173  app. NNLO [21]
pp T  schan.g 3.17 014 MSTW 2008 173  app. NNLO [21]
pp 7 schan.{) 14271509 MSTW 2008 173  app. NNLO [21]
pp T tW 7.8 0% MSTW 2008 173  app. NNLO [21]
pp 7  tchanaf 59.1 130 CTEQ6.6 172.5 NLO [26]
pp 7  tchansf 62.3 7123 CTEQ6.6 172.5 NLO [26]

Top quark decay. In the Standard Model, the top quark is coupled with the 1/2
SU2-isospin quarks via the charged electroweak boson. tAawinese couplings are
proportional to the CKM matrix element, and thé&1” and¢sWW coupling are then
strongly suppressed. The top quark decays then dominanttiyaibottom quark and
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t-channel single top quark production
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Figure 1.6: Latest results fromeEVATRON and LHC on t-channel single top pro-
duction cross section as a function @k, from [27]. LHC data points are slightly
displaced horizontally for better visibility.

aWV boson. The top-quark width; is given by:

GFm§ 9 m%,v 9 m%V 200, m%v
I'y= Vel (1 — —45-)7(1 +2—%-)[1 — — 1.7
o= TV (1 - T 2 - () a.7)

The %f(%) contribution is obtained from QCD correction, whefe)) = %wQ —

2.5 — 3y + 4.5y% — 3y?In(y), and corresponds to a 10% suppression of the leading
order width. Form, = 172.6 GeWk?, this width is1.34 GeV. Adding the electroweak
correction increasds; by 1.7%. But this is almost exactly compensated by taking int
account the finite width of th&” boson which reducds; by 1.5%. The experimental
value obtained from EVATRON data isT'; = 2.0 7 GeV [24).

This largeT’; implies a small lifetime of~ 5 x 1072%s. The hadronization time
is of the order of~ 1fm/c ~ 3 x 10~2*s. The top quark decays thus before any
hadronization.

By conservation of angular momentum and because ofithe A structure of the
coupling, only left-handed particles are expected to eowpll” bosons. Therefore,
the top quark decays in a longitudinally polarizBd" boson £ = 0) and a left-
handed bottom quark (the mass of the bottom quark beinggielgliwith respect to
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the energy from the decay of the heavy top quark, the chiratihservation is directly
expressed in the helicity) emitted in an antiparallel dicgcwith respect to the top
quark spin axis, or in a transversely polarizZBd™ boson " = —1) and a left-
handed bottom quark emitted in a parallel direction wittpees to the top quark spin
axis. b = 1 is not possible (ifn;, = 0). The ratio widths in the three W helicity
states are given by:

2
my

: 0

W** M W: N W: = N
(AW =—1):T(A" =0): T(h" = +1) 1'2m%v

For antitop, it is the negative helicity which is forbidden.

QCD corrections affect the width ratios by increasing ttaetion of the left-handed
W bosons by 2.2% and decreasing the fraction of the longialdinbosons by 1.1%.
The electroweak and finite width of th& boson corrections have negligible effect on
ratios (of the order of the per-mille).

If the mass of the bottom quark is not neglected, the ratiesat really affected, but
a small positive helicity?” boson fraction is possiblé:(h"V = +1)/T' = 3.6 x 10~
at Born level.

The produced? boson decays leptonicall$Z.40 + 0.27%) or hadronically ¢7.60 +
0.27%), which leads to three different final states:

o tt - WtbW~b — liy, b l'vy b, called “dileptonic channel”, corresponding
to 10.3% of thett decay;

o tt — WHtbW~b— qf bty b+ lv, bqq b, called “semileptonic channel” (or
“lepton+jets channel”), corresponding to 43.5%;

o tt - WHtb Wb — q7 bq"q" b, called “hadronic channel”, corresponding to
46.2%.

Usually, the leptons used in the analysis are only elecaodsmuons because the tau
lepton, which decays inside the detector, is more diffiauteconstruct and to identify.
So, except when explicitly specified, the contribution fritra tau semileptonic decay
is not taken into account in the analyses. The leptonic dettye tau can contribute,
even if the selection is not optimized for its kinematic, éiese it appears as an electron
or a muon final state. Taking into account the maximal possibhtribution from the
tau leptons, the dileptonic channel of thedecay corresponds te 6.5% and the
semileptonic channel te 34%. In this thesis, | study three modes of the dileptonic
channel: theze channel, theuu, channel, and theu channel, where the final state is
composed respectively of two electrons, two muons and awreh and one muon.
In the semileptonic channel, the two most studied modesharetjets channel and
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the u+jets channel, where the final state is composed respegctifah electron and a
muon.

1.1.2 Other top quark properties

|Vib| CKM matrix element.  The interaction eigenstates do not necessarily corre-
spond to the mass eigenstates, depending of theatrices in Eql.3. In order to
handle the particles as the mass eigenstates, a transionrofthe, v andd interac-

tion eigenstates where tfiematrices are diagonalized can be done, which introduces
the Cabibbo-Kobayashi-Maskawa (CKM) unitary rotation rixain the Lagrangian.
This transformation appears to be irrelevant in all quatkrarctions excepted when

it couples with al¥’* boson. TheéV * interaction mixes the mass eigenstates of the
quarks according to the elements of the CKM matrix expresaele Standard Model
where three generations of quarks are defined, as:

Vud Vus Vub
Vekm =1\ Vea Ves Va
Viae Vis Vi

(1.8)
0.97428 + 0.00015  0.2253 £ 0.0007  0.00347 +9-90016

0.00015 0.0011
= | 0.2252+£0.0007 0.97345 00001 0.0410 50007
0.00862 T5:00030  0.0403 10081 0.999152 0000040

with the numerical values fron2f]. The diagonal entries are close to the unity, when
the off-diagonal are closer to zero, especially for heavgrks. In top quark physics,
the V};, matrix element plays a central role because it defines tragtn of the
charged weak interaction of the top quark. Assuming umytari the 3 x 3 matrix,
the V;;, matrix element can be estimated from the other measuredxned&ments.

In this case, theV;;| value is bound between 0.9990 and 0.9992 at 90% @9l [
The single top production cross section (cf. Sectioh.]) is directly proportional

to |Vy|?, and assuming a top decay dominated by Wfieboson and bottom quark
production, the experimental limit of};,| obtained from EVATRON is given by
|Vis] > 0.78 [30][31]. In the top quark pair productiort#), the measured variable
is Ry = IVM\QJF"“Z:‘;HWQ , obtained by comparing events with and without jets iden-
tified as coming from a bottom quark decay. If the 3 matrix unitarity is assumed, it
reduces ta?;, = |V;,|2. If itis assumed that the top quark cannot decay to otherkguar
than the ones already observed, the Iimiﬁ% > 3.8 at 95% C.L.B2). All
these measurements are compatible with the Standard Mmdaekill gain from im-
proved studies of the top quark.
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Mass. In the Standard Model, the fermions acquire mass due to tbhetHnglert-
Higgs spontaneous symmetry breaking mechanism, whickvaltbe apparition of
ydrp Yukawa term, wherg is the Yukawa coupling constant,the fermions spinors
and¢ the Higgs scalar complex field, cf. Ef3. At the first order around the vacuum-
expectation value of the Higgs boson, this term looks likesasriermna)t» where the
massn is then given by (). The Yukawa coupling constapteing a free parameter,
the Standard Model does not determine explicitly the fempimasses, which have to
be measured.

The experimental determination of the quarks mass is caagldl by the fact that
they are coloured particles. Quantum chromodynamics (Q@&kfore implies that
they are confined and cannot appear as asymptotic stateseviduin the top quark
case, this quark decays before any hadronization (cf. @ettil.1) and thus allows
the extraction of its pole mass, which is the real part of thke pf its propagator:
\/P = Mpole — %'1“. Experimentally, a distribution closely related to thigiahle is
obtained and is fitted to simulated distributions generatitd different values of the
top-quark mass as generator parameter. The observed &opmass is therefore the
one which corresponds to the parameter of the generator.

There are two main concerns with this approach: Firstlypihle mass can be shifted
by non-perturbative QCD corrections and its theoreticgregsion depends on the
renormalization scheme. This leads to an intrinsic ambygof order Agcp ~
500 MeV [33][34]. Secondly, the measured top-quark mass is in fact the mEeam
of the generator used for simulation. These generatorseatgated to a fixed-order
calculation and the measured mass does not correspondspolthmass because the
latter absorbs some corrections that the former does nett{dparton shower cut offs
and restriction in hadronization modelling).

Other methods avoiding such complication have been deed|apg., the extraction of
the running mass of the top quark from the top pair productioss section. However,
because the low sensitivity of the total cross section wépect to the mass, it is
limited by the theoretical uncertainty and requires a goggtigion. It is then not
suited for early observation.

The more precise measurement of the top-quark pole madalaest the time of writ-
ing is given by combination of the several direct mass measant from EVATRON.
Combining results from CDF and D@ experiments using up tof68 of data, the
average mass of the top quark has been measumifﬁt: 173.3 + 1.1 GeW? [35].

Several Standard Model observables depend on the top-mask value via radiative
corrections. For example, the quark loop corrections dmute to thel” boson and
Z° boson masses by a term proportional to the square of the quask. Because of
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Figure 1.7: Comparison of the indirect constraints andaflineeasurements ofiy,
andm; based on LEP and BVATRON data. The contours correspond to 68% C.L.
and the green bands shows the relationship for the massascti®h of the SM Higgs
boson mass for region not excluded. The arrow shows the variation of this relation
if a(m?%) is varied by+c. From [36].

the heaviness of the top quark, its contribution is largemghant in these corrections.
This has allowed an estimation of the top-quark mass befoyalaect measurement.
For illustration, the extraction of the top-quark mass gsinpole data}}’ boson mass
and other electroweak quantities gives,, = 178.9 73" GeWk? [36]. Similarly, the
knowledge of the top-quark mass allows the extraction afrimfation on other correc-
tions. An improvement of the top-quark mass measuremedslteen to a stronger
constraint on the Higgs mass which also intervenes in cioress The relation be-
tween the top-quark mass and tH&* boson mass for different Higgs boson mass
hypothesis is illustrated in Fig.7.

Charge. The Standard Model top quark has a 2/3 charge. However, tred anal-
yses, which assume— W*b andt — Wb, are not taking into account the charge
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of the bottom quark, allowing the possibility 6f4/3 charge exotic top quark decay-
ing into Wb or W~b. The total production observed in the standard analyses can
thus contain a contamination from an exotic top quark. Haxehe existence of 2/3
charge top quark has been confirmed by analyses associhérjgts coming from
the bottom quarks to the reconstructed W bosons in the waghaorresponds to
the best kinematical fit with constraints em; andmy, and measuring the charge
associated to the jets directly correlated to the bottontkgolaarge. This jet charge
determination can be done via a weighted sum of the chardeedfacks inside the
jets: Qjer = > wiqi/ > w;, where the weights have been defined according to the
longitudinal or transverse component of the track momenitit respect to the jet
momentum, or via the detection of soft leptons produced bgnaileptonic decay of
the bottom quark. Results fromeEVATRON have limited the contamination frony3
charge top-like particle to 80% at 90% C.B7] and have excluded the4/3 charge
exotic top quark model at the 99% C.Bq].

V — A structure. The top quark decays into a bottom quark and’eboson with
a branching ratic~ 100% (cf. Section1.1.]). Due to the V— A structure of the
weak decay, only the left-handed particles can couple tdithboson. So, théV
boson from the decay is either left-handed ¢ 30%) or longitudinal (), ~ 70%),
and the right-handed contribution is expected to be nddégi-, ~ 0%). The W
boson helicity can be observed through the charged leptevhioh it has decayed
via several observables sensitive to the helicity: trarsevenomentum of the lepton,
invariant mass of the lepton and the associated bottom gaated* between the
lepton and the associated bottom quark inlidoson rest frame. The latest studies
at the TEVATRON have been performed using a kinematical fit method to selectte
from which cos 8* can be extractedp] or using Matrix Element method{)]. Both
methods show a good agreement with the SM expectations.

Forward-Backward asymmetry. Another interesting feature of the production
is the forward-backward asymmetry between the top quarkaaitbp quark. This
kinematical effect appears at NLO, due to radiative coiwmedn quark-antiquark an-
nihilation (in initial and final state, but also as interfiece with the box diagram) and
interference of gluon-quark scattering ¢ — Q + Q +¢) [41][42]. This asymmetry
App can be observed experimentally when the initial partong laasharge asymme-
try by measuring the normalized difference between the murabeventsVy in the
forward region {f > 0) with respect to the number of event&s in the backward
region ¢ < 0): App = (Nr—Np)/(Nr+ Ng). The forward and backward regions
can be defined in the laboratory frame using the rapidity efttp quark:A2?; or in
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the centre of mass of the_top and antitop system using thereif€e between the top
and the antitop rapidityA% ;.

At the TEVATRON, where the initial state of the colliding hadrons is charggna
metric, the forward-backward asymmetry amount at NLO iseexgd to be of the
order of 8% (resp. 5%) forli, (resp. A%",). D@ using 5.4fb* of data has
found A‘;iB = 0.196 + 0.065 for the detector phase space which correspond to
a theoretical asymmetry df.05[43]. The latest results at CDF using 5.6fhof
data isA}fB = 0.158 £ 0.074(syst. + stat.}j4] when a theoretical asymmetry of
0.058 4+ 0.009 where expected. Even if these results are agreeing with thers-
diction within ~ 20, the results for large invariant top-antitop mass showsvéatien

higher tharBo.

At LHC, which is a proton-proton machine, the top-antitopguction is symmetric
in the laboratory frame, but small effect can be observedtduge tt + g contri-
bution, where the antitop quark appears to be more cental ttie top quark. The
measured variable is the charge asymmeilgy based on the difference between the
absolute value of the (pseudo)rapidity of the top quark hedntitop quark. At CMS,
the charge asymmetrg?, has been measured-ad.013 + 0.026(stat.) ) 055 (syst.)
after1.09fb~* while 0.011 + 0.001 was expected from theor$f]. At ATLAS, the
charge asymmetryl?, has been measured-a6.023 + 0.015(stat.)+ 0.023(syst.) af-
ter0.70 fb~ while 0.005 £ 0.001 was expected from theory§]. Both measurements
show good agreement with respect to the Standard Model &atjets, but are limited

by the low amount of data.

Flavour-changing neutral current.  Flavour-changing neutral currents (FCNC) are
suppressed in the Standard Model: this kind of process i®ssiple at tree level
while the quantum loops contributions are below °. The FCNC processes can
however be enhanced by new physics. The presence of FCNCecahderved in
two top quark decays channels:— Zu(c) andt — ~u(c), and on single top quark
production:u(c) + g — t. The single top production has been studied at LEBRA
and CDF and has led to an upper limitd9 x 10~ ont — u+ g and5.7 x 1073 on

t — ¢+ ¢[47]. Branching ratios for — Zu(c) andt — ~yu(c) have been constrained
at CDF to be lower thaB.7% [48] and 3.2% [49], respectively. Prospects are also
available at LHC $0Q|[51].

Spin correlation. Due to the fast decay of the top quark, its spin is preservexven
age despite the depolarizing effect of gluon emission lpngtinteraction. This allows
an observation of the possible top quark polarization wsathgular distribution of its
decay products. The spin of the two top quarks in#hproduction are correlated,
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depending on the production process: gluon-gluon fusidirdeminantly yield a like-
helicity ¢¢ pair, while quark annihilation will dominantly yield an opgite-helicitytt
pair [52]. A commonly used observable is the asymmaeirt (N, — Ns)/(N, + N;),
where N, and N, are the opposite-sign helicity events and the same-signitiyel
events respectively, measured in a given spin quantizati@ The measurement of
the spin correlation imt can be used to confirm the predictégroduction processes
fraction, to provide an experimental upper limit to the gpark lifetime and to indi-
cate possible contributions from new physics which can rhffze spin correlation.
The current measurements performed at tB®ATRON are limited by uncertainties,
but consistencies at at least 95% C.L. have been foa@jpH4][ 55].

1.1.3 Top quark and physics BSM

Due to its large mass of the order of the electroweak symnm@tgking scale, the
top quark plays a special role in many theories beyond thedatad Model. The top-
quark phenomenology also provides many observables whiclbe tested under the
Standard Model hypothesis. A discrepancy between a pestibservable and its
measurement can therefore indicate a new physics effest.s€htion briefly summa-
rizes some of the main proposals of investigation of unalegkphysics in top-quark
phenomenology. More details, which are beyond the scopggsthesis, can be found
in the references provided. | will notably include consatems about the Higgs bo-
son in this section, even if this is sometimes consideredStardard Model topic.

Numerous new physics can affect the way the top quark is peatiar decays, or can
enhance the measurement of the rate of a given channel bidipgwa similar final
state.

If a model predicts a heavy neutral particle which can cougtk the top quark$6],
this particle can decay in a top quark pair and contributetheéostandard model fi-
nal state. This can also be the case through dynandondensate formed by a new
strong gauge force. In both case, the final state of theseegses allows the ob-
servation of a resonance in theinvariant mass. This is challenging for very high
masses of the resonance, because of the boost of the topsquraduced by its de-
cay, and the consequent small angular separation betwedmdt-state objects; this
leads to the development of specific algorithms, which rettant large jets contain-
ing substructures corresponding to thieboson decay products and the bottom quark
hadronization. Non resonant top quark pair production $e @lossible. A first ex-
ample is the associated Higgs boson productidih where the Higgs boson decays
in two bottom quarks, leading to four b-jets and two oppositargel/” boson. This
process is expected to be small in the Standard Model buteasdxd in combination
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to increase the Higgs boson discovery. In other modelsptioisess can be enhanced.
A second example is the decay of a massive vector bo3énsifito top quarks and
antibottom quarks. In a model independent approach, nevatips introduced in a
low energy (with respect to the new physics threshold) &ffed_agrangian can in-
terfere with the Standard Model Lagrangian and can affextitinvariant mass in a
non-resonant ways[/]. In this approach, the contribution of the different ogera
can be constrained by the observation. Thproduction being dominated by quark-
antiquark annihilation (mainly up-quark annihilation)tia¢ TEVATRON and by gluon
fusion at LHC, the constraints on the different operatortibuations are complemen-
tary in the two experiments. Single top production can aksaffected through &’
boson or a charged Higgs boson (predicted by multi-Higgseits)d Both channels
are identifiable with the invariant mass of the decay praslu€he heavy?’ boson
can also affect the observed helicity if this boson coupeight-handed particles.

If a model predicts a new particle with a mass smaller thandhejuark and couples
with it, this particle can affect the top quark decay. It is tase in SUSY models,
where the Higgs sector is composed of at least five Higgsabestiincluding two
charged Higgs bosons which are expected to couple to tok quat mediate their
decay. The top quark decay can then be mediated-byH *b where H+ — Fv or
HT — c5 (or evenH™ — Why wherehg is the charge parity odd neutral Higgs
boson which can decay in two tau leptons). This effect candserwed by the study
of these new final states or by the observation of a lack oftewsith respect to the
expectation due to the non optimization of the standasalection for these new final
states. The top-quark lifetime can also be perturbed by nemies, such as fourth
generation, non-standard top decay models or other egterisading to a long-lived
top quark. This effect can be observed by the presence ofptaded vertex for the
W boson decay or by the spin decorrelation in the top quarkgattuction.

New particles can also replace the top quark to mimic the §itzdé. A first example is
the light stop particlé;, which is the lighter of the two super partners of the top guar
in supersymmetric models. This particle can be producediingnd then decayed
in a neutralino {9) and a top quark or in a chargingy{) and a bottom quark. In
the latter case, the chargino decays in neutralinol&foson or in neutralino and
leptons. In all the cases, assuming a stable neutralindirthlestate is similar to the
tt production expected possible high missing transverseggnéx second example
is the additional heavy quark, which appears in several models (fourth generation,
Little Higgs, ... B8]). This process can be distinguished from thproduction by the
mass reconstruction and by the scalar sum of of the trarese@ergy of reconstructed
objects.

Finally, possible discrepancies observed between theuresbservables and their
expected value from the Standard Model can indicate theepoesof an interaction



18 CHAPTER 1. TOP QUARK

mediated by a new particle. For example, in the case of thedia-backward asym-
metry, where a deviation of more th&a has been observed at th&VATRON for

high ¢t mass (cf. Sectioi.1.9, this can be due to FCNC induced by a massive neu-
tral vector boson. This hypothesis has been rejected dueetalisence of same-sign
top quark pair event$p]. Other observables (discussed in Secfioh2), such as the
Wtb vertex coupling, the spin correlation, the flavour changiagtral current, thél’
boson polarization or the top quark charge can also potbniaicate the effect of
new physics.

The analyses on these matters have currently establisivhgsisn limit on the new
particles mass or on the processes cross section accoodihg tnodel chosen. For
illustration in CMS studies, an exclusion at 95% C.L. hasnbeached for stop par-
ticles with a mass lower thar 620 GeVk? [60], for heavyt’ particles with a mass
lower than~ 450 GeVk? [61] and for top-like particlel” decaying totally ifl" — ¢Z
with a mass lower tham17 GeVk? [62].

1.2 Experimental observation of top quarks

This section first describes briefly the indirect evidenc¢heftop quark and the ex-
perimental facilities where the top quark has been obsefwitti emphasis on the

LHC), then summarizes the observation methods and thequevesults. Finally, the

experimental data harvesting and the simulation generatithe concrete case of my
analysis are introduced.

1.2.1 Indirect evidences

The first direct observations of the top quark have beenzein 1995 at the Hva-
TRON and in 2010 at LHC. However, indirect evidences of its exiseehave been
established before on a theoretical and experimental.lines

The possibility of a weak-isospin doublet of a third genierabf quark has been first
introduced in early 1970 in order to build a weak interactimodel consistent with the
CP violation observed in kaon dec&}.[

The observation of the bottom quark in 1977 has re-enforlcecssumptions on the
existence of the top quark. Firstly, in a naive approachpieared natural to have
a third generation of quark behaving as the two previous rg¢ioes. Moreover, a
third weak isospin doublet reestablished the symmetry éetwquarks and leptons.
Secondly, the weak isospin doublet is also needed to apelgdhivalent of the GIM



1.2. EXPERIMENTAL OBSERVATION OF TOP QUARKS 19

mechanism for the third generation and suppress the flaskamging neutral current
which is not experimentally observed. And thirdly, in a gnese of third generation
particles, the need of an isospin doublet was an elegani@olio cancel anomalous
lepton loop diagrams. Indeed, these anomalous lepton la@pproportional to the

product of the weak neutral current axial strength and theusgiof the electric charge,
leading to a constraint on the properties of the fermionsiaaomaly-free theory
is wanted. Taking into account the three colour charges efgtilarks, the minimal

possible solution is the existence of a third generatiorkvigaspin doublet.

Several experimental observations have also indicategrésence of this quark. In
1983 in PETRA, the forward-backward asymmetry in bottomrkymoduction p3],
which is related to the axial coupling of the weak neutrakent73 of the bottom
quark, was favourin@s, = —% implying the existence of a weak isospin partner. In
1987, at ARGUS, DORIS and CESR experiments, the absen& Bf mixing has
led to a lower mass limit on the top-quark mass > 60 GeWk? [64][65][66]. As
stated before, the absence of observed flavour-changingaheurrent, as observed
in CDF and DO in 1988-1993[7], was also an indication in favour of the existence of
the top quark. But the strongest indirect evidence has bb&ined from the direct
measurement of the bottom-antibottom production frdhboson decay at LEP in
1994. In such analysis, the decay width of this process hes beasuredl’(Z —

bb) = 385 4+ 6 MeV [5], while its theoretical expression is dependinglef [68]:

T'(Z — bb) o< (T3, — Qpsin® (0w ))? + (Qp sin? (O ))? (1.9)
For a bottom quark singlefl3, = 0, this theoretical value i24 MeV, when for a
bottom quark doublet membéf, = f%, this value is381 MeV. The observed value
is clearly rejectindl’s, = 0 and compatible witls, = —%.

Additionally, as stated in Sectiah1.2 the top-quark mass parameter appears in pre-
cision electroweak measuremeri§]] Combining these informations, a narrow top-
quark mass region has been determined before its first aiigmry Such method can
also be performed for the Higgs boson, but while the top quaaks dependence in
the radiative correction is quadratic, the Higgs boson rdapgndence is logarithmic,
which leads to weaker constraints.

1.2.2 Hadron colliders

Due to its large mass, the top quark can only be observedlmgmrigrgy collisions, cur-
rently only reached by two large synchrotron hadrons cetidthe Large Hadron Col-
lider (LHC) and the EVATRON. In these colliders, two beams composed of bunches
of hadrons are accelerated in opposite direction in a @rdactility containing notably
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resonant cavities (for the acceleration) and multipoles lffam curvature and beam
collimation). The two beams cross at determined placesamtitelerator ring where
is located a detector.

The most relevant parameters in a particle collider areythe of particles used, the
luminosity . and the beam energy. The type of particles and the beam edetgyy
mines the cross section of a given process, while the inegjtaminosity. = [ .Zdt
allows the prediction of the number of expected occurrentdisis process knowing
its cross section. The instantaneous luminosityis directly related to the beam in-
tensities and densities, as expressed in the simplifiediequag.1.10(neglecting the
crossing angle effect and the variation of thand N parameters).

Ny Ny ! N1 Ny
A oy oy N 4\/€x 05643,
wheref is the frequency of the collisiony; the number of particles in a bunch in the

beami, o the transverse profile of the beanthe emittance (defined ky—= w%z) and
5* the amplitude envelope function at interaction point.

(1.10)

Z=f

Processes produced in hadron colliders are obtained fréenactions of coloured
partons carrying a fraction of their initial hadron momentuWith respect to lep-
ton colliders, the amount of produced particles during thiéiston is larger, due to
the coloured nature of the partons which leads to hadraoizatAnother complica-
tion with respect to lepton colliders is the unknown momentf the parton, which
cannot be determined due to the impossibility to measuréitiematics of the pro-
ton remnants. The total interaction cross section in hadadiders, illustrated on
Fig.1.8, is dominated by elastic scattering, diffractive eventd aan-diffractive pro-
cesses dominated by multijet QCD processes (respectiv8hbo,~ 10% and~ 55%
at LHC). The more interesting processes have a much lonereay. ~ 10~ of the
total cross section fatt at LHC. Beside the parton-parton interaction of a process of
interest, the hadronization of the soft proton remnantsatam interact and produce
additional particles. There is also a possibility that mbgn one proton-proton inter-
action occur during the same bunch crossing or that a pagirdduced in a previous
collision impacts the current event. These two effectgeetvely called “underlying
events” and “pile-up”, add background activities in theed¢dr and should then be
kept under control (multiple parton interaction can alspgen). The high interaction
rate is also unmanageable directly by the computing ressuio terms of processing
time per event, and of storage). Therefore, an online detect performed in order
to process and store only the events showing interestingctaaistics.

The TEVATRON is a circular proton-antiproton collider of 6.3 kilometrefcircum-
ference located at the Fermilab Laboratory, in lllinois,AJSwo general purpose
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proton - (anti)proton cross sections
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Figure 1.8: Production cross sections of several procasspsoton-(anti)proton
collisions at the EvATRON and at LHC. From John Stirling.
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detectors have been installed at thevVATRON: CDF [69][70][71] and D@ [72[ 73].

A first phase of operation, called “Run I", has taken placeveen 1992 and 1996,
colliding protons and antiprotons at a centre-of-massgnei 1.8 TeV and providing
160pb ! of integrated luminosity (the maximum instantaneous lusity reached
during Run Iis 3«103* cm~2s~!, with ~ 3.5us between each bunch of particles). Af-
ter an upgrade of the accelerator and detectors, a secosd,galed “Run II”, has
been ongoing from 2001 and is planned until September 20ith axentre-of-mass
energy of 1.96 TeV and of instantaneous luminosity (the marh instantaneous lu-
minosity reached during Run Il is>51032 cm~2s71). An upgrade of the tracking
system of the D@ detector has been realized during a shutoo2006, and the data
harvesting phases before and after this upgrade are reghgdenoted as Run lla
and Run lIb. The Run Il beams are composed of 36 bunches,icima276x 10°
particles in each proton bunch and>8m° particles in each antiproton bunch, and
separated by 396 ns with a maximum interaction per crosding 5. By the end
of September 2011, theEVATRON will have provided approximately 128 of inte-
grated luminosity to each experiments.

TheLarge Hadron Collider (LHC)[74] is the particle accelerator built by the Euro-
pean Organization for Nuclear Research (CERN) near Genleeansists of a syn-
chrotron of 26.7 kilometres of circumference under the bollietween France and
Switzerland, in the tunnel built for the previous CERN abdli, the Large Electron-
Positron Collider (LEP). The construction started in 200@ first beam has been
injected the 18 of September 2008, the proton-proton collisions/at = 900 GeV
have started the 230f November 2009 and the proton-proton collisions &t =

7 TeV have started the 80of March 2010. During 2010, 47.03 pb of integrated
luminosity have been delivered and 43.17 plrecorded by CMS (with 4% of uncer-
tainty on these numbers), with 3.1 pbcertified before the September break (which
corresponds to the data used in the analysis presented ith#sis). The LHC is cur-
rently (August 13" 2011) running at instantaneous luminosity of @33 cm=2s~1,
with 1380 bunches per beam, containing 28! protons separated by 50 ns with
an average number of interactions per crossing @f

The collider, illustrated in FidL.9, is divided in eight arc sections and eight straight
sections constituting eight octants. The straight sestammtain experiments and sys-
tems for the machine operation. Two proton beams are ctinglan opposite direc-
tion into two vacuum chambers in multipole magnets at lowperature (1.9 K) and
cross at small angle at four points of the collider, wherdaeated the four big LHC
experiments: ALAS [75] (in the octant 1), AICE [76] (in the octant 2), CMST7]

(in the octant 5) and LHCb7B] (in the octant 8). The other octants contain the two
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Figure 1.9: Schematic view of the Large Hadron Collider.rk{@4]

beam collimating systems (octant 3 and 7), the radio-frequ@cceleration system
(octant 4) and the beam dump system (octant 6).

1.2.3 Selection strategies and previous results

The first step in the selection of events of a given processagsure that these events
will be kept by the online selection performed by the triggeThe outputs of each
subdetector have then to be interpreted in order to reaarisffiobal objects such
as the primary vertex of the interaction, the electrons,nthumns, the jets and the
missing transverse energy. The second step consists iplgiragpa further selection
based on these reconstructed objects knowing the topoldpe studied process. At
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this stage, usually called “pre-selection”, the seleciuf@e contains events from
the studied process, called “signal”, but also other evertitich are mimicking the
studied process behaviour (due to processes producinglarsiimal states or due to
the reconstruction limitations), called “background”. eTpre-selection can be tuned
to reject regions where the signal rate is negligible witspezt to the background
rate. The third step is the final analysis, which consistgjlyang specific methods
to discriminate further the signal from the backgroundsoatract information from
the signal.

Among the top-quark production processes in hadron cotlisiescribed in Section
1.1.1, the most visible channels appear to be the dileptanahannel & 10 pb) and
the semileptonict channel & 54pb). The single top processes are indeed penal-
ized by their low cross sections, while the hadrottichannel is overwhelmed by
similar final state events produced by multijet QCD proces$espite its relatively
small branching ratio, the dileptonic channel constitwwtesery clean subsample for
the study oftt production. Indeed, the backgrounds producing energsiiated lep-
ton are dominantly coming from weak decays involving realioiual intermediate
vector bosonsW/, Z), with negligible contamination from multijet QCD evenihe
event selection allows directly the measurement of theasigross section. Indeed,
the number of selected events after the rejection of thedradkd processes corre-
sponds to the product of the integrated luminosity, thescsestion and the efficiency
of the selection.

In the dileptonic ¢t channelcase, the selection is first based on the presence of two
energetic isolated leptons. The main backgrounds at tagestan be divided into
two categories according to the origin of the leptons. Theayloe produced directly

in the background process from weak interaction, in whickedhe momentum and
the isolation (i.e., the absence of other particles prodgotinearly) are similar to the
signal leptons, or they can be resulting from a jet, a heawarlqdecay or a particle
incorrectly identified as a lepton, which are referred asn*poompt lepton” in the
following. The background processes of the first kind aredibeson processes, the
single toptW and theZ® and continuum Drell-Yan production.

The diboson processes (notéd’), regrouping théV =W+, W+ 2% and thez°2°
processes and illustrated by FiglQ are dominated by th8/*1¥~ process. At the
TEVATRON, it constitutes a non negligible background, due to itsesestion similar
to thett (ow+w- ~ 12pb aty/s = 1.96TeV[79, for o,; ~ 7.5pb). At LHC,
due to the increase of energy in the centre-of-mass systehthenuse of proton-
proton collision, this background appears to be less domi@gy +y;,- ~ 43 pb at
Vs = 7TeV [80], for o3 ~ 160 pb). TheW W process is usually discriminated with



1.2. EXPERIMENTAL OBSERVATION OF TOP QUARKS 25

q W+ q w+
/ v/Z
q

q w* 4 w*

(@) (b)

q 70 ¢ A
/ W:t
q

q w* q W=

© (d)

Figure 1.10: Main diboson process diagrams: t-chabn@l (a), s-channelW W (b),
t-channelW Z (c) and s-channél’ Z (d).

respect to thet by the absence of energetic jets. Other diboson processdaging
two leptons from aZ® boson decay also can be rejected by the invariant mass of the
two leptons and a low missing transverse energy.

A same flavour lepton-antilepton pair can be produced byreleeak interaction from

a quark-antiquark annihilation via a virtual photon or al i@avirtual Z°. This pro-
cess is called “Drell-Yan” and, fam,, > 50 GeWk?, is of the order of 300 pb at the
TEVATRON and 3000pb at LHC{s = 7TeV). This process is dominated by the
real Z° boson decay (after a basic lepton selection in isolationraathentum, the
real Z° boson peak can be observed in the dileptonic invariant naask; 90% of
the events lies in &15 GeVie? window around theZ® boson mass). There are possi-
bilities of jets production via flavour excitation or gluopligting, but this is reduced
(The ratioo 7125 /0 z with a typical jet threshold is of the order 8§ at LHC [81]).
Due to the leptonic family number conservation, a distttis made between the
Drell-Yan to two electrons or two muon®{” — ¢¢) and the Drell-Yan to two tau
leptons QY — 77). The former contributes directly to the backgrounds of ¢he
andyu dileptonic channels, while the later is the only possiblelDYan background
contribution to theey, channel via leptonic decays of one tau lepton in an electron
and of the other tau lepton in a muon. Ther— — e®uT branching ratio isv 6%,
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and the absence of large Drell-Yan background is the masoreahy theey chan-
nel provides a better signal-over-background ratio thare¢hand e channels. The
Drell-Yan process can be discriminated from the signal l®yahsence of energetic
jets and transverse energy imbalance. InfHé — ¢¢ case, the dileptonic invariant
mass shows a peak corresponding toARdoson mass which can be used to discrim-
inate this background. The Drell-Yan background is the daami background in the
ee andup channels and one of the dominant background ireghehannel. For this
reason, the contamination rate of this background is inig¢estimated from data.

The single top production can also contribute to the dilejotbackground from the
tW process. As described in Sectibr. ], this process is negligible at th&aVATRON,
but not at LHC. With respect to th production, theW process produces only one
jet from a bottom quark decay and has a lower cross sectidrer®ingle top channels
are negligible in the dileptonic channel.

The rate of non-prompt leptons passing the lepton selectitaria is low (of the order
of 10~* for electrons and negligible for the muons). Backgroundcesses which
need one (resp. two) non-prompt lepton to be selected hagteetion efficiency of
the order of the non-prompt lepton rate (resp. of the ordéh@fhon-prompt lepton
rate squared), and can thus affect the analysis only in daséffaciently high cross
section. The contamination rate of these backgrounds dsp&rnongly on the non-
prompt lepton rate, which corresponds to tails of distitouparticularly sensitive in
simulation. Therefore, the contribution of these backgdsuis estimated from data.
The background processes contributing via one or two nompt leptons are the
semileptonict, the W +Jets process and the multijet QCD processes.

The semileptonic part of theg process is five time more abundant than the dileptonic
part. This process produces one energetic isolated leptimsjng transverse energy
and a high jet multiplicity, and one of the two bottom quarks decay leptonically
producing a second lepton. The probability that a leptosipgsthe momentum, iso-
lation and identification criteria is a lepton from a bottomack decay is however
small (~ 10~2 for ¢z at LHC), which reduces significantly the contribution ofsthi
background.

TheW +Jets process is the production of a rdaboson associated with quarks or glu-
ons, as illustrated in Fid..11 This process, including the leptonic decay of Wiebo-
son, is of the order of 3000 pb at thelATRON and 30000 pb at LHC\(s = 7 TeV).
The W+Jets process can be a background wherthboson decay leptonically ac-
companied by an additional non-prompt lepton. As in the cdgbe Drell-Yan, the
cross section decreases when the jet multiplicity increabtoreover, heavy flavour
quarks can be produced by a gluon splitting (this case isddl + heavy flavour”),
but again the cross section is much low&H][
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Figure 1.11: Three examples @f +Jets process diagrams.

The multijet QCD process, due to its large cross sectionatsmaffect the dileptonic
selection when two non-prompt leptons are selected.

After the leptonic selection, the dileptonic selection &séd on the invariant mass
between the two leptons (to reject Drell-Yan backgroungissence of missing trans-
verse energy, presence of energetic jets and, if needeskrmre of jets identified as
produced by the decay of a bottom quark.

In the semileptonictt channel case, the selection is based on the presence of one
lepton, large jet multiplicity and missing transverse gyerThe main backgrounds
are thelV +Jets and the multijet QCD processes described previoindiis case, the
W+Jets process is not reduced by the need of one non-prontphletich leads to a
lower signal over background ratio. Additional tools, liagological variables (such

as jets aplanarity which describes the uniformity of the gtatial distribution, and
jets centrality which describes the tendency to producedtayets), kinematical vari-
ables (such the scalar sum of the transverse energy) antfickgion of jet produced

by the decay of a bottom quark (called “b-tagging”), have eaused to discriminate
the signal from the background.
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At the TEVATRON, the first results at the CDF and the D@ experiments fortthe
observation has been realized after20pb=! of integrated luminosity, using the
dileptonic and the semileptonic channels. Due to the smalinosity, the statistical
significance showed a clear preference for the existenceedf tprocess with2.8¢
statistical significance at CDBJ|[84] and a2.7% probability that a background fluc-
tuation only can explain the observed excess in the everidszafs5][86]. The 2
March, 1995, EVATRON announcedd7/] the discovery of the top quark, supported
by a4.8¢ statistical significance at CDFB]and a4.60 statistical significance at D@
[7]. At CDF, this limit has been reached withjets andu+jets semileptonic channels
using two b-tagging methods based on the presence of a cisptecondary vertex
(SVX) or on the presence of a soft lepton from the bottom-kjdaicay (SLT) and with
ee, ey and pp dileptonic channels. 6 dileptonic events have been seldotean ex-
pected background af3+0.3 and 37 semileptonic events have been selected, with 27
b-tags using the first method (SVX) for an expected backgtai6.7 + 2.1 and 23 b-
tags using the second method (SLT) for an expected backdmfurs.4+2.0. At DJ,
this limit has been reached witle, ey and . dileptonic channels, with+jets and
pt+jets non b-tagged semileptonic channels using an aptar@ari and withe+jets
and ptjets b-tagged semileptonic channels using a b-taggindnedelbased on the
presence of a soft muon from the bottom-quark decay. 17 eV@&ave been observed
with an expected background 88 + 0.6.

Since 1995, D@ and CDF have provided many analyses congaoprguark physics
(public top physics results for D@8§] and for CDF: B9]). The current main results
for the top-quark properties and top-quark production vedready discussed.

At LHC, the observation strategy is slightly different from thearsed at the EvA-
TRON. The top quark production rate at early stage at LHC is abeatdrder of
magnitude higher than at theeVATRON (due to the luminosity of the accelerator and
the centre-of-mass energy). This implies that#hprocess is visible during the early
stage of the experiment, when the reliability of complexorestruction methods, of
subdetectors calibration and of data quality provided leyLtH C have not been tested
in real condition yet. A simple and robust selection is thezfgrred in order to un-
derstand the possible discrepancies from the expectafibtm®over, thet events are
complex events involving leptons, jets, secondary vestared missing transverse en-
ergy, constituting an important step in the physics comimmsg of the experiment.
In addition, the top quark having already been observeaaolr a high statistical sig-
nificance is less important than to provide a first milestonaé experiment start-up.

In this context, the first observations tfat LHC have been performed by simple
and robust selections. Different selection scenarios baea developed to allow ob-
servation even in case of malfunctioning of one specific stdxtor or unavailability

of more complex reconstruction method. This thesis dessribe analyses proposed



1.2. EXPERIMENTAL OBSERVATION OF TOP QUARKS 29

for early data at CMS, which has led to the first publicatiothef evidence of the top
quark at LHC the 28 October, 2010 in arXiv and the f7January, 2011 in Physics
Letter B[1].

1.2.4 Observed and simulated events at CMS

[ C0||ISIOnSj‘[DAQ & Tngger;‘ 5 A -

Reconstruction |Analysis Results

1B 2B .
MC Simulatio Det. Simulation

Figure 1.12: Workflow of the processing of the observed datbthe simulation.

As described in Figl.12 the infrastructure for the data treatment starts with @iad
acquisition during the collision. This is performed by thatal acquisition system
(DAQ) of the detector and the trigger system. The data ane sawed on disk for
offline reconstruction and further analysis. The resulésfarally compared with ex-
pectation of a given theoretical hypothesis to provide tgions. This comparison
with theory is based on simulated data. This simulationstaith the Monte Carlo
(MC) generator, which generates the kinematics of the predyparticles based on a
given theoretical model. The process is usually computddaating order and cor-
rections are added using parton shower models. A matchimgedure is performed
to avoid a double counting between, for example,sthe 1 final partons at LO and
then final partons at LO + one radiated parton added by the partonestprocedure.
Finally, the hadronization is also simulated to obtain thalfcolour-singlet particles
which will interact with the detector. The interaction withe detector, the simulated
response of the sensors and the hardware trigger decigquesdiormed in the detec-
tor simulation step. At the end of this step, the simulated flarmat is totally similar
to the format of the data from collision, with the exceptidrite additional generator
information which can be used for performance and optirfonastudies. The same
reconstruction algorithms are performed on simulated dathobserved data in the
reconstruction step, where the physical objects are deldinom the subdetector re-
sponses. An analysis is then performed on these recoredirobjects, optimized to
extract information from the signal.

The experimental data (step1A in Fig.1.12) used in this analysis have been col-
lected during the proton-proton collisions at 7 TeV energthie centre-of-mass, when
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the solenoidal magnetic field inside the detector was at tmimal value of 3.8 T.
The recorded data are divided in runs (continuous periodatd thking), and each
runs is divided in luminosity blocks (section correspoidio a fixed number of beam
orbiting period). In order to ensure that these data have baesested during a proper
configuration of all subdetector, only the runs and the lwsity blocks of data vali-
dated by the Data Quality Monitoring (DQM) group and the Rtgy¥alidation Team
(PVT) have been used. This excludes events recorded dumngammissioning run,
when at least one subdetector was misbehaving or when traggealibration con-
stants where not optimal. The integrated luminosity is Baseinformation from the
forward hadronic calorimete®[)], which leads to a total a3.1 pb~? of integrated Iu-
minosity. Additionally, the events recorded in bad corif (events containing large
amount of deposits due to beam halo particles, primary xegeonstructed with a
low confidence level, presence of significant noise in thedvad calorimeter) are not
proceeded to the analysis. More details on the data sateat@available inJQ].

The LHC is designed to collide proton bunches at a rate of 4a@MMoreover, a
bunch crossing can provide several proton-proton intemastdepending on the lumi-
nosity. Knowing that a typical event produces about 0.5 rhggeof data, and that rel-
atively uninteresting interactions are dominant, the nmisresting events are sorted
and stored only if the event has been selected by the triggézra P1][92] (step24

in Fig.1.12. Due to the high rate of events, the decision has to be aasgsvssible.
This is achieved by several refinement levels applied fromlelss time consuming
to the more complex reconstruction. The first trigger is tlewdl-1 Trigger (L1),
which is based on programmable hardware assigned to theefgeinse subdetectors
(calorimeters and muons chambers). At each collision, i lbasl fast reconstruction
is performed and a decision is made in less than8,2ejecting about 99.75% of the
events which reduces the event rate to less than 100 kHz. dEision is based on
programmable thresholds on the reconstructed objectsalbaton the readiness of
the subdetectors and of the data acquisition system. Tlendddgger is the High
Level Trigger (HLT), and is purely based on software on a cotimg farm. Thanks
to the reduced frequency, a more complete topology reageigin of the event can
be performed by more sophisticated algorithms. The HigheL&vigger is also in-
ternally structured with several layers, each layer refjiiive objects reconstructed in
the previous layer. At the end of the High Level Trigger, arre\vis accepted if it
has successfully satisfied the successive filters of at esestrigger path. The High
Level Trigger reduces the event rate to a few 100 Hz which tared definitively on
tape for an offline reconstruction. Collected data sample®eganized in skimmed
datasets (“primary datasets”), regrouping events passigigen set of triggers aggre-
gated according to the type of objects that fired the triggle two skims used in this
analysis are based on the presence of a muon object or aroalptioton object, with
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thresholds looser than the selection which is applied orattadysis selection. The
events contained in both skims are treated consistently.

The trigger efficiency has to be taken into account to knowptteportion of signal
events that escape the selection. For the leptonic triggech are the ones used in
this analysis, the efficiencies can be evaluated directipénsimulation and in data
by the “tag and probe” metho8$§] in real data. The principle of the tag and probe
method consists in a comparison of two selection efficienitiea sample dominated
by real dilepton events (the selection of this samples shofitourse not be biased
with respect to the evaluated trigger). In this study, tlisigle is constituted of the
events passing lepton identification and isolation requénets defined in the analysis
(cf. Section2.3.3and2.4.3 and leading to a dileptonic invariant mass close to the
7% mass peak7 GeVk? < M, < 106 GeVk?), which is dominated by Drell-Yan
events. Three selections are defined: a strong tag seleatioaser or identical probe
selection and a looser base selection. Requiring at leasiepton passing the tag se-
lection, there are three categories of events: the secptohi@asses the tag selection
(T events), the second lepton passes the base selection grdlieeselection but not
the tag selectionR® event), and the second lepton passes the base selectiamtbut
the probe conditionK event). In this case, the efficieneyf the probe selection is
evaluated by:

_ 2Nr+ Np
B 2N7 + Np + Np

where N, is the number of events in the category. Finally, from the single lepton
efficiencye, the selection efficiency for events containing two leptoas be obtained
from (1—(1—¢)?) under the reasonable assumption that the two lepton efficieare
uncorrelated. This method can be validated at simulatiesl |evith different process
to ensure that the kinematic of the process has a neglidftelet e

¢ (1.11)

In this study, the trigger efficiency for events with two medmas been evaluated to
98.0 £+ 0.5% in simulation and7.7 + 0.3% in data, mainly reduced by a low effi-
ciency for muons withn| > 2.1. Based on comparison betwe#&nand Drell-Yan
simulations, it appears that the trigger efficiency has todreected by an increase of
1%. The single electron efficiency appears to be really Higgding to a trigger effi-
ciency for dielectron events higher the9.9%. The single electron trigger efficiency
dominates also for they channel, where the dileptonic events efficiency is higher
than99.7%.

The CMS experiment uses dedicatsaftware to perform the simulation of the de-
tector (ste@B in Fig.1.12), the reconstruction (stepin Fig.1.12 and analysis of

events (stegd in Fig.1.12.The software framework of CMS is called CMSSW. This
framework usessEANT4 [94] in the detector simulation. An additional abstraction
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layer, The Physics Analysis Toolkit (PAT9%], has been used for this analysis. The
details of the version of CMSSW, of the additional packagesiyand of the physical
tuning based on observed condition of the detector is daila [10].

Concerning thesimulated sampleqreferred as “Monte Carlo samples” or “MC sam-
ples”), several processes have been considered (&tép Fig.1.12). These samples
have been simulated with M>GRAPH [96] (version 4.4.12) oPYTHIA [97] (ver-
sion 6.420). The list of these samples with their associatess sections are listed in
Tab.1.3 The technical details are available ir0]. In order to compare the simulation
and the data, each dataset is scaled to correspond to thenaofquredicted events
for the given integrated luminosity. The number of avadadlents in each dataset is
large enough to provide a small statistical uncertaintyttiersimulation with respect
to the data, except for multijet QCD processes, that aret@ned by data-driven
estimation techniques anyway (Secti®2). Minor corrections, as flavour content of
theW/Z+jets samples and overlap betwe#&¥i andt¢, have been found negligible at
this stage and are then neglected.

Table 1.3: Monte Carlo samples used in this study.

Process Description Generatos x BR

TTbar Jet s tt MadGraph 157.5 pb
Wet s W+ jets (W — lv) MadGraph 31314 pb
ZJets Z + jets (v*/Z — U, My > 50 GeV) MadGraph 3048 pb

DYee_ML0Ot 020 Z/yx — ete™, (My < 20 GeV) Pythia 2659 pb
DYnmunmu_MLOt 020  Z/vx — pt ™, (My < 20 GeV) Pythia 2659 pb

Zee Z/vyx — etTe™, (My > 20 GeV) Pythia 1665 pb
Zmunu Z)yx — ptu=, (My > 20 GeV) Pythia 1665 pb
Zt aut au Z [y« — v, (My > 20 GeV) Pythia 1665 pb
ST_t WChannel tW MadGraph 10.6 pb
Wlet s VV + jets (V =W, Z) MadGraph 4.8 pb
QCD_Pt 15 QCD (15 < pr < 30 GeV) Pythia  811.8:b
QCD_Pt 30 QCD B0 < pr < 80 GeV) Pythia  59.49:b
QCD Pt 80 QCD (80 < pr < 170 GeV) Pythia  989.3 nb

QCD_Pt 170 QCD (7 > 170 GeV) Pythia  25.47 nb




Chapter

Event Detection and
Reconstruction in CMS

This chapter describes the characteristics of the CMS tiefdbe methods used to
obtain a reconstructed physical object from raw data oufmm subdetectors and
performances predicted and observed with the first data.

This chapter starts with an overall description of the CM&dr and then describes
each physics object used in the analysis: the tracks, thesptioe electrons and the
jets. Each of these sections contains a description of the snhdetector dedicated to
the object reconstruction, the reconstruction procedunddta performances observed
in simulation and data (especially for early dafa< 3.1 pb~1, corresponding to the
knowledge at the time of the first observation).

2.1 CMS overview

The Compact Muon SolenoidT] is a cylindrical detector of 12 500 tonnes, 21.5m
in length and 15 m of diameter centred on the interactiontttie origin of the sys-
tem of coordinates) and oriented along the beam axis. Taidesihe position and
direction of a particle inside the detector, several systefitoordinates can be used:

e The Cartesian system is composed of thexis oriented in the direction of the
centre of the LHC ring, thg axis pointing to the top and theaxis completing
the right-handed oriented coordinate system;
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e The cylindrical coordinates are based on thaxis, on ther coordinate which

is the distance in the-y plane and the angle with respect to the axis in the
z-y plane (/2 corresponding to thg axis);

e Finally, a last system of coordinates can be defined baseteopseudorapid-

ity n of a particle. This direction can be geometrically definedtsy formula
n = —In[tan(0/2)] wheref is the angle with respect to theaxis. The pseu-
dorapidity can also be interpreted physically by the forawl= 1/2[(|p] +
p.)/(|p] — p.)] wherep is the momentum of the particle apd is its z com-
ponent. This coordinate is related to the rapidityf the particle, of which the
pseudorapidity is a good approximation in the relativiitit. In this frame-
work, the position of a point is given by it8 coordinate (the distance with
respect to the origin of the system), itscoordinate and its pseudorapidiy

The distance\ R in then-¢ plane is then defined xR = \/(An)? + (A¢)2.

Figure 2.1: Overview of the CMS detectdi7. From inside to outside: the pixel de-
tector (light brown), the tracker (light pink), the eleatragnetic calorimeter (green),
the hadronic calorimeter (orange), the magnetic solergrielyj and the muon cham-
bers (white) and the magnet yoke structure (red).

The CMS detector is composed of multiple subdetectors,lastriited by Fig2.1
They are disposed in successive layers on the cylindrinadtsire of the detector. In
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this context, a subdetector is in general divided in a “B4rtke cylindrical part cen-
tred on the beam axis, and in two “Endcaps”, the two diskseuatjzular to the beam
axis closing the barrel. From the inner subdetector to therpthere are the tracker
(cf. Section2.2.1), the electromagnetic calorimeter (cf. Sectidd.1), the hadronic
calorimeter (cf. Sectio2.5.1) and the muon chambers (cf. Sectid18.1) separated
from the calorimeters by the solenoid. Other apparatus,thie hadron forward de-
tector (n| < 5), are also placed in the forward region to recover data dogéee
beam.

The CMS magnet system induces a 3.8 Tesla magnetic fieldgldcathe beam axis.
The charged particles are then bent in the transverse pdentkthe transverse mo-
mentum of a charged particle can be obtained by the sagittsunement:py ~
0.3BL?/8s wherepr is the transverse momentum in Ge\3 the magnetic field in
Tesla,L the distance between the two extremities of the arc in meftles éhe sagitta
in metre. This magnetic field is generated by a superconuyaoil of Niobium-
Titanium, 13 m long and of 5.9 m of diameter. The coil is codled..9K by an ex-
ternal cryogenic system using liquid helium. The magnetix feturns in a saturated
iron yoke that is also used as supporting structure for themahhambers.

2.2 Reconstruction of charged particle tracks

When particles are created, they first pass through the traokeetector. The charged
particles are detected by the microship sensors. The toajes of the charged parti-
cles can therefore be extrapolated from the set of hits, Baddconstructed tracks
can be used as a basis for more complex reconstructions sé&tii®n first describes

the tracker subdetector, then the track reconstructioorisiign and finally the perfor-

mance of the tracker and the reconstruction with the first.dat

2.2.1 Tracker subdetector

The conception of the tracker subdetecf#i[10([ 98] was very challenging. Firstly,
this subdetector is close to the beam pipe and should beaieffefring the operating
time of the LHC. Secondly, a high precision on the positionthef hits in the tracker
is essential to a precise reconstruction of the trajectqead then the transverse mo-
menta) and for the determination of the vertex or impact patars, which implies
a high granularity. Additionally, fast response is neede@void overlap between
signals from consecutive events. But a high density of higivgy detectors needs
complex cooling, increasing the density of material, whintreases the probability
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Figure 2.2: Schematic view of the CMS track@g], in the z-y plane.

of interaction between the particles from the event and thteral (bremsstrahlung
radiations, photon conversions, nuclear reactions). Tystesns were chosen to per-
form the tracking. The first one is a pixel detector, the cdbsketector to the interac-
tion point, composed of pixel sensors to enhance the pogcisithe reconstruction
of vertices. The second one is a silicon strip detector, @sag of silicon microstrip
sensors on several layers to provide a good track recotistmuc he total tracker is
560 cm in length and has a diameter of 220 cm, Eig.

The pixel detector barrel (BPix) is composed of three cyital layers of 98cm in
length with radii of 4.3, 7.3 and 10.2cm and is covered witB figbrid pixel detec-
tor modules (48 millions of pixels). The pixel detector eapg (or Forward Pixel)
(FPix) are composed of two disks of pixel modules from 4.84a1tm in radius, at
35.5 and 48.5 cm from the central point, covered with 672lgréector modules (18
millions of pixels). This allows a pseudorapidity coveragaching|n| = 2.5, and a
spatial resolution of 15-20m (the track reconstruction enhance the resolution up to
~ 10pum).

The silicon strip detector is composed of a tracker innerdbd 1B) and two tracker
inner endcaps (TID) surrounding the pixel detector, a #ackiter barrel (TOB) sur-
rounding the TIB and two tracker endcaps (TEC) closing tHimdgr.

The TIB extends radially from 20 cm to 55 cm and is 140 cm lohgohtains 4 layers
of silicon microstrip sensors with strips parallel to thetreaxis. The-¢ resolution
is 23um for the two first layers and 3am for the two last layers. The two first layers
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are double sided with microstrip detectors tilted by 100dnedlowing a resolution of
230pm in thez direction.

The two TID close the TIB cylinder from 80 cm to 90 cm in thexis. Their inner
and outer radii are respectively 20 cm and 50 cm and they icoBtdisks of silicon
microstrip sensors with strips radial to the beam axis. Tisétiivo disks are also dou-
ble sided with shifted silicon microstrip. Thanks to the Tke acceptance reaches
|n| =2.5.

The TOB surrounds the TIB and the TID. It radially extendsirs5.5cm to 116 cm
and is 218 cm long (236 cm with the cooling system). It is cosgubof 6 layers of
silicon microstrip sensors parallel to the beam axis. iHgeresolution is 53:m in the
four first layers and 3pm in the two last layers. The two first layers are double sided
with microstrip detectors tilted by 100 mrad, allowing adgketion of 530um in thez
axis.

The two TEC finally close the tracker from 124 cm to 280 cm on:lagis. They are

each composed of 9 disks which extend radially up to 113.5The minimal inner

radius of these disks is 22.9 cm. Each disk is divided in 1&lpeind can contain up
to seven rings of silicon microstrip detectors (the ring priesent in the three first
disks only, the ring 2 disappears after the sixth disk, amdldst disk only contains
rings 4 to 7). The rings 1, 2 and 5 are double sided with addifionodules tilted by

100 mrad.

2.2.2 Track reconstruction

Each tracker module yields a signal when crossed by a chaaidle. This signal
is clustered in “hits”, i.e., mainly a charge, a position atsduncertainty. The parti-
cle trajectory can then be reconstructed as a “track”, aesequence of hits. These
trajectories point to the interaction point where thesdiglas have been produced.
Therefore, the vertex of an interaction can be reconstduagethe point regrouping
several tracks origins.

The track reconstruction proced$Jf] is iterative: a first run is applied using strin-
gent parameters on the different reconstruction stepdirigdo primary tracks. The
hits composing these tracks are then excluded from the difsction taken into ac-
count during the reconstruction and a second run is appligddifferent parameters,
dedicated to secondary tracks, tracks from conversiogs, ledr the standard track
reconstruction process described in this section, calahtbinatorial Track Finder”
(CTF), a total of six iterations is applied (the first itecatileads to tracks flagged as
“high purity”). Each iteration of the CTF can be divided irufosteps. The first step
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is the seed generation, where the initial position, dicecand momentum (and un-
certainties on these values) are defined. The second stkp jFattern recognition,
trying to extrapolate iteratively the position of the nektdccording to an helix tra-
jectory based on the previous trajectory state starting thié seed. When the track
candidates are created, a final track fit is applied. Finaltyack selection is applied
to select only the reliable tracks and the avoid hits dodblgnting before the next
iteration with different constraints on each step.

On the first step, the seed is built out of three points gelydadated in the pixel de-
tector, which has a high granularity and is able to providedkdimensional measure-
ments. The reconstruction is then performed moving insiake-90% of the particles
leads to three hits in the pixel system, however, combinata pixel hits, beam-spot
or vertex constraints and strip hits are used to increaseffleéency of track recon-
struction and to take into account particles not comingatliyefrom the colliding
point.

The second step, the pattern recognition, is based on thedtafilter method. The
Kalman filter starts with the seed and try to find the next mitdhe following layer. A
search window is defined on the next layer given the trajgcitate parameters and
their uncertainties, fitted with an helix trajectory. Thecartainties matrix assumes
Gaussian errors, which is a reliable approximation for tta¢anity of the tracks, but
not for electrons which suffer from bremsstrahlung radiatieading to highly non
Gaussian energy loss. For each compatible sensor avaitahle acceptance window,
the expected hit is evaluated given the trajectory directitth respect to the surface.
The distance between the reconstructed and the expectisdchited the “residual”,
and is used in the computation of the chi-square of the tracklidate. Forn com-
patible measurement, + 1 new track candidates are created (theompatible hits
plus one with the hypothesis of an undetected passage thimeysensor, called “in-
valid hit”) and the finding procedure is iterated with thessvrtrack candidates. To
avoid time-consuming computations, the number of parédégéctory states is lim-
ited to a given number, the less compatible ones being dbfi@sed on normalized
chi-square when fitting the measurement hits on the ext#gbltrajectory and on
the number of valid and invalid hits). The iteration is stegpvhen the last layer is
reached or when a stopping condition (i.e., when the reoaeetsin is sufficiently re-
liable for the given purpose) is satisfied. Finally, an amhbigresolution procedure is
then applied to conserve just one track candidate among tittgota track candidates
sharing partially the same hits.

In the next step, a more correct trajectory estimation iaiaketd by applying a final fit,
re-evaluating the uncertainty based on the track paraseféhe reconstructed track.
All the expected hits are first re-evaluated (this is donéaeuit taking into account the
vertex or the beam-spot), then a second filter initializednfthe first one is applied
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backwards to smooth again the result. Some reconstrudedtthe track candidate
can be affected by other effects (presence of another dlasle electronic noise, . ..),
and this can be visible via the chi-square after the last ¢hivogp. These spurious
hits with residual above the threshold are then rejectedepldced by an invalid hit,
the track candidate is refitted, and the procedure is repestt all the residuals are
below the threshold.

Finally, the last step consists of applying a track selectidhe track candidate re-
jected by this selection are dropped and all their hits asdlae in the next recon-
struction iteration. The selection cuts are different atheeration, depending on
the transverse momentum, the pseudorapidity and the nuafdayers crossed by
the track-candidate (knowing that non physical tracksese exponentially with the
number of crossed layers, the tracks crossing more thanyggslao not really need
additional selection, the cuts thresholds are then vergdpand are based on several
variables: the normalized chi-square, the transversardistbetween the beam-spot
and the point of closest approach, the longitudinal distdretween the HLT primary
vertex and the point of closest approach, and the relatieentsinties of these two
last variables.

The primary vertex reconstruction starts with the vertexifig. A selected set of
reliable tracks are regrouped according to ttemordinate of their point of closest ap-
proach with respect to the beam line. Clusters of tracksragghfrom other clusters
by a given distance,., on thez axis constitutes vertex candidates. For the data used
in this study, this,., is set at 1 cm, but has afterwards been reduced for bettarperf
mance in presence of the pile-up (in presence of two vertibesmerging probability
has been found to be 23% fey., = 1cm[107]). The vertex fitting is then applied,
using the Adaptive Vertex Fittet D3, on the vertex candidates, to weight each con-
tributing tracks according their compatibility with thertex. The vertex fitting allows
the determination of the best estimate for the vertex pmsdind its covariance matrix
and the evaluation of the number of degree of freedom, baseteoweights of the
constituent tracks. From these variables, a subset obteligertices are defined. An
usual definition of good quality vertices in early data, ais itised in this thesis, is
based on a number of degrees of freedom higher than fourtamdesin the transverse
plane smaller than 2 cm and a longitudinal position indtais between-24 cm and
24cm.

2.2.3 Performance of track reconstruction

The performance of the track reconstruction algorithm fdragk produced inside
the CMS detector depends first on the acceptance of the deteet, the probabil-
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Figure 2.3: Global reconstruction efficiencies in simwaafifor isolated muon tracks
(), isolated electron tracks (b) and all tracks in dijetreséc) with respect tg, and
for all tracks in dijet events with respectpg (d). From [LOT].

ity that a charged particle produces a sufficient number @f ihi the tracker to be

reconstructed by the track finding algorithm. If a track sf&s this requirement, it
will be reconstructed if its hits are used to reconstructakmwith parameters repre-
sentative of those of the physical particle. This latterataility is called “algorithm

efficiency”. The total probability for a track being recaonstted, combining the ac-
ceptance and the algorithm efficiency, is called “globatéadficy”. These efficiencies
can be evaluated in simulation, for isolated particle tsamktracks in dijet events, by
comparing simulated tracks and reconstructed tracks (maks$ are matched if they
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share 75% of the hits). As visible in Fig.3, the global efficiency is high for isolated
muons and electrons, and reaches 90%pfor> 5 GeWt tracks in dijet events. The
global efficiency can also be evaluated from data for spesifémario. Two methods
have been developeti(4: the track-embedding method which consists of incorpo-
rating simulated hits in data and to check if the reconsimndeads to the initial track,
and the tag and probe method exploiting the dimuon resosaamug using a recon-
structed track as a tag and a muon reconstructed only in mamlzers as a probe.
The results are compatible with the simulation within ongcpet, and an uncertainty
on the tracking efficiency for isolated muons is evaluatett-£9%6.

The parameters of the reconstructed tracks play an impgaxdémnin physics analysis
because they are used as discriminant to discern the phygsiga of the track. The
validity of these parameters can be tested by checking #weapancies between sim-
ulations and datzg]. Other reconstructions, such the invariant mass of megsfis
D~, J/¥ mesons), can be used to evaluate the momentum scale to agjdya. As
visible on Fig2.4 for the p, n and the significance of the point of closest approach
(o(dp)), the comparison between simulation and data shows goatemgnt when
the parameters of the Monte-Carlo generator are corraatlyd. For the// ¥ invari-
ant mass reconstruction also visible in g}, the deviation between the expected
momentum of the muon tracks and the results from the fit has fimend to be of
the order of the per mille, and the resolution on muon trarsg/enomentum is been
found to be within 5% of the predictions of the simulation.

The primary vertex resolution and efficiency can be evatlftem data using the
“split method”, which consists of splitting the set of tracksed in the vertex recon-
struction and to compare the reconstructed vertex obtdimipendently from each
set. For the resolution, the two sets contain half of théahset with similar kinematic
distribution. The resolution can be extracted from theritistion of the differences
on the fitted vertex positions between the vertices recoosd from the two sets, for
a given number of tracks. The resolution for early data fotiees reconstructed from
more than 30 tracks is 2@m in the longitudinal axis and 2&om in each transverse
axes. This resolution is enhanced if the mean transversesmioim of the tracks used
in the vertex reconstruction increase. For the efficiencg of the set (probe set)
contains 1/3 of the initial set while the other (tag set) eomg 2/3 (the tag set is there-
fore more reliable than the probe set). The reconstructeitge from the two sets
are matched together according to the resolution of thecesrand the efficiency is
extracted from the number of tag reconstructed vertices/foch no matching probe
reconstructed vertex can be found. For primary verticeb afileast two tracks with
pr > 0.5 Ge, the efficiency is estimated to be close to 100%.
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Figure 2.4: Comparison of data with simulation or standamte. Track parameters
such agr (a),7 (b) andod, (c) (in minimum bias events after 11 nb* of integrated
luminosity) are compared with simulation. THE¥ meson mass reconstructed from
the corrected tracks of the two produced muons can be fittedalmate the momen-
tum scale (d) (in a dimuon sample triggered by a low threshalebn trigger after
~40 nb~?! of integrated luminosity). FromlpZ (a, b and ¢) and105 (d).

2.3 Reconstruction and identification of muons

Muons are produced in several processes of interest. Thietadiors dedicated to
their detection also allow a fast reconstruction and idieation for the trigger system.
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The muons are detected in dedicated gas-ionization detdottated outside the sole-
noid. The reconstruction is complemented by informatia@mfithe tracker or calori-

meter subdetectors. This section describes the muon eetegtstems (muon cham-
bers), the muon reconstruction and finally the observedpednce of the muon de-
tection in CMS for early data.

2.3.1 Muon chambers subdetector

800
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Figure 2.5: Schematic view of the muon systdrid], in a quarter of the:-y plane.

The muon chamberd (g, illustrated in Fig2.5, are composed of four layers of Drift
Tube (DT) chambers installed in the barrel and Cathode &thiambers (CSC) in-
stalled in the endcaps, both complemented with Resistisée RChambers (RPC).
These layers are separated with steel absorbers whichsrauséd as return yoke
for the magnetic field.

The drift tube chambers are distributed on 5 wheels of 12s&@1 4 successive layers
up to |n| < 1.2 for the first layer. Each chambers contains 60 drift tudes they
provide a spatial resolution of 1Q0n for the position measurement and a resolution
of 1 mrad on the direction. In the endcaps, where the magfieitids less uniform and
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the muon rate is higher, cathode strip chambers are usedndi@vire proportional
chambers are arranged in four layers transverse to the bdanshifted ing to avoid
gap in acceptance. The chambers are trapezoidal sectidre afiscs containing 7
layers of cathode strip panels oriented in radial directiod 6 layers of anode wire
panels perpendicular to the strips. The endcaps cover ragion between 0.9 and
2.4. They provide a spatial resolution of 20@ for the position measurement and
a resolution of the order of 10 mrad for the direction. Adzttitilly, resistive plate
chambers have been disposed in front of all the drift tubentteais and in the back of
the drift tube chambers for the two first layers, and in theklud¢he three first cathode
strip chambers layer untjh| < 1.6. These fast and robust sensors are principally
used for the triggering or to provide complementary infatiorafor the other muon
detectors.

2.3.2 Muon reconstruction

The muon reconstructioip7 can be divided in three algorithms: the one using
only the muon chambers information (“Standalone Muong, dhe combining muon
chambers information and tracker information (“Global Mtjoand the algorithm
using mainly the tracker information complemented by soalerameter and muon
chambers information (“Tracker Muon”).

The standalone reconstruction algorithm starts with tleenmstruction of the track
segments inside each chambers. Because the magnetic fimddentrated in the
yoke, the hits in the chamber layers are fitted with a linegoi@gthm on the aligned
hits taking into account their resolution. The best-fittedrment, based on the number
of hits and the chi-square, are kept, and the possible hitbldecounting are solved.
This reconstruction takes also into account the fact thattluon is supposed to be
originally from the centre of the detector. From the estadgtarameters of the initial
track segment, Kalman filter extrapolation to the segmenbD{ii) or hits (in CSC) of
the outer chambers can be performed. For this extrapoldtiermuon scattering and
energy loss in the absorbers and the effect of the magndtddiéaken into account.
As the track reconstruction in the tracker, the possibititymissing layer is taken
into account, and when the outer layer is reached, the fitezapplied backwards to
refine the track reconstruction. Only tracks fitted with disigntly small chi-square
and compatible with the nominal interaction point are kept.

The global reconstruction algorithm is based on the stam#amuon track recon-
structed as described previously. From this track, a rgciann-¢ region of interest
in the tracker is defined, based on the reconstructed priveatgx and the standalone
muon track variables. The primary vertex variables aredsstfon, its longitudinal res-
olution (if no primary vertex is reconstructed, the bearotsgnd a fixed longitudinal
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resolution value are used) and a fixed radial spread valugeid for the radial resolu-
tion. The standalone muon track variables are its direcimhits error estimate (lim-
ited to fixed maximum values to avoid a too large region s@faad a lower threshold
fixed at 60% of its transverse momentum. All the tracker tsagiconstructed from
CTF algorithm (cf. Sectior2.2.2 in this kinematical region are taken into account
in a matching procedure to find the tracker track which shdadssociated to the
standalone muon. The matching procedure is based on ve@siabthe two tracks on
a common surface. This surface is chosen to optimize theriemtarror matrix of
the propagated track parameters and is usually the trag&trs outer boundary, the
muon system inner boundary, the detector surface of theroast tracker track hit
(for low momentum muons) or the detector surface of the imest muon track hit
(for high momentum muons). Two tracks are matched based rabi@s from their
position (for high momentum muons) and their momenta (farf@omentum muons),
taking into account the misalignment uncertainty. The mstraiction fails if no com-
patible tracker track is found, which corresponds to 1% efrttuons from collisions.
On the other hand, cosmic-ray muons have higher probalditiail the global re-
construction procedure due to the fact that they can missdkker acceptance or be
incompatible with the beam-spot, leading to a higher cogrigin contamination for
the standalone reconstruction only muons (4 to 5 order ofnihade less favourable
than the two other reconstruction procedures). For eaatad®on of a tracker track
and a standalone muon track, a global refit is performed wsterted hits from the
tracker track and standalone muon track. Special treatinatgdicated to high mo-
mentum muons where electromagnetic showers are produdbd material leading
to extra hits in muon chambers. This fit provides one glolmikper matched pair,
and only the best chi-square global track is kept per stanéahuon track.

Finally, the tracker muon algorithm allows the muon recnrgton for muons not
energetic enough to reach the outer part of the detectorseTtexonstructed muons
can also be used to enhance the muon reconstruction perfoeneet to improve the
robustness. This algorithm is based on reconstructeddracicks above a given
momentum thresholdpg > 0.5 GeW, p > 2.5 GeW) compatible with at least one
segment in muon chambers. No combined track reconstrustiomwvever performed.
The tracker track is propagated through the calorimeteti tine muon chambers,
and is considered as a tracker muon if at least one segmemirig in a DT or CSC
chamber. The possible double-counting of segments orgriadke total set of recon-
structed tracker muons can be resolved by different alyost

A final set of reconstructed muon candidates is defined byimgthe candidates shar-
ing same segments or same tracker track among the threesteamion procedure
results. Additionally, depending on the analysis, seveasiables can be exploited
to reduce reconstructed muon candidates that do not comdsjp muons (hadron



46 CHAPTER 2. EVENT DETECTION AND RECONSTRUCTION IN CMS

punch-through, duplication created during the reconsttuadue to instrumental ef-

fects or imperfections in the pattern recognition) or that@nsidered as background
for the given analysis (e.g., muons from heavy or light flavguarks for the analy-

sis described in this thesis), with different efficiency gmuolity compromises. These
variables regroup information collected in the trackeghsas the transverse impact
parameter and tracker track parameters (momentum, chrsgoaumber of valid hits,

...), information collected in the calorimeter, such asehergy deposit, information

collected in the muon chambers, such as number of missireggdaand standalone
muon track parameters, or even global information, suchagobal track parame-
ters and matching variables.

2.3.3 Muon identification for the dileptonic ¢t

The analysis that | have performed in this thesis requiresétection of events con-
taining prompt muons froni” bosons. Therefore, | have optimized the muon selec-
tion to select these muons and to reject other sources of snuoparticular the ones
present in multijet QCD events. The reconstructed muond faethis analysis are
obtained from global reconstruction and tracker only retaitction.
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Figure 2.6: Distribution of the transverse momentum for lgregling muon candi-
date (a) and second (when it exists) muon candidate (b)nmatise muon selection
described in the text (excepted the cut), after 3.1 pb? of integrated luminosity.
The plain histograms are from simulation only, rescaleddespond to the same
luminosity. The number of entries in the left (right) plotroesponds to the number
of events with at least one (two) selected muon candidatéy ¥sible processes are
listed in the legend.
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The leptons produced in the process have a momentum peaking aroliig: /2.
Conversely, a large part of muons from jets are results ohg ltecay chain, lead-
ing to a small momentum. A threshold on the transverse mamerg thus applied:
pr > 20 GeVt. This selection is not optimized for the muons from tau lepdecay
and then penalizes slightly this contribution. The angdiatribution is limited to
|n| < 2.5. This cut is effective for muons even if the acceptanamwdén chambers is
limited to || < 2.4 because a muon can be produced With> 0. The distribution
of the transverse momentum for the leading muon (muon wigthtghest transverse
momentum in the event) and the second leading muon (muontkétisecond high-
est transverse momentum in the event, when it exists) argrshoFig.2.6. These
distributions are shown after the complete muon selectastigbed in this section in
order to focus on muons coming froW boson, and it appears clearly that fhe <
20 GeMt region is dominated by background. Discrepancies are éddluler between
data and simulation for ther < 20 GeVE region, which corresponds to a bad descrip-
tion of the lowpr muons, but this is beyond the scope of this analysis whichdes
on energetic leptons.

The leptonic decay of th8” bosons does not produce any other visible particles co-
linear to the muon direction. This isolation with respectotber particles can be
quantified by evaluating the deposits in the tracker and #tharieneter in a geometri-
cal cone around the reconstructed muon. A relative isalatith respect to the lepton
transverse momentum which combines the calorimeter ankidraleposits gives the
best compromise between background rejection and sigleaites. The isolation is
defined according to:

t k ; ECAL j HCAL
Eimc P+ Zj Ep 4+ E%

= 5 ; (2.1)
pr

comb
I#

where the index runs over the tracks (excluding the track correspondingeatuon
itself) andj andk over the calorimeter deposits in ECal and HCal respectimetyud-
ing the energy deposits corresponding to the muon, &nfa= 0.3 cone around the
reconstructed muon direction. Muons witt> 0.15 are considered as not isolated and
are rejected. The distribution of the isolation is visibigHig.2.7. This distribution is
shown after the complete muon selection described in tletsosein order to focus on
muons coming fromi¥ boson. The fact that muons froW’ or Z bosons are isolated
in contrast to muons from multijet QCD processes is cleadible. The data agree
well with simulations, except that data are slightly lesddated due to the presence of
pile-up. This however does not impact the selection for ikergisolation threshold.
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Figure 2.7: Distribution of the isolation variable for theuomn candidates passing
the muon selection described in the text (excepted thetisnlaut), after 3.1 pb*
of integrated luminosity. The plain histograms are fromudation only, rescaled to
correspond to the same luminosity. Only visible proceseetisied in the legend.

Additional requirements can be used to reject muons not rmgrfriom W bosons.
Because the top quarks and tHé bosons possess a too small time of flight to be
observed in the detector, the muons produced intthgrocess are emitted at the
primary vertex position. This characteristic can be qdeatiby the transverse impact
parameter with respect to the interaction vertgx(in practice, the transverse impact
parameter is calculated with respect to the reconstructednbspot obtained from
observed beam parameters). This transverse impact pa&misieomputed from the
track reconstructed in the tracker subdetector only, andnsiwith d, higher than
0.02 cm are rejected.

The number of valid hits in the tracker detector have to béndnighan 10 and the
reconstructed muon has to satisfy the prompt tight ideatific procedure defined in
Tab.2.1

The summary of the muon selection for tfienalysis is given is TaR.2
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Table 2.1: Thresholds used for the prompt tight muon idesatiidn.

Reconstruction algorithm GlobalMuon
x?/ndof(global track <10
Number of valid muon chambers hits (in global fit)y >0

Table 2.2: Summary of the muon selection for theanalysis. The Lepton ID is
described in Tat2.1

Algorithm  GlobalMuon and TrackerMuon

pr > 20 GeVie
In| <25
Isolation < 0.15

do < 0.02cm

Lepton ID  GlobalMuonPromptTight

2.3.4 Performance of muon reconstruction and identifica-
tion

The efficiencies of the different reconstruction algorithhave been evaluated using
cosmic-ray muonsl07. Cosmic events have been chosen to contain muons similar to
those expected from collisions at LHC (i.e., with traje@smointing to the nominal
interaction point). The fact that the algorithms designeddollision events recon-
struct two muons in opposite direction in cosmic events aaexploited to evaluate
the reconstruction efficiency, using one of the two recarséd muons as reference.
As visible on Fig2.8(a), the efficiency is higher than 95%, without strong degeice

in pr. The momentum resolution can be evaluated through the wifthe relative
q/pr residuals,R(q/pr) = ((a/pr)"***" — (a/pr)°"")/(V2(q/pr)"*") with “up-
per” label (resp. “lower” label) referring to the muon restmucted in the upper (resp.
lower) detector half. The Fi@.8 (b) shows the width of the relative residuals for the
tracker muons and global muons. The TPFMS (Tracker PlusitseNMuon Station)
and TMR (Truncated Muon Reconstructor) are two additiotngbrthms reducing
the resolution degradation in the global muon reconstadby using less muon sta-
tions. The standalone muon reconstruction is not showrisritiure, but gives worse
resolutions.
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Figure 2.8: (a) Efficiency in the central regiom|( < 0.8) from cosmic events, for
the tracker track reconstruction (plain black line), trenstalone muon reconstruction
(red open circle), the global muon reconstruction (blug dot for two muon identi-
fication algorithms (green plain circle and pink square). hdths of the Gaussian
fits to the relative residuals distributions in the centeglion (1| < 0.8), for tracker
muon reconstruction (red circle), global muon reconstonc{blue square) and two
additional algorithms using less muon stations than theajlmuon reconstruction
(green triangle and black triangle). Frof[].

Different techniques have also been developed to study rpadiormance in/s =

7 TeV data. Firstly, a trivial check consists into comparihg kinematic and track-
ing variables distributions between data and simulaticor. lRinimum bias collision
events, the muons are mainly originating from decays-ghflof pions and kaons, but
also contains muons from heavy flavour decays and a smaliilwotion from punch-
through hadrons. Results for 0.47bof integrated luminosity in a minimum bias
collision events show a good agreement, which confirms bigesimulation describes
well these contributions. The only discrepancy visiblenishie number of hits in the
global track which can be related to calibration and alignne®nditions at start-up.
Tag and probe methods based on fli@ meson resonance can also be used to check
the reconstruction efficiency for low momentum muons, legdb good agreement
(the most significant deviation corresponding to an obskefficiency about 5-10%
higher than expected in the barrel) between data and siimuilftir 84 nb ™ of inte-
grated luminosity. Muon misidentification and non isolateaons can also be studied
via resonances decaying only in kaons, pions and protoniaad and probe meth-
ods in multijet QCD respectively. Again, the simulation mseto describe correctly
what is observed in data.
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In the framework of thigt analysis, the efficiency of muon selection as described in
Section2.3.3has been evaluated with real data by a tag and probe methadserh
lection has been factorized between identification ancismi. The global efficiency
uncertainty is obtained by assuming that identification iapthtion are uncorrelated
(this hypothesis has been found reasonable in a check idaion). The identifica-
tion and isolation efficiencies are evaluated with probeipasthe isolation and identi-
fication criteria respectively. The tag corresponds to thems passing the full lepton
selection. No visible dependence pp andn has been found for the identification
efficiency, measured at 0.992 in simulation and 0:80202 (statistical uncertainty)
in data, and no visible dependence mphas been found for the isolation efficiency,
measured at 0.980 in simulation and 0.2®1003 forpr < 40 GeV: and 0.971 in
simulation and 0.9700.005 in data fop;r > 40 GeW. The differences between
simulations and data for identification, isolation and thabgl selection are respec-
tively 0%, 0.5% and 0.5% for muons and are taken as an estimafithe systematic
uncertainty of these efficiency. These results are obtdmedrell-Yan process. But
dileptonic t¢ provides more hadronic activity than Drell-Yan events, émese effi-
ciencies have to be corrected according to this differevit@mment. A first approach
can be to select events from data with at least two jets. tinately, the low inte-
grated luminosity used in this study yields large statétimcertainty. It has then been
decided to use Drell-Yan efficiencies corrected for dileptdt by a factor obtained
in simulation (for signal simulation passing the full s¢ien). When doing this, it
appears, as expected, that the identification efficiencyairesrunaffected while the
isolation efficiency decreases in dileptoric In average, the isolation efficiency for
the Drell-Yan events has to be corrected by 4% to correspmddéptonictt events.

2.4 Reconstruction and identification of
electrons

The electrons created inside CMS can be deduced from a preesém track in the
tracker and an electromagnetic shower in the electromigredbrimeter. Some spe-
cific care is taken to avoid mismeasurement due to frequeméstrahlung and multi-
ple scattering inside the tracker, or due to the possitfititya pion to mimic a typical
electromagnetic shower in the electromagnetic calorim@&tads section describes the
electromagnetic calorimeter, the principal subdeteaipefectron detection, then the
algorithm applied for the electron reconstruction and llindetails the performance
of the electron reconstruction in CMS.



52 CHAPTER 2. EVENT DETECTION AND RECONSTRUCTION IN CMS

2.4.1 Electromagnetic calorimeter subdetector

The electromagnetic calorimeter (ECdIDH, illustrated in Fig2.9, is the subdetector
surrounding the tracker and dedicated to the detectioneaftr@imagnetic particles
(electrons and photons).

3045 mm (P to End Barrel 125 mm

1811 Start HB
1750 Back plate

R 1290 Start Crystals
R 1238 Start EB

3170 mm 730 mm

Figure 2.9: Schematic view of the CMS electromagnetic daleter [LOF, in the
z — y plane.

It is composed of one layer of 75848 lead tungstate (Pb\Vddystal scintillators,

61200 in the barrel (EB) and 7 324 in each endcaps (EE). The Bb ¥vystals allow

a good granularity in a compact volume with a scintillatietdy time of the same
order of magnitude of the LHC bunch crossing time.

The electromagnetic calorimeter barrel is 609 cm long ardrther radius is 129 cm
far from the beam axis, allowing a coverage uniil = 1.479. The pseudorapidity
range is complemented by the electromagnetic calorimetizaps, Fig2.10 located
at 315.4 cm from the interaction point, that spread until< 3.0. In the barrel, the
crystals are pointing to the interaction point, but with aafirdeviation of 3 in both

n and¢. In the endcaps, they are pointing to a point located 1300 refaré the
nominal point of interaction on the beam axis. They have 280long (25.8X)) in
the barrel and 220 mm long (24X7) in the endcaps. They are connected to avalanche
photodiodes in the barrel and to vacuum phototriodes in tlde&ps. The crystals in
the barrel are grouped by submodule of 400 or 500 crystalie wie crystals in the
endcaps are grouped in supercrystals composedob Srystals.
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Figure 2.10: The first complete quadrant of the CMS electgmatic calorimeter
Endcap in 2007.

An additional calorimeter, called “preshower detectosalso added between the EE
and the TEC, covering the region between 1.653 and 2.6 irdesapidity. This 20 cm
thick detector, composed of a lead radiator followed bysilistrip sensors, provides
additional hits enhancing the shower shape descriptiois.i¥iseful for neutral pions
identification, but also for the electron identification grakition determination.

2.4.2 Electron reconstruction

The electron reconstructioh(9 starts with the clustering of the energy deposits in
the ECal. Some of these clusters are taken as seeds to pt@phgaelectron can-
didate inside the tracker where an electron track is recectsd. Finally, further
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electron identification procedures are applied to discrate between real electrons
and reconstructed candidates which do not correspond &l eleztron.

The clustering in the ECal aims at recovering all the enepggad by the bremsstrah-
lung radiation of the electron. While the electron trajegtisrbent in thep direction,
the clustering algorithm covers more surfaceif0.3 radiant in both direction) than
in n. In the barrel, the “hybrid algorithm” is used to reconstrsgperclusters: a set
of clusters is created, seed clusters are found among thesters, and superclusters
are built associating some surrounding clusters to thedester. In the Endcaps, the
“multi 5 x 5 algorithm” is applied: cluster are built with 5 5 crystals and superclus-
ters are formed by grouping clustersdndirection. A supercluster is then selected
if its total transverse energy is above a given thresholded¥)G A hadronic veto is
also applied: the sum of the HCal towers in a 0.15 cone abavsuthercluster should
be small with respect to the supercluster enefdy £ < 0.15 whereH is the HCal
energy and® the ECal energy).

The supercluster seed gives information on the momentunoarie position of the
electron at the ECal surface for a non-radiative trajecftmg bremsstrahlung ener-
gies and positions being taken into account). Windows inirther tracker regiond-z
window in the pixel systemy-rr window in the TEC region) are then defined by ex-
trapolation of two trajectories (one for the electron hyjasis, one for the positron hy-
pothesis). In these two windows, tracker seeds are defisad pixel triplets or pixel
pairs plus strip hits from TEC to increase the efficiency &gen. The dedicated track
reconstruction taking into account the radiative intéoast of the electron is, at this
stage, too slow and too complicated. The standard KalmaerRivhich leads to low-
number-of-hits tracks for electrons suffering bremsdtnadp, is used. The electrons
not affected by radiative interactions lead to correctlyorestructed tracks matching
with an ECal supercluster. For the others, the badly recactetd tracks are refitted
by the electron dedicated track reconstruction algoritimth @ multivariate analysis
is performed on several variables to increase the preifiaeion efficiency and the
hadron rejection. This method is less efficient in case aftedes in jets (because the
superclusteFr can be biased by neutral particles) or lpwelectrons. In these cases,
an alternative method based on Particle Flow algorithb] can be used.

From these seeds, an electron dedicated track reconstradtjorithm, called “Gaus-
sian Sum Filter” (GSF)]11], is applied. The algorithm reproduces mainly the Kal-
man Filter algorithm, but estimates correctly the uncatias on the next hits using a
Bethe Heitler modelling of the radiative energy losses. dtiesquare compatibility is
set at a very loose value, but the penalty on an invalid hitésgased in order to avoid
a merging between an electron and its photon conversiorDegng the final fit pro-
cedure, the energy loss at each layer is approximated byghteei sum of Gaussian
distribution from which the momentum can be estimated.



2.4. RECONSTRUCTION AND IDENTIFICATION OF ELECTRONS 55

For a track reconstructed from ECal driven seeds, the electandidate is the asso-
ciation of the track and the initial supercluster. An altgive tracker seed finding
method not using ECal information can complement the pscésr these tracker
driven seed cases, an association between the track an€tiel&posit is performed
using Particle Flow techniques: at each energy losses ofldéwatron track, the cor-
responding photon is extrapolated until the ECal surfand,the set of all clusters,
including the one corresponding to the remaining electi®associated to the track
to form an electron candidate. Further preselection cigsapplied to increase the
rejection of jets faking electrons. For the ECal driven seegke, in addition to the
Er > 4GeV supercluster threshold and thg H < 0.15 hadronic veto, cuts on
and ¢ differences between the supercluster position and thegodation from the
track are applied|QAn| < 0.02,|A¢| < 0.15). For the tracker driven seeds case, a
cut is performed on a multivariate analysis output basedewaral quantitiesy(r, n
and several track-cluster matching variables). A lastcsiele is applied to deal with
the possibility to associate a primary electron track withedectron leg of a photon
conversion from one of its bremsstrahlung. as consequesueral tracks or several
superclusters are created, and the ambiguity is mainlyeddby rejecting the worse
E/P candidate.

The electron momentum determination relies on the track embum and the ECal
energy, but the corrections are dependant of the type ofretecandidate. Four
classes, based on the number of clusters in the supercltrgdr /P ratio and the
bremsstrahlung fractiorf,,..,,, defined as the relative difference between the inner
track momentum and the outer track momentum, are defined:

e “golden” electrons: with a supercluster composed of a sirgylister, a high
E/P ratio (> 0.9) and a low bremsstrahlung fractiofy,(.., < 0.5);

e “big brem” electrons: with a supercluster composed of alsietuster, a high
E/P ratio (> 0.9) but a high bremsstrahlung fractiofy,(.., > 0.5);

e “showering” electrons: affected by bremsstrahlung lossesnot in the previ-
ous categories;

e “crack” electrons: whose the supercluster starting ctystzdose to am bound-
ary (between ECal barrel modules or between ECal barrel atices).

The corrections also depend grandp. Furthermore, for the low energy electrons,
the track momentum measurement is favoured with respetet&€Cal energy mea-
surement. The charge identification of the electron candidabased on the track
curvature. Due to the distribution of material, the X1|n| < 2.5 region suffers
from more interactions which can lead to misidentificatibthe charge. The charge
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misidentification increases also as a function of the To resolve this issue, three
charge estimators are defined (the GSF track charge, theiatgsbCTF track charge:
a CTF track is associated if enough hits are shared with tHet@&s8k, and the super-
cluster charge: evaluating the curvature between thefirskér hit and the superclus-
ter position with respect to the beam-spot) and the decisitaken with respect to the
majority agreement.

Finally, additional requirements are to be used if one wamteduce the contamina-
tion of misreconstructed electrons. Because the level ofypand the efficiency are

analysis dependant, the electron collection is not filtebetl additional variables are
associated to each electron candidate and can be used tfuerfgelection. Several
electron identification are available, divided into twoesgion methods:

o the fixed-threshold identification: designed for early g8, it is aimed to
be simple and robust. It consists of rectangular cuts basesleweral vari-
ables {/E, the geometrical matching between the extrapolated positi the
ECal surface from the track and the supercluster positiopand An, and the
calorimeter shower shapein o,,,), with a set of fixed threshold for the barrel
region and the endcap regions;

¢ the category-based identification: three classes are dafisiag the same prin-
ciple of the previously defined electron classes (“low-bmeectrons”, “brem-
ming electrons” and “bad track”), divided into the barradimn and the endcap
regions. The selection are based on matching varialBlg&l, A¢, An, E/pin,
Esced/Pin, Esced/Pout, ON shower shape variables;,,, ¥9/%25 (the ratio of
the sum of the energy of thex 3 domino of crystals centred on the most en-
ergetic one and the % 5 domino), on photon conversion variableg; (the
impact parameter with respect to the reconstructed venexhber of missing
hits, and on isolation variables in the tracker, the ECaltaedHCal. Cut-based
selection or multivariate analysis can be applied to disicrate between signal
and background.

Several level of tightness are also proposed for each smlaniethod.

2.4.3 Electron identification for the dileptonic ¢t

As stated in Sectio.3.3 the lepton selection for the dileptonit analysis is opti-
mized for leptons from4” bosons. | use only the reconstructed electrons obtained
from a calorimeter seed with electromagnetic calorimet@nsverse energy higher
than 10 GeV. In order to reject electron reconstructed fronmaer bremsstrahlung
induced by a muon, | also apply a veto on electron which agedio any reconstructed
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muons from global reconstruction or tracker only recoretiom (AR > 0.1 between
the electron and all available global or tracker muon).
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Figure 2.11: Distribution of the transverse momentum ferldading electron candi-
date (a) and second (when it exists) electron candidatea@sipg the electron selec-
tion described in the text (excepted fhecut), after 3.1 pb* of integrated luminosity.
The plain histograms are from simulation only, rescaleditwaspond to the same lu-
minosity. The number of entries in the left (right) plot cegponds to the number of
events with at least one (two) selected electron candidamdy visible processes are
listed in the legend.

As for the muons, a transverse momentum and an angular autgpptied. Based
on the same consideration than for the muon, the electrotispwi < 20 GeVt are
rejected. The angular distribution is limited to the date@cceptance for the emit-
ted electron|n| < 2.5. The distribution of the transverse momentum for theliten
electron (electron with the highest transverse momentutingrevent) and the second
leading electron (electron with the second highest transeveomentum in the event)
are shown in Fig2.11 These distributions are shown after the complete elecesn
lection described in this section in order to focus on eteedrcoming fromi?” boson.
The low pr region is limited by the other selection requirements (yaii$3°© >
10 GeV). Regardless, it is however clear that the< 20 Ge\Vt region is dominated
by background. As in the muon case, discrepancies betweaaradd simulation are
visible for thepy < 20 GeVt region, but again, this does not affect the analysis which
focuses on energetic electrons. The fact that electronmare contaminated from
fake leptons from multijet QCD process than muons is alsibiésEven if the agree-
ment between data and simulation is fairly good for phe > 20 GeMVt region, the
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fake lepton background is estimated from data in the ara(@ctior3.2.9.

As for the muons, the isolation of electrons can be used twidighate with respect to
electrons not coming frorfl’ (or Z) boson. The isolation is defined in a similar way
than for the muons, in EQ.2 and Eq2.3, except that the barrel region and endcap
regions are treated separately and 4t ! takes into account the subtraction of a
1 GeV pedestal.

tracks 4 ECAL HCAL .
SN ph + max (0., 37 B — 1) + 30O B 22)

tracks ECAL 1j HCAL
Zimc " Pl + Zj Ep+ 30, Eéﬂ

Ef

barrel
Ie

[endcap
e

(2.3)

In these equations, the indéxuns over the tracks (excluding the track correspond-
ing to the electron itself) angandk over the calorimeter deposits in ECal and HCal
respectively (excluding the electron footprint in ECal),a cone of size2AR = 0.3
around the reconstructed lepton direction. As for muonsgtedns with/ > 0.15

are considered as not isolated and are rejected. The distribof the isolation for
electrons is visible in Fig2.12 This distribution is shown after the complete electron
selection described in this section in order to focus ontelas coming fromiV bo-
son. Again, the fact that electrons frdii or Z bosons are isolated in contrast to the
electrons in multijet QCD process is visible. Again, theadagiree well with simula-
tion, excepted for a slight shift in the low value region wiihimpact on the selection.

The electron selection can also include additional requémgs to reject electrons not
coming fromWW boson. As in the muon case, a transverse impact paramietart
is applied. It is computed from the track reconstructed i GSF algorithm, and
electrons withdy higher than 0.04 cm are rejected.

A special treatment is used to reduce the contamination ploaton conversions. In
addition to thed, requirement, only one missing expected hit in the innerkeads
allowed and no electron partner behaving like a result of @grhconversion has to
be found. This last condition is based on the presence ohantrtack with opposite
sign and a similar, and on a discriminating variable based on the distahicethe
transverse plane for the two points where the tracks ardlg@larf a second track
with opposite charge and\(cot(#))| < 0.02 and|d| < 0.02cm is found, the elec-
tron is rejected. In order to reject electron reconstruftesh anomalous noise in the
electromagnetic calorimeter, it is also required to havigmificant amount of energy
stored in the neighbours of the highest crystal correspayiai the ECal cluster of the
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Figure 2.12: Distribution of the isolation variable for thlectron candidates passing
the electron selection described in the text (exceptedsthiation cut), after 3.1 pb

of integrated luminosity. The plain histograms are fromudation only, rescaled to
correspond to the same luminosity. Only visible procesees$isied in the legend.

electron. TheS = 1 — E,/FE; variable is computed, witl’; being the energy in the
highest crystal and’, the sum of the energy of the four surrounding crystals (two in
the z axis and two in they axis). The electron is rejected $ < 0.95. Finally, the
electron identification procedure that shows the best comise between robustness,
signal efficiency and background rejection appears to bedkmalled “90% efficiency
working point” fixed-threshold cuts developed in the stuélyextor boson processes,
detailed in Tab2.3 For real data, these variables are corrected for misakgsrbe-
tween the tracker and the endcap electromagnetic cal@imet

The summary of the electron selection for thenalysis is given is TaB.4.
2.4.4 Performance of electron reconstruction and identifi-
cation

The electron momentum determination obtained by combitrizacker and calorime-
ter information as described previously leads to a resmiuéiround 2% (resp. 5%)
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Table 2.3: Thresholds used for the 90% efficiency workinghpfiked-threshold elec-

tron identification.

Variable Barrel Endcap
H/E < 0.12 0.05
|Ag| < 0.8 0.7
|An| < 0.007 -

Onn < 0.01 0.03

Table 2.4: Summary of the electron selection for thanalysis. The Lepton ID is

described in Tal2.3.

Algorithm
Muon veto
pr

Ul
Isolation

do
y-conv. cut

Lepton ID

GSF ECalDriven £$° > 10 GeV
AR(u) > 0.1

> 20 GeVie

<25

<0.15

< 0.04cm

Inner tracker missing hit 1

If an opposite charge tracks is found:
|A(cot(#))| > 0.02 or |d| > 0.02cm
Fixed threshold WP90

ECal cleaning 1 — E,/E; < 0.95

for isolated golden electrons (resp. isolated showeriagtens) withpr > 20 Ge\t.

The transverse momentum residual distribution, as welhaghe residual distribu-
tions for momentum direction in and¢ are presented in Fig-13for electrons from

Z — ee decay simulation. The charge misidentification rate forkbt@eback elec-
trons uniformly distributed iy andn is described in Fig2.14 It has also been
evaluated with real data in the dileptonicanalysis framework, based on the percent-
age of same sign electrons events neattimass. 2.10.4(stat.)% and 1.5% is found
for data and simulation respectively, which leads to a caagize charge misiden-
tification rate difference between data and simulation d#4).taken as systematic

uncertainty.

The efficiency of reconstruction from simulation can be ot#d by comparing the
number of generated electrons in the fiducial region and iiveng range and the
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Figure 2.13: Resolution distributions for electrons frdm— ee decay simulation of
the momentum magnitude (a), the momentum direction (b) and the momentum
direction in¢ (c). From [L17.

presence of reconstructed electrons matching with thesergked electrons. In case
of electrons withpy > 20 GeMVt from Drell-Yan process, the electron reconstruction
efficiency is evaluated at 98.5% in barrel region and 96.1%nidcap regions. Two
methods are used to evaluate the reconstruction efficiawnoy flata]l13 for elec-
tron withpr > 20 GeMt. The first one is a tag and probe method based on Drell-Yan
process: the tag is an ECal driven seeds reconstructedaisetith supercluster trans-
verse energy higher than 20 GeV and standard identificatidisalation requirement,
and the probe is an ECal supercluster with transverse emggber than 20 GeV and
leading to a dileptonic invariant mass close tofhleoson mass. The second method is
an unbinned maximum likelihood fit on the reconstrudiédboson mass from selected
events with a supercluster (with transverse energy hidtzer 20 GeV, seed satisfying
some shower shape requirements and isolated in the tracte¢ha calorimeters) ab-
sence of jets (no jets with corrected transverse energyehitjan 25 GeV inn| < 3
region) and presence of missing transverse energy (mone3®f& of the transverse
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Figure 2.14: Electron charge identification performanoetfisimulated back-to-back
electrons uniformly distributed inr andn as a function opr. The different methods

are represented: the GSF track charge (upward red trigntiiesassociated CTF track
charge (blue circles), the supercluster charge (blackreyjaad the combined charge
(downward green triangles). FrormZ].

energy of the supercluster). The maximum likelihood fit iplagal with free back-
ground shape but with a constraint on the signal shape fromlation, and allows
the extraction of the reconstruction efficiency by compatime selected supercluster
with respect to the reconstructed electron. For an intedraiminosity of~ 200 nb 2,
the reconstruction efficiency obtained by combination esthtwo methods is found
in good agreement with simulation in both barrel and endegjpns with a ratio com-
patible with the unity, as shown by Fig.15 For lowerpr, the consistency between
simulation and real data can be checked by comparing theesifdape distribution of
standard variables, e.g4, n, E/ P (ratio between the energy of the supercluster and
the momentum of the GSF track) aid; (difference inn of the supercluster position
and the track extrapolation from the innermost measurémehée simulated distribu-
tions are rescaled in order to correspond to the amount bflaga, and if the expected
efficiency is not correct, shape discrepancies should berebd. Such validation has
been performed with minimum bias data afteB nb~* of integrated luminosity, di-
rectly at the reconstruction level without any other sétecbn the electron. At this
level, the list of reconstructed electron candidates isnigaionstituted by misrecon-
structed electron candidates from hadrons (61.5%), elesfirom photon conversion
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(33.9%) and real electrons from jets 4.6%, composed at 82% & and D mesons
decays, at 14% of Dalitz decays, and thew/@f) decays). Apart from effects of un-
derstood imperfect calibration of the EE and misalignmettieen ECal and Tracker,
the distributions show a good agreement between simulatidrdata.

1.2

CMS Preliminary 2010
\s=7 TeV L, =198 nb"

11— ® EgecolData)/egeco(MC) —
+ 16 2 methods combined
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Figure 2.15: Ratio between the measured electron recatistnuefficiency (after
~200nb ! of integrated luminosity) and the expected efficiency framuation.
The results are divided in barrel and endcap regions andhéamto methods describe
in the text. The yellow band represents the two methods aweabiesults with one
sigma errors. Froml[13.

Identification, isolation and conversion rejection set@athave been defined, in simu-
lation, in several working point corresponding to a givelffigfficiency (for a prompt
electron withEr > 20 GeV, in the case of fixed-threshold identification) or tavaiy
signal over background ratio (for single electron, in theecaf category-based iden-
tification). These selections rely on different variables,which the expected distri-
bution from simulation can be compared in barrel and endegns with real data
in different process selection (e.§l; — ev) to validate the expected efficiency. The
comparisons show a good agreement between the simulatibthameal data. As in
the muon case, the selection efficiency for the dileptehanalysis has been directly
extracted from data. Because no selection at all leads tontty backgrounds for
the electrons, the selection has been factorized betwesmifidation and isolation.
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The identification and isolation efficiencies can be evadatith probe passing the
isolation and identification criteria respectively. Thg torresponds to the electrons
passing the full lepton selection. These efficiencies haenlevaluated for different
pr andn ranges and compared with pure Drell-Yan simulation or witelBYan +
W+Jets simulation, and are listed in Tab. The estimations of the difference be-
tween simulations and data for identification, isolation &éime global selection are
respectively 2%, 1% and 2.5% for electrons and are taken astamation of the sys-
tematic uncertainty of these efficiency. As in the muon c#sese efficiencies are
corrected to corresponds to thieenvironment.

Table 2.5: Identification and isolation efficiencies forattens, compared between
data, and Drell-Yan or Drell-Yan and’+Jets simulations. 100% uncertainty on the
simulated background has been taken into account in thedimailated uncertainty,
and the uncertainty for data is statistical.

Identification  pr < 40GeVe pr > 40 GeVie In| < 1.5 In| > 1.5
DY MC 0.924 0.937 0.947 0.871
DY & W+jet MC 0.906+0.007 0.933+0.004 0.942+0.005 0.863+0.008
Data 0.918+0.008 0.935+0.008 0.934+0.006 0.886-+0.013
Isolation pr < 40GeVe pr > 40 GeVke In| <15 |n>15
DY MC 0.961 0.984 0.970 0.972
DY & W+jet MC 0.948+0.013 0.980+0.004 0.961+0.009 0.962+0.010
Data 0.966+0.005 0.988+0.004 0.974+0.004 0.972+0.007

A good understanding of reconstructed electron candidetesorresponding to a real
electron is also essential to the determination of the erpegmount of background.
In this case, an unbiased sample has to be selected, ustnggets and jet selection.
Usual electron variable distributions can be obtained fewents with one jet and
one electron candidate not close to the selected jEtH¢son processes can also be
rejected with a threshold on the missing transverse enefdyg comparison between
simulation and real data shows good agreement, exceptiioe shift to lowero,,,, in
endcaps (due to a miscalibration) and some excess in theftdie bremsstrahlung
fractionin endcaps. The fake rate (i.e., the rate of therrstracted electron candidates
not corresponding to a real electron) can also be evaluatesi data and be compared
with simulation, as visible in Fig2.16in the case of fixed-threshold identification at
80% and 95% working point.
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Figure 2.16: Electron fake rate per reconstructed eleatamtlidate as a function of
Er (a) andy (b), for fixed-threshold identification at 80% and 95% wodkpoint in
simulation and real data (after80 nb* of integrated luminosity). FromifL3.

2.5 Reconstruction and identification of jets

Due to the confined nature of the coloured particles, the ginemon of hadroniza-
tion happens when a quark or a gluon is produced by a partitdeaiction, leading
to a shower of hadrons. These particles are boosted in tgmaliquark direction,
and are then generally mainly contained in a geometricaé @vound this direction.
This particle shower is detected by the calorimeters in fofranergy deposits. The
jet reconstruction consists in clustering the calorimdagosits (or more complex re-
constructed objects) in order to reconstruct the directiod the energy of the initial
parton, useful for the understanding of the event.

This section describes the hadronic calorimeter, usechfojet reconstruction. The
different kind of jet reconstruction algorithms that hawsh used in the dileptoni¢
analysis in the next chapter are detailed. And finally, thesing transverse energy
and the b-tagging algorithm, directly related to jets, aespnted.

2.5.1 Hadronic calorimeter subdetector

The Hadronic Calorimeter (HCal) is a sampling calorimetér], composed of alter-
nate layers of plastic scintillators and metallic absosbdedicated to the detection of
hadronic particles. A picture of the barrel during its coastion in 2002 is shown
on Fig.2.17, a longitudinal view is shown on Fig.18 The main requirement of this
subdetector, knowing that the resolution will be anywayrddgd by pile-up, mag-
netic field effect and parton fragmentation, is a good granityl This calorimeter is
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Figure 2.17: The CMS Hadronic Calorimeter Barrel in 2002.

organized in towers pointing to the interaction point. Thargilarity in the eta-phi
space is 0.08% 0.087 belown| = 1.6 and 0.17% 0.17 betweenn| = 1.6 and|n| =

3, which is the maximum coverage of the endcaps. The layeabsdrbers and scin-
tillators have been specially designed to avoid the presefidead material in eta-phi
plane, enabling a perfect hermeticity. The absorbers amelyr@mposed of flat brass
plates, which is a non-magnetic material mandatory in angtroagnetic environment.
The external absorber layers are also partially composethofless steel to support
the structure. To facilitate the manipulation and to avaddizones, the scintillator
are grouped in trays, divided in eta section, containing #is optical decoding unit,
linked to the scintillators and to external read-out boxgsmMavelength fibres, and
some laser alignment and radioactive calibration faesitiSeveral layers of absorbers
are used to obtain a thickness corresponding to a suffigieigh number of interac-
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tion lengths. Some layers are however reduced in the lasbwtrs of the barrel of
the first eta towers of the endcaps to allow space to the realdexes.
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Figure 2.18: Schematic view of the CMS hadronic calorimfgtéd], in a quarter of
the z-y plane.

The hadronic calorimeter barrel (HB) is 860 cm long and cewpseudo-rapidity
reachingn = 1.3. Its inner radius is 177 cm and its outer radius is 295 ctris |
divided in two symmetrical and identical half-cylinderseocovering the positive part

of the z axis (HB+) and the other one the negative part (HBHeyTare formed by

18 portions in the transverse plane. Each portion layeradost4 scintillator trays,
parallel to the beam axis and dividing again the transveeseen 4 (which lead to 18

x 4 segments, correspondingAa) = 0.087). The scintillator trays are divided in 16
sections ofAn = 0.087 each. Radially, there are 16 absorber layers and &vslay
scintillators (excepted for highhtowers). The absorbers are about 50 mm of thickness
(6 x 56.5mm and 8« 50.5 mm of brass absorbers and 75 mm for the first layer and
40 mm for the last layer in stainless steel), and correspantdi a minimum (i.e., at

|n| = 0) of 5.82 interaction lengths and a maximum (i.e|pat= 1.3) of 10.6 radiation
lengths. Two different plastic scintillators are used: ¢denm-thick) appears once
and is located in front of the first absorber layer and recottee showers starting in
the inert material between the HCal and the ECal (the matefigCal correspond

to about 1.1 interaction length), and one used in all thegb@&Br7 mm-thick or 9 mm

for the last layer). The scintillators located just aftex thst absorber are thicker and
recover the late showers leaking out the back of the HCal.
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The hadronic calorimeter endcaps (HE) are located fedm: 388 cm tojz| =570cm,
with thickness corresponding to 10 interaction lengths] eover a pseudo-rapidity
from |n| = 1.3 to|n| = 3. There are 17 layers, excepted for the lpwowers where
the latest layers is reduced to allow space for the read-axgs To compensate, an
extra-layer (layer-1) is added to the tower 18. The scintillator trays are aredng
megatile dividing the transverse plane in 36 portions.

2.5.2 Jet reconstruction

In a particle detector, a reconstructed jet is a cluster pbdits which are supposed to
be resulting from the hadronization of a parton. If all thedeposits correspond ex-
actly to the secondary particles coming from the initiattpay then the reconstructed
jet corresponds to the physical jet. In this case, the kitiesiaf the secondary par-
ticles can be deduced and the initial parton kinematic carebenstructed, with a
precision depending on the energy deposits resolution.odfse, in an environment
rich in jets, which is the case for proton-proton collisiptige probability of missing a
deposit for a given jet or of adding a deposit from anotheisj@ot null and degrades
the resolution of the reconstructed jet.

To cluster these deposits, several algorithms, calledAlggtrithms”, implemented in
theFAasTJETpackage]19 can be used.

Ideally, these algorithms should be infrared safe (i.e,atidition of a small deposit
cannot turn the jets result in a drastically different saf) eolinear safe (i.e., changing
a deposit into two deposits constituting one half of théahdeposit each cannot turn
the jets result in a drastically different set). In some céisee consumption of the
algorithm has also to be taken into account.

The main algorithms used in this study are:

e The iterative cone algorithm: this algorithm is not infréirgafe and colinear
safe, but it is quite simple and fast. Therefore, the jet metoiction in the
trigger uses this algorithm. It is based on the creation abtopet around a seed
(which is the deposit with highest energy available) reging all the deposits
contained inside a cone of a given radius. When the protopeisted, the jet
axis is recomputed and a new protojet is evaluated arouschtw axis. The
iteration stops when the protojet appears to be stable.idrcéise, the deposits
inside the cone are associated to this jet and are not alail@abanother jet
reconstruction. In this study, the iterative cone is onlgduat trigger level.

e The anti-k- algorithm [L1€]: this is a sequential recombination algorithm, clus-
tering elements two-by-two at each iteration. From all tleenents available
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(which are the energy deposits for the first iteration, ordeeosits and the
protojets formed from the combination for the further itemas), distances are
defined. For an elemeritand an elemenf, the d;; parameter is defined by
dij = min(k;;?, k;jZ)ARz/Rz, wherek,; is the transverse momentum of the
elementi, AR is the distance in the-¢ plane, andR is a free parameter. For
this element, d;p = k:;? is also defined and correspond to the distance to the
beam. The iterative clustering consists into finding, fortlad elements, the
smallestd. If it corresponds to a;;, a protojet is formed by combining the
elements andj. If it corresponds to @, g, then the elementis called a jet
and is removed from the list of available element. The midtgdvantages of
this algorithm are that it is fast, infrared safe, colineafiesand leads to more
intuitive results (the jets are more conical than with ogegfuential algorithms).
This algorithm is applied to reconstruct all the jets usethmanalysis of this
study, with the parametd? = 0.5.

The jets can be obtained from simulation, using the appatpstable particles from
the generator information as input for the clustering athar. These jets are called
“generator jets” or “GenJets”. From the generator infoiiorgtit is also possible to
deduce the initial parton which is responsible for the jetation. When a jet is pro-
vided directly from the jet algorithm, without any correxti (called “raw jet”), the
jet energy obtained can differ from the corresponding geoerjet. These discrep-
ancies between raw jet energy and generator jet energy aréodine non-uniform
and non-linear response of the CMS calorimeters, but alftetelectronic noise and
the additional energy coming from underlying events and-pjp interactions. The
correction procedure is factorized in several steps, e@ghusing the corrected value
from the previous step. The first correction level is the efffsorrection, subtracting
the mean energy contribution of electronics noise and tleeyp events. The second
correction level (“L2") is the relative correction, whereetenergy is rectified by a
factor depending im andpr determined with respect to a control region (the central
region,|n| < 1.3) in order to flatten the distribution of the energy values. The third
correction (“L3") is the absolute correction, dependinglo&p and applied in order
to adjust the mean reconstructed energy value at the genggaénergy value. Other
correction levels, based on the electromagnetic contethteoflavour type of the jets
can also be applied, but are not used in the following stuthally, these corrections
relying on simulation have to be controlled with real dataq. Due to the very suc-
cessful CMS jet energy response simulation, it has beemééc¢hat the simulation
based corrections will be used and an optional residudbreaion can be applied to
data jets in order to correct the small discrepancies obddretween simulations and
data. In the following study with early data, this residualileration have not been
applied.
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Four kinds of jets are used in CMS:

e The calorimeter jets (“CaloJets™)g. These jets are based only on electro-
magnetic and hadronic calorimeters information. The dépased are ob-
tained from the calorimeter towers. These towers regrowpH@al cell and
the corresponding ECal cells. In order to reduce noise, thrdyenergy of cells
above a given energy threshold (which can depend on the sdbdeor the re-
gion) is summed and constitutes the tower energy. In ordediace the pile-up
effect, only the towers with energy above a given threshoddused in the jet
reconstruction algorithm. They are treated as massletislpamwith a direction
determined by the centre of the tower and the centre of thectist

e The tracker jets (“TrackJets”)[L9. These jets are based only on tracker infor-
mation. In this sense, they are totally independent witpeesto the CaloJets.
Tracks with some good quality requirements originatingrfrm common vertex
are used as inputs for the jet algorithm. If needed, seveiralpy vertices can
be used to reconstruct TrackJets associated with diffesgtites but consistent
with respect to the origin of their constituents. They gaomf the good tracker
resolution at low transverse momentum, but do not accoumtefatral particles.
They also provide better angular resolution, due to thetfadtthe direction is
evaluated at vertex, while charged particles used in Cedwses been deflected
before reaching the calorimeters, and are more robust witpect to the pile-
up contribution, due to the easy rejection of contributions belonging from
the same vertex. Their energy resolution is similar to thie&As: the gain in
resolution due to the tracker use is however compensatéeuegttsence of the
neutral particles contribution. But they do not suffer friarge jet energy scale
uncertainty. A more complete description of the reconsimads available in
AppendixA.

e The jet-plus-tracks jets (“JPTJets)4(. These jets are energy corrected Calo-
Jets, the correction being obtained from the tracker in&tiom. Single charged
particle response in the calorimeter is evaluated from dagd using isolated
tracks. For each track coming from the production verteits iéxtrapolation to
the calorimeter surface corresponds to an used calorirtwier, the average
expected energy of this track in the calorimeter is subtchfrom the jet energy.
If the track direction at vertex belongs inside the jet cdhe,momentum mea-
sured in the tracker is added to the jet energy. Moreovedhéibution from
tracks which are inside the jet cone at vertex but do not rditie calorimeter
surface inside the jet cone is also added to the jet energall¥;i some cor-
rections from track finding inefficiency and lepton track sioleration are also
performed (the calorimeter response for muons is evaluatedseV, which is
the mean value of muon energy deposition in the calorimetsen the electron
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response is considered as already calibrated). The jetidings also corrected
using the tracker information.

e The particle-flow jets (“PFJets”1R1]. These jets are reconstructed from so-
called “PFCandidates”, which are reconstructed from dbetectors and corre-
spond to muons, electrons, photons, charged hadrons atrdlfeadrons. Each
kind of PFCandidates is reconstructed and commissionetifisadly, and the
information associated to a PFCandidate cannot be usedothemPFCandi-
date, ensuring consistency of the set. For example, thegetidradrons are
reconstructed from tracks. The neutral hadron are themetaated from the
remaining deposits in the hadronic calorimeter after sdbion of the expected
deposit from charged hadron. The good electromagneticioater granular-
ity can also be exploited during the electrons and photot@nsruction. This
optimal use of the detector information enhances the dpasalution and the
energy resolution.

Even if care is dedicated to reducing noise and fake signdepbsits level, it is
still possible to reconstruct a jet from a non physical erighainly from calorime-
ter and/or readout electronics noise). Fortunately, $igget variables can provide
information for the rejection of non-physical jets (callddke jets” or “fakes” in jet
context). Different jet identification criteria can be defil) the choice of the proce-
dure depending of the nature of the jets and the efficiencypamnity needed for the
study. These identification conditions are defined in puisendata samples recorded
in non-collision state (during cosmic test or LHC operatigth empty bunches).

The typical variables for the CaloJets and JPTJets idegtiific are the electromag-
netic energy fraction (EMF), the minimum number of calorieréits clustered into a
jet which contain 90% of the jet energW{) and the fraction of energy contributed
by the highest energy HPD readotitiép). The typical variables for the PFJets are the
fraction of charged and neutral contribution in the HCasgectively CHF and NHF)
and in the ECal (respectively CEF and NEF), the number of tdaests (NC) and
the number of charged constituents (ChMult). There is neifipget identification
procedure for TrackJets, knowing that the fakes in the Teaeke particularly infre-
quent, amplified by the good quality requirement appliedhenttacks before the jet
algorithm.

The jet identification threshold used in the dileptonicanalysis is summarized in
Tab.2.6.
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Table 2.6: Thresholds used for CaloJets, JPTJets (a) aredsRB) identification. The
description of the variables is available in the text.

Variable Threshold Variable Threshold
EMF > 0.01 NHF < 0.99
N >1 NEF < 0.99
for [n| < 2.5 only: NC > 1
fupp < 0.98 for |n| < 2.4 only:
CHF >0
CEF < 0.99
ChMult >0
a) b)

2.5.3 Performance of jet reconstruction and identification

The jet reconstruction efficiency can be estimated in sitraridrom the jet match-
ing efficiency. For this purpose, the standard reconstduCidoJets, JPTJets, PFJets
and TrackJets are identified under the generic term “RegbJand generator jets
(“GenJets”) are obtained by applying jet algorithm on thieodstable particles at the
generator level of the simulation (with special treatmeithe neutrinos, the muons
and the neutral particles, in order to simulate what shoel@xpected by the Reco-
Jets). For the TrackJet case, | have also produced Chargddtse using charged
generator-level particles only. The matching efficiencglisained by evaluating the
fraction of GenJets which do not match with any RecoJetss athod depends on
the matching criterion, usually chosen as a geometricatimay of the jet axis po-
sition in then-¢ space:AR(GenJetRecoJet < R, In Fig.2.19 the matching
efficiency forR,,.,. = 0.5 is given for CaloJets and TrackJets with respect tgpthe
of the GenJet (or ChargedGenJet)~A.00% reconstruction efficiency is reached for
pr > 30GeVt (resp. pr > 20 GeW) for central CaloJets (resp. TrackJets). The
reconstruction efficiency can also be evaluated from daiaguag and probe method
in back-to-backZ+Jet data (where the tag is the TrackJet in the direction sgghto
the Z boson and the probe is the CaloJet matching the TrackRsd) [

The pr resolution can also be evaluated from simulation for caegt€aloJets, JP-
TJets and PFJets, in a sample of QCD dijet events. The Rscaddtthe GenJets
are then associated by geometrical matching (the maximgitardie beingAR <

0.2, with smaller value for good position resolutions caiedi in order to conserve
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Figure 2.19: Matching efficiency between the jets recorstdifrom generator-level
particles and CaloJets (a) and TrackJets (b) with respebetgenerator jeir. The
matching criterion isA R(GenJetRecoJet < 0.5. The CaloJets are reconstructed
with the SISCone 0.5 algorithm inA+Jets sample and is restricted to central jets for
differentpr threshold. The TrackJets are reconstructed with the grilifk algorithm

in a minimum bias sample, is restricted|tg < 2 and is compared with usual gener-
ator jets (GenJets) and charged-particle-only generats{ChargedGenJets). From

[127 (a) and [L19 (b).
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Figure 2.20: Jepr resolution from simulation. The of the Gaussian fit is shown for
CaloJets (blue circles), JPTJets (red squares) and PEdets riangles) as a function
of the pr(GenJe}, for the two extreme) regions (0< |n| < 0.5 and 2< |n| < 2.5).
From [123.
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a similar matching efficiency between the three kind of jet€)nly the two high-
estpr matched GenlJets are considered. The jet response for eadé grefined as
pr(RecoJet/pr(Gendel. The jet resolution is then given by the standard deviation
of the Gaussian fit in the core region of the jet responseiloiigion, and can be evalu-
ated by|n| andpr ranges (Fig2.20. In special case where the tails of the distribution
have to be taken into account, which is not the case of theviollg study, a more
complex fit can be used.
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Figure 2.21: Jepr resolution from data for CaloJets (a), JPTJets (b) and BEdgt
in the 0< || < 1.1 region (for 36 pb* of integrated luminosity for proton-proton
collision at+/s = 7TeV). The dijet asymmetry method (blue dots) and thdet
balance method (red triangles) are compared. Fiob [
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Figure 2.22: Dijet momentum asymmetiyr, — prs)/(pr1 + pr2) for di-TrackJet
events withpr > 10 GeM: (in dijet minimum bias events after 1@ * of integrated
luminosity). The distributions are normalized to the numbkevents in each plot.
From [L19

The RecoJetgr resolution can also be evaluated directly from data, udiegdijet
asymmetry methodl[L7]. This method exploits the momentum balance in the trans-
verse plane in the dijet production events. In a sample disawh data triggered by
dijet pr average triggers (15 and 30 GeWresholds), the events with two jets az-
imuthally separated br¢ > 2.7 and a third jets below a given threshold are selected.
The asymmetry variable is defined By= (p,"" — pJ%) /(P + pI5*%) (jet1 and
jet2 are the two corrected jets satisfying the previous selectiot sorted irpr). Ne-
glecting the effect of the presence of soft radiation (lediby the third jet veto), the
variance of the asymmetry distribution is directly relatedhe relativep; resolution

for ajet of pr = (P + p2¥%)/2. The third jetpr can be used to correct the soft
radiation effect. Addltlonal physics effects, as protomnants contribution or parti-
cles from the parton emitted outside the jet reconstruatmme, can be corrected by
evaluating their impacts on the dijet asymmetry method imusition. After correc-
tion, a reasonable agreement between simulation and dabsésved. These results
are also available for higher integrated luminosity and-théet balance method can
also cross check the resulid[7]. Both results are shown in Fig.21 The asymmetry
variable has also been observed for TrackJets, in minimamdata after- 1000~

of integrated luminosity, Fi®.22, and appears to agree with simulation.
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It finally appears thap, resolution for CaloJets, JPTJets and PFJets is the order of
10% for central jets wittpz > 100 GeV, while for lowemp jets, the resolution is
clearly improved for JPTJets and PFJets. The final jet erszgle uncertainty used

in the dileptonicit study detailed in this thesis is taken at 5%.

The jet position resolution can also be evaluated, from Ktian, using the same
method as describe in tpg- resolution determination from simulation, by calculating
the standard deviation of the Gaussian fit on the distribubioArn = (n(RecoJet —
n(GenJeY) x sign(n(GenJet) andA¢ = (p(Recodet — ¢(GenJe)). These results
can be cross-checked in data by using TrackJets as refgetacknowing that they
are based on tracks for which the position resolution is Emahd well modelled.

A detailed description of the commissioning of TrackJetthwirst data is also avail-
able in AppendiXA.

2.5.4 Transverse Missing Energy and b-tagging

Additional reconstruction related to jets can be perform&tie missing transverse
energy and the b-tagging is briefly described in this section

Missing transverse energy. The missing transverse energ§£) is the measure of
the energy imbalance in the transverse plane. Although dl gaud of the energy
imbalance can be the result of known detector artifacts)dicates the presence of
neutral weakly interacting particles which have escapedittector without produc-
ing any direct response in any subdetector. Such particetha neutrinos, but also
the long-lived neutral weakly interacting particles prdd in beyond standard model
scenarios. The missing transverse energy vector is thesappaf the vector sum of
the transverse momenta of all final-state particles recoctstd in the detector. The
missing transverse energy is then the magnitude of thiokeSeveral reconstruction
techniques are available, mainly based on the jet recanitrualgorithm used to de-
termine the momentum vector of the jets. The calorimeteetf - (E(T:alo) [125is
calculated from calorimeter tower energies with noise seggion threshold and cor-
rection for deposits associated to the muons. The tradlec®dZ - (tcMET)[126

is obtained from the calorimeter-basgg but also takes into account the information
from tracker in a similar way than in the JPTJets reconstinctThe particle-flow
Er (E;:F) [127]is calculated from the reconstructed PFCandidates inahigcge-flow
algorithm. TheF' can benefit from the energy correction applied to jets (tyjpet
additional corrections from energy deposits not clustenéal jets (type2). Thel
resolution simulated and measured in multijet QCD evenissible in Fig.2.23
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Figure 2.23: Calibrated; resolution with respect to the scalar sum of the transverse
energies of the PFCandidates for correoﬁé&"’, tcMET andE5 in data and simula-
tion (in minimum bias events containing at least two jetsraft 12 nb * of integrated
luminosity). From [L24].

B-tagging algorithm. Several techniquedp7] can be used to the identification of
jets originating from the decay of a bottom quark, leadingifterent efficiency and
purity compromises and systematic uncertainties. Thesgding algorithms are
based on the long lifetime of the heavy flavour particle orha presence of soft
lepton from a semileptonic decay of the heavy flavour paaticl

The different b-tagging algorithms are the “Track Countingethod, based on the
number of tracks with a significance of the impact parameteeeding a given thresh-
old, the “Simple Secondary Vertex” method, based on thengicoction of at least
one secondary vertex, the “jet probability algorithm”, &@&®n a discriminant built
from the probability of each track to be originating from {brémary vertex, and the
“soft lepton” method, based on the reconstruction of muanslectrons inside the
jet. For each discriminant, three standard operating gwme been chosen, “loose”,
“medium” and “tight”, which correspond to 10%, 1% and 0.1%acteptance of jets
from light partons respectively. Additionally, the two firmethods are defined in a
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high purity or a high efficiency scenarios, which can be ussdaling to the need of
a given analysis.

The distributions of input variableS§] used in the different discriminant have been
tested iny/s = 7 TeV data and the simulation have been found generally glose
the observation, which indicates that the ingredients ta#dging are reasonably well
understood.
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Chapter

Dileptonic Analysis

This chapter describes the measurement of the top pair giodu(“tt") cross section
in the dileptonic channel after 3.1 pbof integrated luminosity at CMS, for a centre-
of-mass energy of/s = 7TeV, as published in 201Q]. The reference theoretical
cross section used in this analysissis = 158Jj§i pb, computed next-to-leading
order for a top mass of 172.5 Ge¥/cf. Tab.1.1 As stated before (cf. Sectidnl.J),
the dileptonictt final state is divided in three channels: #echannel, composed of
two opposite sign electrons, the: channel, composed of two opposite sign muons
and thee, channel, composed of two opposite sign leptons, one beieteatron, the
other being a muon. These electrons and muons are obtaoradte direct decays of
W bosons or through intermediate tau leptons which have égldaptonically. These
three channels correspond+d5.5% of the totakt cross section, taking into account
the contribution of the leptonic decay of intermediate taptdns. The dileptonic
final state, accompanied by two jets and large missing texssvenergy, is a clear
signature, which suffers from really low background andaiow a first cross-section
measurement after only few inverse picobarns of integrataihosity.

The backgrounds that | have studied in this thesis have besaribed in Sectioh.2.3
and the data and the simulation used in this analysis have fimesented in Section
1.2.4 The reconstruction of the events and its different physitgects has been
described in SectioA.

This chapter starts with the description of the selectiosigiial events, for a scenario
that | have developed (“TrackJets scenario”) and a scemarizvhich | have made

major contributions (“baseline scenario”). Two additibo@nfirmation techniques are
also presented. Methods for estimation of background frata dre then described.

81
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The next section focuses on the systematic uncertaintigly.stBased on all these
results, | extract the cross section. And finally, a briefseyrof the latest results on
cross-section determination is made in the last section.

3.1 Selection of the dileptonic ¢t topology

The dileptonictt topology is based on the presence of two leptons coming #iom
bosons. The general reconstruction of the leptons (Segti®2 and Sectior2.4.2
provides a global set of reconstructed candidates usablestudies. The selection of
the reconstructed leptons that procures a sufficiently peref leptons coming from
W bosons is performed in Secti@n3.3and2.4.3 From these selected leptons, event
selections can be applied to discriminate the signal of #oidrounds. Two scenarios
have been considered, and their selection methods areatedidby comparing the
observed data and the simulations. Two additional teclesiGue also presented to
confirm that the selected events behave mainly as expectdcebgnts.

Table 3.1: Summary of the lepton selection for thanalysis. For a better readability,
the variables refer to CMS jargon, while a detailed desicnipof each cut is available
in Section2.3.3for muons and.4.3for electrons.

Muon Electron
Algorithm GlobalMuon and TrackerMuon ~ GSF ECalDrivet§° > 10 GeV
Veto / AR(p) > 0.1
pT > 20 GeVe > 20 GeVle
In| <25 <25
Isolation < 0.15 < 0.15
dy < 0.02cm < 0.04cm
~-conv. cut / flag# 0
Lepton ID GlobalMuonPromptTight Fixed threshold WP90

ECal cleaning / S <0.95
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3.1.1 Event selection with a minimal use of the calorime-
ters

Originally, our idea of providing an analysis that makes aimal use of the calorime-
ters information was motivated by several reasons. A firas@a was to provide
a simple and consistent analysis without complex method®hobine information
from different subdetectors. In this context, the trackerfgrmance was well known
thanks to its intensive tests before LHC start-up to justiBtudy relying only on this
subdetector. A second reason was the possibility of reaqayeuns excluded from
the global analysis, due to a malfunctioning of one specifladetector or a part of
it. The use of the tracker offers also the possibility to grisém the vertex position
to increase the robustness against pile-up. Finally, todysallows complementary
results with different systematic uncertainties with exgpo a full detector analysis.
The two first motivations have been weakened thanks to thetamding CMS perfor-
mance. However, the two last motivations are still valid.

This event selection, called “TrackJets scenario” in thésts, is divided into two steps.
The first one is based on the selected leptons defined in 8&8®Band2.4.3 sum-
marized in Tab3.1 The second one relies on the reconstruction of jets frookséta

Dileptonic selection. The dileptonict events are characterized by two opposite sign
leptons from the same vertex. A first requirement is then alsly the presence of
two selected isolated leptons with opposite charge. It isttwooting that, in this
context, calorimeter information is used in lepton ideatifion and isolation. Even
if I have studied the possibility of a tracker only isolatjdhis information is local-
ized around the lepton position, and is then less affecteprégence of hot cells or
increases of calorimeter activity due to the pile-up thasbgl variable (e.g.E+ or
number of CaloJets). The two selected leptons should alsofmEstent with respect
to their associated primary vertex. This selection diss#iné case of two single lep-
tons processes from two different proton-proton intecatidue to the presence of
pile-up events at LHC regime. The lepton is associated telihest good primary
vertex (has defined in the vertex reconstruction descrifiection2.2.2 in the longi-
tudinal axis within a 1 cm window. If no such vertex is fourlde tevent is rejected. |
also reject the event if the two selected leptons have naddhee associated primary
vertex.

An event with exactly two selected leptons is trivially deied asee, ppu or ey event.
In case of more than two selected leptons, the chosen pappafsite sign leptons is
the one that maximizes the scalar sum of transverse momenthe following, the
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Table 3.2: Expected signal and background yields afterahleeson of two opposite
sign isolated leptons, using only simulation to estimatedtiferent processes, after
3.1pb ! of integrated luminosity, for thee channel, the.u channel, thezi: channel
and for all channels combined. The uncertainties are framtimber of simulated
events and are small enough to be neglected. The “Data” lires ghe number of
observed events in dataS/B” and “S/v/B” lines give the signal-over-background
ratio and the approximated statistical significance fromugation.

Process ee s el all
Dileptontt 3.1 3.5 6.5 13.2
Single top W 0.2 0.3 0.5 1.0
Vv 0.8 0.9 1.3 3.0
Drell-Yanee, 1088 1256 0.3 2345
Drell-Yan 77 2.8 2.2 53 10.3
Non-dileptontt 0.1 0.02 0.05 0.2
W +jets 1.1 0.06 1.3 25
Total simulated 1096 1263 15 2375
Data 1065 1224 17 2306
S/B 2.8x1073 2.8x10™® 0.8 5.6¢<1073
S/VB 0.09 0.10 2.2 0.27

term “selected leptons” refers to these two leptons. Usitlg simulation to estimate
the different processes, the results of this selection mgayed in Tab3.2 The
dominant background at this step is clearly the Drell-Yathimee and 0 channels
while the other backgrounds are already of the order of tireesi The reduction of the
Drell-Yan in 77 with respect to the Drell-Yan iae andp . is due to the leptonic decay
branching ratio of the tau lepton, but also of the effect & ttansverse momentum
cut in the lepton selection. In the: channel, even if its contamination is reduced by
two order of magnitude, the Drell-Yan process is still thendltant background. The
observed data are statistically compatible with the exgiexts from simulation.

From the two selected leptons, the dileptonic invariantsman be reconstructed,
leading to distributions presented in F&gl The two first figures, for thee and the
wi channels, are similar and show the large peak correspornditige decay of an
on-shellZ° boson in the Drell-Yan process. The slight discrepancy érethchannel
between data and simulation concerning the position of #ekps explained by a
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Table 3.3: Expected signal and background yields after ifleptdnic selection, us-
ing only simulation to estimate the different processetera8.1pb* of integrated
luminosity, for theee channel, theuu channel, theepw channel and for all channels
combined. The statistical uncertainties from the numbeairafilated events are small
enough to be neglected. The “Data” line gives the number séoked events in data.
“S/B”and “S/+/B” lines give the signal-over-background ratio and the apipnated
statistical significance from simulation.

Process ee s el all
Dileptontt 2.4 2.7 6.5 11.6
Single top W 0.2 0.2 0.5 0.9
Vv 0.5 0.5 1.3 2.3
Drell-Yanee, puu 94 112 0.3 206
Drell-Yan 1 2.6 2.1 5.3 10.0
Non-dileptontt 0.1 0.01 0.05 0.2
W +jets 11 0.04 1.3 2.3
Total simulated 101 118 15 234
Data 107 127 17 251
S/B 2.4x1072 2.3x1072 0.8 521072
S/VB 0.24 0.25 2.2 0.78

non-optimal calibration of the electromagnetic calorieneFor the third figure, in the
e channel, the Drell-Yan background contributes only viadbeay of intermediate
tau leptons, which leads to a purer selection with respettidec and uu channels.
The events with dileptonic masses below 10 Gevbrrespond to a region containing
a negligible part of the signal but possibly affected by fons and processes not
taken into account in the simulation (cf. Tdk3), and are then rejected. In the and
1 channels, | reject the large Drell-Yan contribution by vetothe events for which
the dileptonic invariant mass is contained between 76 aBd@&vE? (“ Z-veto”). As
visible in Tab.3.3when compared with TaB.2, this method reduces by 90% the
amount of the Drell-Yan background while the signal is restlby ~ 10%, but the
contribution of off-peak Drell-Yan events still constitstthe dominant background.
The observed data are statistically compatible with theikited expectations.

Jet selection. In addition to the two isolated leptons, the dileptonicsignature is
characterized by the presence of two jets arising from tliedmézation of the two
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Figure 3.1: Distributions of the dileptonic invariant massonstructed from the two
selected leptons, after the selection of two opposite siglaied leptons, for thee
channel (a), the:u: channel (b) and they channel (c), after 3.1 pt of integrated
luminosity. The plain histograms are from simulation omlgd the uncertainty from
the number of simulated events are small enough to be nedlecthe black dots
correspond to data, with statistical uncertainty.

bottom quarks. The dominant backgrounds at this stage drexpected to provide
large hadronic activity, and the number of jets is then a phweiscriminant.

The jets used in this study are the TrackJets, describedcito8&.5.2and Appendix
A, which do not use any information from calorimeters. Theyr@constructed from
anti-kr algorithm with clustering parameter equals to 0.5. The mstoction algo-
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Figure 3.2: Distributions of the transverse momentum offtiret (a), second (b)
and third (c) corrected TrackJets, after the dileptoniec@n without theZ-veto,
for all channels combined, after 3.1 pbof integrated luminosity. The jet selection
described in the text is applied, excepted thecut which has been relaxed up to
> 10 GeVk. The plain histograms are from simulation only, and the tadaty from
the number of simulated events are small enough to be nedlecthe black dots
correspond to data, with statistical uncertainty.

rithm of a TrackJet takes into account only the tracks whighaaiginating from the
same primary vertex. Consistently, | only taken into ac¢olm TrackJets correspond-
ing to the primary vertex associated to the two selecteaieptavoiding contamina-
tion from jets from pile-up. The jet momenta are correctetthWwP and L3 corrections,
which compensates the absence of neutral particles. Téetsdljets are the ones with
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pr > 30GeM: and|n| < 2.5. | apply a cleaning with respect to the two selected lep-
tons: the reconstructed jets close to one selected leptoRs< 0.4) are vetoed.

Table 3.4: Expected signal and background yields after thaekDets scenario se-
lection, using only simulation to estimate the differenbqesses, after 3.1 pb of
integrated luminosity, for thee channel, the.;: channel, theep, channel and for all
channels combined. The statistical uncertainties fronmthmber of simulated events
are small enough to be neglected. The “Data” line gives thabmr of observed
events in data. §/B” and “S/+/B” lines give the signal-over-background ratio and
the approximated statistical significance from simulation

Process ee j el all

Dileptontt 172 187 463 8.23
Singletop+W  0.06 0.06 0.15 0.27
4% 0.03 0.03 0.08 0.14

Drell-Yanee,up  2.00 2.10 0.03 4.10
Drell-Yan 7 0.08 0.10 0.07 0.24

W +jets 0.06 <«0.02 0.02 0.08
Total simulated 4.0 4.2 49 131
Data 2 9 5 16
S/B 0.75 0.80 17 1.7
S/VB 11 12 89 37

Fig.3.2 shows the distributions for the transverse momentum of teg the second
and the third jets by decreasing transverse momentum oodeallf channels com-
bined, after the dileptonic selection without tHeveto. The signal distributions peak
at ~ 50 GeMr for the first jet and at- 40 GeMt: for the second jet, which corresponds
to the presence of the two expected jets from bottom quarkonahtion. The low jet
production of the background is also visible, justifyingwt atp; > 30 GeVt. Ob-
served data appear to be in good agreement with expectétionsimulation for jets
beyond the 30 GeMthreshold. The events with less than two selected jets preteel,
leading to the yields listed in TaB.4. 98% (resp. 30%) of the expected backgrounds
(resp. signal) have been rejected. The expected signabgiropin the total expected
events, which was- 5% before the jet selection, has increased up 9% for a total

of 13.1 expected events, while 16 selected events are @usarwata. The presence
of ¢t process is also directly visible in TrackJets multiplicitistributions after the
dileptonic selection shown in Fi§.3. These distributions illustrate the low jet multi-
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plicity of backgrounds while the signal is peaked at two,jatsexpected from the two
bottom-quark decay.
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Figure 3.3: Distributions of corrected TrackJet multifilicfor jets with pr >

30 GeMt after the TrackJets scenario selection without the two gats for theee
channel (a), the: channel (b), the:y, channel (c) and for all channels combined
(d), after 3.1 pb? of integrated luminosity. The plain histograms are fromusation
only, and the uncertainty from the number of simulated esyaré small enough to be
neglected. The black dots correspond to data, with stistincertainty.
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3.1.2 Event selection with the full CMS detector

As developed in each section of Chafteit has rapidly appeared that the CMS detec-
tor behaved outstandingly. This has allowed the use of momgptex reconstruction
techniques with the whole detector, which can be used inalexson called “base-
line scenario” in this thesis. However, several charasties of an early analysis are
maintained. Special care is still applied on the robustésbe selection and the
cross-section extraction method is kept as simple as inthekTets scenario. With re-
spect to this previous scenario, the baseline study apgtiastly the same dileptonic
selection. The status of the selection after the dileptselection is thus identical to
the one developed in the previous section, and allows atdirgt easy comparison
for the next selection steps. The calorimeters informaisahen exploited in the jet
reconstruction and in the missing transverse energy. Bitggnethods are not used
because no significant gain has been observed in simulation.

Jets selection. The jets are reconstructed with the methods described iticBec
2.5.2 and results can be obtained using CaloJets, JPTJets antbRfhé TrackJets
being used in the previous section). There is no big diffeeen the selection effi-
ciency using CaloJets, JPTJets and PFJets in simulatioms;hbice of objects has
then been determined by the resolution and the systematertanties associated to
it. CaloJets relies only on calorimeters, which have lovesotution for jets close
to the appliedvr threshold. On the other hand, it appears that the undeiatand
the more complex methods for the JPTJets and PFJets ragditsiris better than
expected in the conservative approach adopted beforealatayt This leads to good
reliability and lower systematic uncertainties. Becaulse is no big advantage at
this stage to favour one kind on the other, the study can bdizeddor both. But to
avoid to present similar results for both choices, | presemé the final results done
for JPTJets only. These jets are reconstructed with the gemreameter than in the
TrackJets scenario (the possible effect of the clusterargmeter which does not cor-
respond to the same amount of particles at the tracker lencklaa the calorimeter
surface appears to be negligible after correction). They@eonstructed with antirk
algorithm with 0.5 clustering parameter, corrected at L@ b8 levels and the same
threshold ofh > 30 GeVt is applied. A lepton cleaning (the jets withR < 0.4 with
respect with one of the two selected leptons are vetoed)rand 2.5 cuts have also
been applied. Unlike the TrackJets where it appears to beeugssary, an additional
rejection of non physical or misreconstructed jets can beiged by jet identification
criteria. The jet identification criteria required for Caéts and JPTJets and for PFJets
are detailed in Tal2.6. Additional corrections are also available for these jetpar-
ticular the small residual correction, adjusting the siatioh-based correction to the
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real data observations. This correction being small, itfwdeen applied. The more
advanced reconstruction techniques dealing with theygland being consistent with
a given primary vertex have not been used in this study. Toeseno condition on
the primary vertex origin of the jets has been applied on twrary of the TrackJets
scenario case.
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Figure 3.4: Distributions of the transverse momentum offtiret (a), second (b)
and third (c) corrected JPTJets, after the dileptonic sieleevithout theZ-veto, for

all channels combined, after 3.1 pbof integrated luminosity. The jet selection de-
scribed in the text is applied, excepted the cut which has been relaxed up to
10 GeVt. The plain histograms are from simulation only, and the wagaty from
the number of simulated events are small enough to be nedlecthe black dots
correspond to data, with statistical uncertainty.
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As done in the TrackJets study, the distribution of the theading jets can be studied.
These distributions are really similar among the diffedent of jets. This is illus-
trated by Fig3.4 displaying these distributions for the JPTJets, which @adibectly
compared with Fig3.2 The events with less than two selected jets are rejected.

Missing transverse energy. Due to the leptonic decays of the tWwi bosons, the
dileptonictt contains also neutrinos which are not detected and leachte saissing
transverse energy. Again, this characteristic is not exgokioc dominant backgrounds,
and the value of thé'; can be used as a discriminant. The missing transverse energy
reconstruction is addressed in Sectibf.4 Consistently with the choice of the JPT-
Jets and PFJets, the tcMET and m%F have been used. Thlé%a"’ corrected for jet

and muon response appears to be less efficient for the Daalka&jection. The back-
ground rejection efficiency for ttMET anfl, are similar, whileZ has a slightly
better resolution (but that appears to be negligible in tireent study).

Table 3.5: Expected signal and background vyields after Hweline scenario se-
lection, using only simulation to estimate the differenbqesses, after 3.1 pb of
integrated luminosity, for thee channel, thg.;: channel, theep, channel and for all
channels combined. The statistical uncertainties fronmtiveber of simulated events
are small enough to be neglected. The “Data” line gives thabmr of observed
events in data. §/B” and “S/+/B” lines give the signal-over-background ratio and
the approximated statistical significance from simulation

Process ee s el all

Dileptontt 150 168 448 7.65
Singletop W  0.05 0.05 0.15 0.25
4% 0.03 0.03 0.08 0.13

Drell-Yanee,up 014 0.28 0.01 0.43
Drell-Yanrr 0.04 0.07 0.07 0.18
Non-dileptor¢¢  0.05 0.01 0.09 0.15

W+jets 0.03 <0.01 0.06 0.09
Total simulated 1.8 2.1 4.9 8.9
Data 3 3 5 11

S/B 5.0 4.0 10.7 6.1

S/VB 27 26 69 68




3.1. SELECTION OF THE DILEPTONI@T TOPOLOGY 93

% CMS Preliminary % CMS Preliminary
o 3.1pbrat \s=7 TeV o 3.1pb*at \s=7 TeV
S Events with ee 3 Events with pp
= =
o 2
= c
9 [
> >
m m
10" 10*
10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100

Missing transverse energy [GeV] Missing transverse energy [GeV]
% CMS Preliminary % CMS Preliminary
o 3.1pbrat \s=7 Tev o ., 3.1pbTat \s=7 Tev
S Events with e p g 10 Events with ee/ pp/ep © Data
5 5 Bzy-1
2 € .
g g 10 DZIv*«r T
w w .Slngle top

\2 DW
10 .W —lv
.tf signal
O0 10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100
Missing transverse energy [GeV] Missing transverse energy [GeV]

Figure 3.5: Distributions of the tcMET after the dileptosielection without theZ-
veto, for theee channel (a), theu channel (b), theu channel (c) and for all channels
combined (d), after 3.1 pf of integrated luminosity. The plain histograms are from
simulation only, and the uncertainty from the number of dated events are small
enough to be neglected. The black dots correspond to datastatistical uncertainty.
The last bin contains overflow events.

Fig.3.5 shows the distributions for ttMET in the different channafter the dilep-
tonic selection withouf -veto. Some discrepancies can be observed for values around
40 GeV, inee andup channels. It seems to be an excess of Drell-Yan events with re
spect to expectation, because no pathologies have bedifi@kem missing energy

or jet energy estimation and because the excess eventsraisteot with Drell-Yan
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Figure 3.6: Distributions of the tcMET after the baselinersario selection with-
out the £+ cut (with corrected JPTJets), for tkg channel (a) and for all channels
combined (b), after 3.1 pt of integrated luminosity. The plain histograms are from
simulation only, and the uncertainty from the number of dated events are small
enough to be neglected. The black dots correspond to datastatistical uncertainty.
The last bin contains overflow events.

(with respect to the light flavour characteristics of tha jet the dileptonic invariant
mass shape). A method to estimate the amount of Drell-Yakdoaand from data
has been developed, cf. Secti8r2.1, which avoids thus any effect of this discrep-
ancy on the cross section determination. Big.shows the distributions for tctMET
in the ey channel and for all channels combined after the dileptosliecsion and the
jet selection. Because the Drell-Yan background is moreoitapt in theece and uu
channels, the cut on thg is harder: events witfl'; below 30 GeV are rejected. For
the e channel, even if it appears to be unnecessary from simalatiody, a miss-
ing transverse energy cut is also applied, in order to rgjestible unexpected data
events which do not have the kinematical characteristi¢s efents: events withf
value below 20 GeV are rejected. The events yields aftersiiisction step is given
in Tab.3.5. The expected signal proportion in the total expected evisnt 86% for

a total of 8.9 expected events, while 11 selected eventshaerved in data. 8 events
are selected in both TrackJets and baseline scenarios.ofikeammon events are the
consequence of the absenceff cut in the TrackJets scenario (6 events are kept in
the TrackJets scenario while they do not satisfy the tcMET which is consistent
with the simulation expectation) and of the different resion of the jets in the two
scenarios, where the second jet can be close to the thrg@hksp. 3) events are se-
lected in the TrackJets scenario and not in the baselineasogmnesp. in the baseline
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Figure 3.7: Distributions of corrected JPTJet multiplididr jets withpy > 30 GeVt
after the baseline selection without the two jets cut, fa& d¢b channel (a), the:u
channel (b), the channel (c) and for all channels combined (d), after 31 pif
integrated luminosity. The plain histograms are from satioh only, and the uncer-
tainty from the number of simulated events are small enoodbetneglected. The
black dots correspond to data, with statistical uncenaint

scenario and not in the TrackJets scenario) due to thistgffelee JPTJets multiplicity
after the dileptonic selection and the missing transvensegy is shown in Fig3.7.
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3.1.3 Additional ¢t characterizations

The previous selections allow the creation of a preample. But two other charac-
teristics of thett events can also be exploited to increase the confidence dadhe
that the selected events dieevents. The first one is the fact that the two jets are ob-
tained from bottom quarks, which can be discriminated wetipect to other jets from
lighter quarks or from gluons using b-tagging algorithm&eBecond characteristic

is the fact that the top-quark mass measurement techniqueiidptonictt return a
more suitable observed mass valuestfavents than for background events.

These two characteristics are not suited for an early aisalyke gain after b-tagging
selection, studied in simulation, appeared to be smallsitheal over background ratio
is enhanced, but the statistical uncertainty, which is thaidant uncertainty, is also
increased, and the systematic uncertainty from the b-tagdmrge due to the lack of
calibration from data at the time of this analysis) has aldwettaken into account. This
explains why no b-tag is applied in the baseline scenaripitieits good performance
in data. Concerning the top-quark mass extraction, thesglex methods have to
be carefully applied and should benefit of a larger data samplwo preliminary
methods have been exploited to extract a value related ttofguark mass. It is
worth noting that these methods were not fully optimizeddamass measurement
at the time of this early study and that the presented reatdtsiot to be taken as a
real mass measurement but more as an additional discritrimaonfirm the signal
presence. These methods have later been improved anddafgpiidarger amount of
datafL2g.

B-tagging. The b-tag algorithm used is the track-counting tagger logseking
point (cf. Section2.5.4. The jet is identified as a b-jet if the impact parameters of
at least two tracks satisfies the loose working point requéme. This loose working
point has been chosen in order to reduce the rejection obkeyents. This tagger
has an 80% efficiency on b-jets and suffers of 10% of fake rata fets not originat-
ing from bottom quark. The distribution of the number of ggad jets is shown in
Fig.3.8 The uncertainties considered here are only determined fhe scale factor
observed in datdlR7], and do not account for the correlation between bins and the
jets momentum dependency. Even if the statistical unceytis large, the data show
indeed a tendency to contain one or two b-tagged jets, asxpiscted fronit events
from simulation.

Mass measurement methods. Because the top-quark measurement in itself is be-
yond the scope of this thesis, the methods are only brieflgriesd, no uncertainties



3.1. SELECTION OF THE DILEPTONI@T TOPOLOGY 97

2 akcm5 preliminary I o ] 2 4FcmS Preliminary
o 3.1 pbtat\s=7 Tev Bewa] 2 3.1 pbtat\s=7 Tev
o 3.5 . - o 3.5 i
Events with ee Mo 13 Events with pyl
3 .Smglelaé 3
va :
2.5 Do 3 25
2
1.5
1
0.5
0
0 1 2 23
Number of b-tagged jets
'2 M5 Prelimin ry ‘UE) cM's ' '
o 3.1 pb™at\s=|7 TeV o 1 pbtat\s
w L

Events with g

=|7 TeV
Events with e¢/pp/ep

O = N W & OO N © ©

1 2 >3
Number of b-tagged jets

1 2 >3
Number of b-tagged jets

Figure 3.8: Distributions of b-tagged JPTJet multiplidity jets withpy > 30 GeV:
and track-counter loose working point b-tagger, after thseline scenario selection,
for the ee channel (a), the.u channel (b), theey channel (c) and for all channels
combined (d), after 3.1 pl} of integrated luminosity.Z — ¢¢ containsZ — .
The plain histograms are from simulation only, and the uadsty from the number
of simulated events are small enough to be neglected. Thiedrarea displays the
uncertainty on the number of signal events correspondirtheauncertainty in the
b-tag selection, based on the b-tagging knowledge for edatp. The black dots
correspond to data, with statistical uncertainty. Frdin [

study is developed and no measured top-quark mass valuexaited. Two methods
have been tested, and the consistent results between tistrémgthen the confidence
in these methods.
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The “Kinematic Method” has been developed and used at the &pEriment]29.
The dileptonictt topology has six patrticles in its final states: two chargexides,
two neutrinos and two bottom quarks. Each particle beingritesd by four quad-
rimomentum components, there are twenty-four indepengaragmeters (including
known masses). The eight parameters corresponding to éngethleptonsk,- and
P,+) are directly measured. The eight parameters correspgmalithe bottom quarks
(P, and P;) are given by the two leading jets of the events, even if nagligible
uncertainty on these values is introduced by the detecsmluBon. The six parame-
ters corresponding to the neutrinos, supposed to be masalesconstrained by the
measurement of the missing transverse enaﬁ_éy,: DT, + Pr.u,- Again, large un-
certainty due to the resolution of the detector has to bentake account. The world
average value for thB” boson mass is assigned to the tiWobosons being produced
on-shell in the top decay and the condition that both top aridog quark have the
same massyp; = mg, is also imposed. These measurements and constraintolead t
a system with one degree of freedom. This extra degree afidrads related to the
longitudinal balance with which th& system is produced described by the variable

Pz
Pz = Dzt +pz,f = Pz,by +pz,€1 +pz,1/1 +pz,b2 +pz,€2 +pz,uzy (31)

which is not expected to have a strong dependence in theuagegnass. Assuming
the p, value from the Gaussian distribution obtained from simalgtthe system is
then totally constrained for each of the two lepton-jet g@sient. Varying the jets
and missing transverse energy values according to theinstwiction resolutions and
varying thep, value according to the simulated Gaussian distributidrscdlitions for
which |m, —my,| < 3 GeVk? are accepted. The lepton-jet assignment chosen for the
mass measurement is the one that provides most of the s@ufitne equations been
guadratic, more than one solution might be found for a giegdn-jet assignment
and a given smearing configuration. It has been found thatdhgion corresponding
to the softer value ofP,, + P, + P,,]? + [Py, + Pu, + P,,]? reflects better the true
kinematics of thei events. This solution is then chosen such that there is atones
solution for each smearing configuration. For a given ewietfinal top mass value
is extracted from a Gaussian fit on the., + m.,)/2 distribution.

The “Matrix Weighting Algorithm” has been developed and dis¢ the D@ exper-
iment[13(. It uses, for each event, the solutions kinematically ésiaat with a
dileptonictt for a given top-quark mass hypothesis. Each of these snhitice then
weighted by the matrix element from the two leptons momeota ftop-quark mass
hypothesis. Repeating the process for each top-quark nyasshiesis and summing
the weights of each solution leads to a distribution of wesighith respect to the top-
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quark mass. The higher weight mass value is assigned to g, end finally, the
masses distribution is fit with simulated templates to ettitae top-quark mass.

The kinematic event reconstruction is based on the meatpths and jets variables
and on the total transverse momentum of all other jets anticles (o ,;), which
corresponds to the transverse momentum of the top quarks pai

Using thelV boson and top-quark masses, the positively charged leptonemtum
and the associated bottom quark momentum allows the reduofi the top quark
transverse momenturg£ ;) to an ellipse in the, — p, plane (and inversely for the
negatively charged lepton and the antibottom quark for thigagp quark). Knowing
thatpr ; +pr ¢ = pr ., the solutions for the two top quarks transverse momentacor
spond to the intersection of the ellipses definedster andpy ;s — pr ;. The ellipses
intersection leads to a maximum number of solution of fourolv is doubled due to
the ambiguity of the lepton-jet association. Due to the deteresolution and the ef-
fect of hard gluon radiation, the jets momenta do not alwags#y correspond to the
bottom quarks momenta and lead to system with no solutior (8% of the cases).
This effect is compensated by computing solutions manydiper event (1000 for
data events, 100 for simulation events to save CPU time) switbared jets momenta.
The smearing is a normal distribution centred on the medstateie with a width cor-
responding to the expected detector resolution. In sumnfargach event, for each
top quark mass hypothesis and for each jets smearing coafiigiy a maximum of
four solutions are found when the positively charged lepgosssociated to the lead-
ing jet, and a maximum of four solutions are found when thetjwesy charged lepton
is associated tot the second leading jet. For each top quask hypothesis, the total
number of solution for one event is given by the sum of all thletsons for each jets
smearing configuration.

In order to emphasize the most probable kinematical saigtior am; top quark mass
hypothesis, a matrix element weightusing the two leptons momenta is computed:

w =" Fe)) Fle2)p(Bfi Im)p(Bf- |my) (32)

wherex; andz, are the Bjorkénz values for the initial state partons;(z) is the
parton distribution function evaluated@t = m?. The sum is done over the possible
leading order initial state partons, @u, dd, dd andgg). P(E*|m;) is the probability
density of observing a charged lepton of enefglyin the rest frame of the top quark.

dmy E*(m? — mi — 2myE*)
o — )7+ M (m? — ) — 20,

p(E"|my) = (3.3)

It leads to a weight curve distribution with respect to the teass hypothesis, which
has been evaluated for 100 to 400 G&Wy 1 GeW-? step. The value of the mass
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for which the weight is the higher, called “peak mass”, iscuas measured top quark
mass before correction, which is biased by the simplifiedragsions in the recon-
struction but strongly correlated with the top mass.
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Figure 3.9: Distributions of the top mass values extractid the Matrix Weighting
Algorithm method (WMT) and the Kinematic method (KIN) degallin the text, for
the eleven events (dots) passing the baseline scenarictisel@and for simulation
(dashed line and plain histogram), after 3.1 pbf integrated luminosity. The last bin
contains overflow. Fromi].

The top quark masses distributions, obtained from the elde¢a events passing the
selection, and the expected distributions from simulatiame given in Fig3.9, for the
two methods. The top quark mass can then be extracted by cimgphese masses
distributions to simulated distribution templates for agea of top quark masses hy-
pothesis. The background contribution can also be takendntount using tem-
plates from simulation. These templates can be normalimed Simulation, from
data-driven background estimation or as a free parametbeifit procedure.
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3.2 Data-driven background estimate

Even if the simulation appears to describe well the data istrobthe cases, expec-
tations induced by real data are preferred, especiallylferdominant backgrounds
or for behaviour depending of the tails of distributions¢hsas the probability of a
non-prompt lepton to pass the selection optimized to séhecprompt leptons. In or-
der to reduce this dependence of the simulation, | use twhads{fL31] to determine
directly from data the amount of backgrounds:

e The Drell-Yan estimation from data, which uses the large@amof Drell-Yan
events in theZ mass peak in the invariant mass distribution in order torest
the amount of Drell-Yan events in the selected region;

e The estimation of fake leptons, which uses the probabilitg take lepton to
pass the lepton selection, obtained from data, to estirhatedntamination of
these fake leptons into the selection.

The remaining backgrounds are the single-t&, the diboson processes not con-
tributing to theZ mass peak and the Drell-Yan into two tau leptons. These back-
grounds are small with respect to the others and are thergfedicted with simula-
tion with a conservative uncertainty on their normalizat{60%).

| apply both data-driven background estimate techniquésetdrackJets scenario and
the baseline scenario.

3.2.1 Estimation of Drell-Yan background

The characteristic peak corresponding to fifeboson mass in the dileptonic invari-
ant mass distribution is rejected in the analysis, but camseel as a control region to
evaluate the number of Drell-Yan events selected. Assuthiaigthe simulated shape
of the Drell-Yan dileptonic invariant mass distributionrédiable, the scale factor be-
tween the amount of observed Drell-Yan events in the peakmegnd the predicted
events in simulation can be use to rescale the amount ofgtegdévents outside the
peak region. In this context, the peaking background peseEsefave to be distin-
guished from the non-peaking processes. The peaking bawkdrare the processes
containing az° boson decaying into two electrons or two muons, which is t#se of
the Drell-Yan and diboson processes. This is shortendelyinin the notation, due to
the dominance of the Drell-Yan contribution.

The scale factorR, i, is first determined in simulation after dileptonic selestio
without Z-veto by comparing the number @Y background events outside tbe
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window (N34 ;) and the number oDY background events inside tt#ewindow

(NBy amo):

Nout
Routjin = % (34)
/ NMC DY
The estimated number of selected events for tli&gegrocesses can then be estimated
from data, using the number of theB&” processes in th& window region:

out _ n
Nestimated DY — Nobs DY Rout/in (35)

Of course, the numbeN’?. .- is not directly known, due to the presence of other
processes. To evaluate these processes, the channfeée of DY background, is
considered. With respect to thg channel, the nod?Y processes yield in theu
channel incurs a factor 1/2, but has also to be correctedhéodifference between the
electron and the muon selection efficiencies/e.. This efficiency correction factor
can be extracted from the number of dileptonic events obthfrom a loose selec-
tion (events passing the dileptonic selection withButeto in the TrackJets scenario,
and the same selection plus the jet selection with6gtfor the baseline analysis),
assuming a same geometrical acceptanige) for both channels:

obs loose true
N _ N Auu €

obs loose true ’
NZ! Nt Aee €

=

; (3.6)

N

The correction factok,,, is therefore:

1 szbs loose
kﬂlt = § v nggs loose (37)
which can be evaluated in an identical way for Hhecase.

This leads to the final equation of the estimationtf” events outside the peak win-
dow for a¢¢ channel:

Neog;lttimated DY ¢ = (N;IT)LS o k“ . Nél?s eu) ' Rﬁit/zn (38)
The results in the TrackJets scenario are presented irB'EabThe estimate of the
Drell-Yan contribution (V2% . . »y) can be compared to the total number of data
events (V2ul, . ..) which also contain non Drell-Yan contributions. F§f.., = 0
and Nj.;s = 1 bins where the Drell-Yan process dominates, it shows a stamgi
results. TheN;.;s > 2 bin provides the final number of the estimation of the Drell-
Yan used in the cross-section determination. The closstepgrformed with simu-
lations is also shown. | have evaluated the systematic taingr on the background
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Table 3.6: Results of the data-driven estimation of the IPfah-like background to
ee and . channels in the TrackJets scenario, scaled to 3.1 pbintegrated lumi-
nosity, in function of the TrackJet multiplicityiz,,,;/;,, is the ratio of Drell-Yan-like
background events in and out t# peak region evaluated by simulatiork,, is
the correction factor for the lepton efficiency evaluatedata. N°%. . . . is the
estimation of the Drell-Yan contamination in the out regid¥24’, ... is the total
number of events observed in the out region, containingthismon Drell-Yan data.
N by o0, 1S the estimation of the Drell-Yan contamination in the agion using
only simulated dataN i,y is the expected Drell-Yan-like contamination in the out
region in simulation. Uncertainties are based on the usdisst.

ee channel Njets =0 Njers =1 Njers > 2
Rout/in 0.0934-0.002 0.104+: 0.002 0.102+ 0.002
kee 0.465+0.029 0.470+0.082 0.463t0.179
Now  ea Dy (7.912+3.138 10.422+ 1.062 2.04H- 0.458
Ntoalzle data 90 15 2

N by est. 80.287+ 3.198 11.673:1.127 2.118+ 0.467
N oy 80.259+ 1.056 11.645:0.377 2.063:0.166
e channel Njers =0 Njets =1 Njets > 2
Rout/in 0.098+ 0.002  0.105-0.002 0.088t 0.002
kup 0.5374+0.036  0.532:-0.098 0.540f 0.223
Now  ea Dy 90.875+3.540 14.709t 1.281 2.367 0.458
Nfoizfll data 103 15 9
NS by st 97.143+ 3.697 13.3111.215 2.161-0.438
NS by 97.130+ 1.181 13.284:£ 0.435 2.108+-0.174

yield estimate from this method at 25%, based on discrepagtween inclusive and
Njets > 2 bins (15%) and in théV..s = 0 bin (25%). | have also evaluated the effect
of possible discrepancies between the real and the sindulatl-Yan process shape
by varying the window edges. AGeVk? shift of the two boundaries in the same
direction, corresponding to a shift of th& peak, leads to a- 6% variation of the
estimated background yield. A shift of the two boundariethi opposite direction,
corresponding to a wider or a narrowgipeak, leads to a higher effect©f12%. The
accuracy of theZ peak simulation can be evaluated in Drell-Yan dominatedbreg
and the possible effect is contained in the conservativenisioty associated to this

method.
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Table 3.7: Results of the data-driven estimation of thelPfah-like background tee
andyy channels in the baseline scenario, scaled to 3.1 pbintegrated luminosity,
in function of the JPTJet multiplicity, with and without theissing transverse energy
selection.R,, /i, is the ratio of Drell-Yan-like background events in and T: A
peak region evaluated by simulatiaN24: . . - is the estimation of the Drell-Yan
contamination in the out regiolV24! , . . "is the total number of events observed in
the out region, containing also the non Drell-Yan datg;. ,, is the expected Drell-
Yan-like contamination in the out region in simulation. @n@inties are based on the
used statistic.

without £ selection:

ee channel Njets =0 Njets = 1 Njets > 2
Rout jin 0.092 0.11 0.1% 0.01
N ied DY 76+ 3 12+1 2.9+ 0.6
Nfo%ﬁtl data 87 15 6
N oy 79 13 2.6+ 0.1
i channel Njets =0 Njets = 1 Njets > 2
Rout jin 0.096 0.12 0.1% 0.01
N ied DY 88+3 17+1 3.8+0.7
Nfoiéﬁtl data 99 21 7
N oy 96 15 29+ 0.1

with F1 selection:

ee channel Njets =0 Njets =1 Njets > 2
Rout/in 0.26+ 0.05 0.17+ 0.03 0.10+ 0.02
Now  eapy 001105, 708, 03+£0.2+0.2 0.8+0.4+04
NG oy 0.20+ 0.04 0.27+ 0.05 0.14+ 0.03
ppe channel Njets =0 Njets = 1 Nijets > 2
Rout jin 0.44+ 0.06 0.28+ 0.03 0.15+ 0.03
out  eapy 00708 10% 17+07+08 0.6+04+0.3
NG oy 0.54+ 0.07 0.68+ 0.07 0.28+ 0.05

The results in the baseline scenario are presented irBTabThe systematic uncer-
tainty for this method is dominated by the dependenc& gf, /;,, on event selection,
mainly on thefZ cut and slightly on the overall scale of the event. The syatam
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uncertainty is then evaluated at 50%, based on the diffeselnetween the results with
jets with and withoutZ' cut, which is conservative in th¥;.;s > 2 bin.

3.2.2 Estimation of fake leptons

The multijet QCD processes, thi€+Jets process and the semileptottiprocess can
contaminate the signal selection if some reconstructecdaledted leptons are in fact
non-prompt fromiW boson. These leptons are called “fake leptons” and regrhoip t
reconstructed leptons that do not correspond to a realridpibalso the leptons from
heavy flavour decays, decays in flight of mesons or photonezsions. These leptons
pass the lepton selection if they are located in the taile@fliscriminant distributions
for which the simulation is less reliable.

In order to evaluate the rate of fake lepton passing the hepédection, the fake rate
(F'R) or tight-to-loose ratio Rry,, or R as used in the following formulae) is deter-
mined [L37. The previously defined lepton selection is called “tighlestion” and a
second selection, looser than the tight selection, thes8aelection” is defined. The
fake rate is defined as the ratity obtained for differenpr andn regions, between
the number of leptons passing the tight selection and thebeumf leptons passing
the loose selection.

The loose selection for muons consists of relaxing the cihemormalized? of the
global fit of the track to< 50, the cut on the transverse impact parameter with respect
to the beam-spot tec 2 mm and the cut on the combined isolatiordt®.4. The loose
selection for electrons consists of removing the electdemfification and the cut on
the impact parameter with respect to the beam-spot.

The fake rate is evaluated from a multijet QCD sample. It &iaged that the number
of leptons in the event does not affect the fake rate and tieagvtaluation of the fake
rate in multijet QCD sample corresponds to the fake rate énsilgnal region. The
initial idea was to obtain a QCD sample triggered by jets. ddihately, the lowpr
jet triggers are heavily prescaled, which leads to inswffitstatistics. Single lepton
triggers have been used instead, to obtain a QCD samplegiedukith lepton, and
a jet trigger has been simulated by an offline jet requirenfanteast one jet with
pyreer > 15 GeM). If there is no lepton identification or isolation requirents in
the lepton trigger (which is the case here), this leads tonédai sample than the one
that should be obtained by asking a jet trigger and an offipéoin requirement. In
case of events with one lepton and one jet, these two objeotddsbe well separated
(AR > 1) to avoid trigger bias. The lepton considered for the fate evaluation
is the one corresponding to the lepton triggAi{ < 0.4 between the offline and the
online lepton). In this sample, there is a contamination rafnpt leptons, mainly
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from W decays. This contamination can be reduced by requiring I&sginmg energy
(tcMET < 20GeV) and a low transverse madg£ < 25 GeV), which has no signifi-
cant impact on results from multijet QCD process. Wiecontamination is however
still significant for leptons withpr higher than 35 GeY especially for muons. To
avoid this and because the leptons in multijet QCD backgit@ure expected to popu-
late lowpr region, the fake rate is evaluated uppte = 35 GeMt, and this last value
is used as the fake rate for leptons with higher The obtained values of the fake rate
for muons and electrons for differept and|n| bins are given in Tal®.8and Tab3.9.

Table 3.8: Fake rateR{) values for muons obtained for differemtandp bins from
the method discussed in the text.

muons | 0.<Il<1. L<|p <1479 1479< |yl <2 2.<|n[ <25

10 < pr < 15 | 0.320+0.004 0.357-0.007 0.352+ 0.007 0.381: 0.012
15 <pr <20 | 0.246+0.009 0.25A 0.014 0.306+ 0.014 0.345-0.025
20 < pr <25 | 0.241+0.017 0.289t 0.030 0.255+-0.026 0.253+ 0.048
25 < pr <30 | 0.206+ 0.026 0.218+ 0.047  0.340+ 0.049 0.147 0.061
30 < pr <35 | 0.243+0.051 0.143t 0.059 0.343+ 0.080 0.188+ 0.098

Table 3.9: Fake ratei) values for electrons obtained for differepandp bins from
the method discussed in the text.

electrons | 0.<|pgl<1. L<[g <1479 1479< |yl <2 2. <[y <25

10 < pr <15 | 0.1914+ 0.006 0.226+ 0.008 0.205t 0.009 0.22A4 0.007
15 < pr <20 | 0.1804+ 0.009 0.25A4 0.016 0.294 0.019 0.236+ 0.012
20 < pr <25 | 0.160+ 0.015 0.294+ 0.028 0.336+ 0.031 0.243+ 0.018
25 < pr <35 | 0.193+ 0.022 0.256+ 0.035 0.396+ 0.034 0.291t 0.021

Dileptonic events can then be divided in three categoriesnts containing two lep-
tons passing the tight selectiom{ events), events containing one lepton passing the
tight selection and a second lepton passing only the lodset&m and not the tight se-
lection (n72 events) and events containing two leptons passing onhotheelselection
and not the tight selectiom{ events).

The multijet QCD events passing the selection are domiratéwo fake leptons. The
fake rate R) being the probability of having a fake lepton passing thbttselection,
the number of multijet QCD events having two leptons pas#iegselection can be
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estimated from the number af: events (V;7):

NQCD — Z = R;R; N (3.9)

R)L=R;) ™

i,J
wherei and;j stand for thev-n binning and the flavour of each lepton.

In the same way, th&+Jets background (and also the semileptetlibeing mainly
composed of one prompt lepton and one fake lepton, the gstimaf the number of
events passing the selection is obtained from the numben events (V,,;):

Ny =% LN@%. (3.10)
~ (1-Ry)

However, theN,,; number can be contaminated by multijet QCD events where only

one fake lepton passes the tight selection. In the opposite this number can also

contain signal events where one prompt lepton does not pastight selection. In

order to correct for these contribution, the final estimatd¥ +Jets is given by:

Nr‘t/‘:zj = Nr‘;‘éj,raw - 2Nr?nCD - Asignal- (311)

The QCD contamination corresponds indeed 2", and the signal spillage is
Agignat = Nnn - SRy, with the spillage rateSR,. The signal spillage for the
ee and uu cases is evaluated from a sample dominated by pure prompsalatded
leptons dileptonic events. This is achieved by selecfingvents passing the loose
selection. For example, in the case:

1 R; ij,Zee
Shee = N7 27 —& i (3.12)

,J

And the signal spillage for theu case is given by R.,, = 0.5(SR.. + SR,,.). The
fact that the signal region contains two more jets with respethe usedZ sample

is supposed to have a negligible effect in tleecase thanks to the choice of the loose
selection for electron not relaxing the isolation. But indzave an effect on thgu
case, the isolation being affected by the presence of jéishvis then underestimating
the spillage. For analysis with higher integrated lumitpsihere aZ sample with
two jets is statistically sufficient, this bias can be avdithy adding the jet selection.

The first source on systematic uncertainties comes frorardifices between the QCD
sample used to determine the fake rate and the sample on Wiadake rate is ap-
plied. The main differences are the jet momentum spectrumthwaffects the lepton
isolation, and the flavour content. Other subdominant kiase induced by the trig-
gers used or by the electroweak signal contribution orsttedil limitation during the
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Table 3.10: Estimated contamination in the TrackJets stemd multijet QCD
(NQEP), uncorrected for spillagél/+Jets (VVJraw) and for the positive defined
total of fake leptons contamination after 3.1 phof integrated luminosity for each
channel. This can be compared with the expected contamimitm fake leptons in
simulation, the total number of events expected in simafaéind the total observed
data eventsA,; ,q; is the signal spillage foil’+Jets. The uncertainties are statistical,
systematic + statistical or not given if negligible or sgtatforward. The uncertainty
for 0 is computed assuming 1 event/at= 0.3.

Channel ee s e
NQCD 0.34+0.3+0.3 0.240.1+0.2 0.0 152 100
NWiraw 0.2+0.240.1 0.2+0.240.2 0.0 198 o2
Simulation with fakes 0.06 0.02 0.02

Total from simulation 5.0 4.2 5.0
Events in data 2 9 5
Asignal 0.10 £+ 0.07 0.11 4 0.04 0.06 + 0.03
Fakes in data —0.19 £ 0.42 £ 0.35 —0.05 £ 0.26 £ 0.29 —0.06 *9-47 +020
Fakes in data pos. def. 0.0 TJ:5% *5-3° 0.0 T:26 +0-29 0.0 TO-a7 +9-20

fake rate determination. The systematic uncertainty orfigke rate has been conser-
vatively estimated ta-50% for electrons and"35,% for muons (because the loose
selection relaxes the isolation condition, which increae bias of the jet momen-
tum spectrum). This leads to an uncertainty of 50% (resp%dQth the rawi¥/ +Jets
estimation (resp. on the QCD estimation) for the electravs &9,% (resp. ©153%)

for the muons.

The results obtained with the fake lepton estimation me#iredjiven for each channel

in Tab.3.10and Tab3.11for the TrackJets scenario and the baseline scenario respec
tively. Due to the subtraction of the QCD contamination dmel dignal spillage, the
final number can be negative. This is due to the statisticeltfation of the indepen-
dent samples used to evaluate the different contributidhe.statistical uncertainties
being taken into account, negative results are compatittfepesitive solutions, and

| then use the positive defined solution with the same unicgytan the cross-section
determination. The results can also be detailed for eacimigtiplicity bins for all
channels combined, cf. Tah.12for the baseline scenario.
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Table 3.11: Estimated contamination in the baseline s@erafr multijet QCD
(N2ED), uncorrected for spillagél’+Jets (VVJmaw) and for the positive defined
total of fake leptons contamination after 3.1 bof integrated luminosity for each
channel. This can be compared with the expected contaminiim fake leptons in
simulation, the total number of events expected in simaifagind the total observed
data eventsA ;4,4 is the signal spillage foll/+Jets. The uncertainties are statistical,
systematic + statistical or not given if negligible or sgtatforward. The uncertainty
for 0 is computed assuming 1 eventfat= 0.3.

Channel ee L el

NQCP 0.0 9L 01 0,08 4£0.08 +0.08 0.09 =+ 0.09 = 0.09
NWiraw 04+044+02 02402402 0.0 195 *o-2
Simulation with fakes 0.07 0.01 0.15

Total from simulation 1.8 2.1 4.9

Events in data 3 3 )

Asignal 0.13 +0.08 0.07 +0.04 0.17 4 0.08
Fakes in data 03+04+02 01+£0240.2 0.3 191 92
Fakes in data pos. def. 0.3 £0.44+0.2  0.14£0.240.2 0.0 195 o8

Table 3.12: Estimated contamination in the baseline séerafr multijet QCD
(NQEP), uncorrected for spillagél/+Jets (VV7rew) and for the positive defined
total of fake leptons contamination after 3.1 ptof integrated luminosity for JPTJet
multiplicity bin. This can be compared with the expectedtaarination from fake
leptons in simulation, the total number of events expeatesimulation and the total
observed data eventa; 4, is the signal spillage forl’+Jets. The uncertainties are

statistical, systematic + statistical or not given if ngile or straightforward.

Mode Njets =0 Njets =1 Njets > 2
NQCD 02401402 01+01+01 02+0.1+0.1
NWiraw 034+03+02 1.1£07+06 06+05+0.3
Simulation with fakes 1.1 0.3 0.2

Total from simulation 3.8 4.8 8.9
Events in data ) b) 11
Asignal 0.240.1 0.2+0.1 0.440.1
Fakes in data 0.003 0% 09407406 01+05+0.3

0.3
Fakes in data pos.def. 0.0 703 93 0.9+0.7+06 0.170% 03
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3.3 Systematic uncertainties

| have considered several sources of systematic uncéesiint this study: the lim-
itations or the approximations in theory used to model theutated events, the ex-
perimental effects and biases which affect the event sefes;tand the determination
of the integrated luminosity. The current section deserithee two first point, the
experimental uncertainties containing the effect of tHe-pp and the selection effi-
ciency. The theoretical and experimental systematic taicgies on the backgrounds
are treated together in the last part of this section. At ime tof this study, the
integrated luminosity uncertainty was assumed to be 11%tated in P0]. This
uncertainty has been reexamined later to 4% without modidicaf the integrated lu-
minosity value. However, the results presented in thisishese the 11% uncertainty
value to correspond to the published results. This unceytés quoted separately.

The summary of the systematic uncertainties that are desdl the following sec-
tion is available in Sectio3.4.2 in Tab.3.14and Tab3.15for the TrackJets scenario
and the baseline scenario respectively.

3.3.1 Theoretical uncertainties

In order to evaluate the systematic uncertainties on thectsl events due to an ef-
fect of a theoretical tuning of the Monte Carlo generatagnal samples have been
produced in different configurations.

The signal has been simulated with increased or reducedliaitd final state radia-
tions rate. Compared to the nominal setup, there is a £.9801 factor (the uncer-
tainty is statistical only) on the number of selected evémtshe larger radiation rate
and 0.99+ 0.01 for the smaller radiation rate. Within the statistioatertainties, these
results are consistent with an absence of any effect withyi$¥ematic uncertainty. |
have not evaluated th@? scale parameter uncertainty for this study. However, more
recent results have shown that a reasonable variation af)thscale in simulation
leads to uncertainties of the order of 2%. This uncertaistyat included in the final
results.

In order to evaluate an effect in the simulation of the tauthedeavy flavour hadronic
decays, the signal has been simulated with tools dedicatawtiel more accurately
these processes and not used to generate the signal saempia tise analysis. These
tools areevTGEN [133 for the heavy flavour hadronic decays anduoLA [134]
for the tau decays. Using or not these tools on the signalrgéar, the amount of
selected events varies by 2%, which is the value used asysytiteuncertainty.
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The signal sample has been generated witDIGRAPH, which uses the leading order
value of 1/9 as a branching ratio for the leptonic decay ofithdoson. The current
world average is 0.108& 0.0009 Rg]. Because the final result is the inclusive cross
section extracted from a dileptonic selection, the siradatignal acceptance is tuned
by a scale factor of (0.10809)> = 0.9448, with a corresponding systematic uncer-
tainty of 1.7%.

Some uncertainties also arise from parton distributiorcions. Using the weight
method [L35 at generator level with the default CTEQ6.1 PDF in thadMGRAPH
signal sample, the uncertainty on the acceptance can bmetta he generator level
selection is consistent with the analysis selection, askiro leptons withjn| < 2.5
andpr > 20 GeVt and two jets with|n| < 2.5, pr > 30GeWt and not close to a
selected lepton R > 0.4). This leads to a relative uncertainty of 0.5%. Rewenght
the central value of the acceptance to correspond to the M30U8 NLO [L4] at 68%
C.L. and NNPDF2.0 PDF4j3€¢ leads to a variation smaller than 0.1%, as well as a
reweighting using the CTEQ6.6 PDHEs37] with maximal and minimak,. Because
these variations are negligible, the PDF uncertaintiesar¢éaken into account in the
total systematic uncertainty.

3.3.2 Pile-up uncertainties

During the harvesting of the 3.1 pb of integrated luminosity, the proton beams con-
ditions were such that during each bunch crossing, on agetag proton-proton
interactions were expected. Even if an extra contributioa @ the pile-up is softer
than a dileptonic interaction (the probability of two hantiractions occurring simul-
taneously decreases exponentially), it can have an effeitteoevent selection, due to
higher hadronic activity. Firstly, more jets and a highessimg energy are observed.
This increases the probability of passing the jets and mgssansverse energy selec-
tion for the background. For the signal, the effect is stnablecause rejected signal
events for these cuts are already small. Secondly, therléptdation is deteriorated,
reducing the probability to pass the selection. These tfectf have thus opposite
consequences on the selection, which contribute to thersygdic uncertainty of the
selection. The lepton isolation efficiency is however deiaed in data, and therefore
takes into account pile-up effects.

In order to evaluate the total effect of pile-up on the séegisimulated signal samples
with and without realistic pile-up conditions are comparédhe predicted effects on

isolation and jets are indeed observed, the net effect appede negligible and no

additional systematic uncertainties are assigned duddeaupi



112 CHAPTER 3. DILEPTONIC ANALYSIS

I have also tested pile-up effects on data, after the ditepteelection without the
Z-veto. If two proton-proton interactions happen in one évérere is a high prob-
ability that the corresponding two primary vertices will teconstructed separately
(cf. Section2.2.2. Therefore, the subset of events with only one primaryevert
is dominated by events where no additional proton-protéeraction has happened,
while the complementary set of events with more than oneamivertex is dominated
by events affected by pile-up. Comparing these two setsvaltbe determination of
the effect of pile-up in data. The considered reconstruegetices have to correspond
to a vertex reconstructed from tracks, with a number of degyief freedom higher
than four for the vertex fit, and have to be located sufficienlbse to the centre of
the detector (the distance in the transverse plaheltfould be less than 2 cm and
the longitudinal distancez§ should be less than 24 cm). The F3gl0(a) shows the
vertex multiplicity in data, after the dileptonic selectiwithout theZ-veto.

CMS preliminar CMS preliminar
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Figure 3.10: Effect of the pile-up in data, after the dileptoselection without the’-
veto for 3.1 pb ! of integrated luminosity for all channels combined. Theartainties
are statistical. (a) Vertex multiplicity, for a vertex setien as described in the text.
(b) Distribution of the transverse momentum of TrackJet®f@nts with one primary
vertex, and for events with more than one primary vertex isg¢ed for the TrackJets
associated to the dileptonic interaction vertex and thersth

An effect on isolation is observed in the calorimeter iSolatbut for a 0.3 cone iso-
lation and a relative combined isolation cut at 0.15, thfsafhas no impact on the
selection.

The effect of the pile-up on jets multiplicity can also be ebh®d by comparing the
one-vertex events and the more-than-one-vertex events.effhct is visible for low
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pr jets only, and appears to be negligible for a cut at 30&eN/the jet transverse
momentum as used in this study. The additional jets from %@ énteractions have
indeed low transverse momentum, as visible using Trackiweise jets from the dilep-
tonic interaction primary vertex are separated from jeisfanother vertex, Fi@.10

(0).

Additional pile-up interactions can also affect the monuemtof the jets belonging
to the dileptonic interaction, if some particles from thaliéidnal interaction create
deposits clustered inside the dileptonic interaction Jéte effect is already reduced
by several techniques: the offset correction already tejgpical low energy pile-up
deposits, and pile-up correction factor depending on threlrar of vertices can also
be applied. Moreover, for track corrected jets, this effeat be avoided by asking
that the considered tracks belong to the interesting psinaartex. This is however
not the default configuration of the PFJets and JPTJets sétwtions and this feature
has not been used in this study. In order to check this effiedaia, TrackJets, which
are not affected thanks to the default vertex associatioimglthe reconstruction (cf.
AppendixA.4), can be used. | have performed a geometrical matching leetive
TrackJets and a CaloJet, and | have compareg-thtio between these two jets for
one vertex events and for more than one vertex events. Foetlien of interest of
this study, no statistically relevant shift in the Calogethas been observed.

3.3.3 Uncertainties from leptonic and jet selections

The leptonic selection efficiencies can be factorized iessh\parts: the trigger selec-
tion for dileptonic events, the reconstruction efficiertbg identification and isolation
efficiency and the charge identification. These efficienayeutainties have been dis-
cussed in Sectioh.2.4for trigger efficiency, Sectiof.3.4and2.4.4for the reconstruc-
tion efficiency, the identification and selection efficiermnyd the charge identification.
These efficiencies are in general valid for Drell-Yan eveatsl have to be corrected
for dileptonictt events, as stated in Secti@r8.4

Comparing the data and the simulation for these four effaés it appears that the
results are consistent and that no scale factor corretioréded for the lepton effi-
ciency. The systematic uncertainties are evaluated as b9@8 differences between
results from data and simulation. And the systematic uaaeyt for the Drell-Yan to
dileptonictt correction has been taken as 50%. This is summarized ir8Tekfor
each channel and for the three channels combined.

The uncertainty due to the jet energy scale has also to beatedl. In the Track-
Jets scenario, | have consideregaresolution of 5%, which is conservative with
respect to the results for TrackJets (cf. Appendl)x Therefore, | have performed
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Table 3.13: Summary of relative systematic uncertaintiesdfleptonictt selection
for each lepton selection contribution, for the each chhand the three channels
combined.

Channel ee i e All
Trigger 0.1% 1% 0.3% 0.3%
Reconstruction 3% 3% 21% 2.1%
Identification and isolation 5% 1% 25% 2.5%
Opposite sign 0.4% <0.1% 0.2% 0.2%
Simulationtt vs Z 4% 4% 2.8% 2.8%
Combined 7.1% 5.2% 44% 4.4%

the selection with at 5% variation on the momentum scale of the jets. The system-
atic uncertainty is evaluated as 100% of the variation ofselected events, which is
3.1%, 2.9% and 3.2% for thee, up andey channels respectively. For the baseline
analysis, the jet energy scale for jets in the interest regi@valuated at 5%, which is
the recommended value for the jets corrected with respacit&er information. The
selection is performed with a simultaneat$% variation on the hadronic energy of
the jets and of the missing transverse energy. The systematertainty is evaluated

as 100% of the variation of the selected events, which is 348986 and 3.4% for the

ee, pp andep channels respectively.

3.3.4 Background uncertainties

The backgrounds are affected by the same systematic uimtiegahan the signal, but
in addition, the uncertainty on their total cross sectiomgacting directly their rate,
has to be considered. The backgrounds uncertainty for ttlegbaund predicted by
data-driven methods is given by the results of these metlasddiscussed in Section
3.2 For the Drell-Yan into two electrons or two muons, it is désed in Sectior8.2.1
and the systematic uncertainty is evaluated at 25% for thekDets scenario and 50%
for the baseline scenario. For the multijet QCD, the-Jets and the semileptonit,

it is described in SectioB.2.2and the systematic uncertainties are visible in Batd
and Tab3.11 The remaining backgrounds are small and totally rely orsimeilation
prediction. | have assigned a 50% fractional systematieuamty to these back-
ground, which is conservative (considering 15-20% for tedoal cross-section, 11%
for luminosity, 5% for leptonic selection and 10% for enesggle). The background
uncertainty is higher for the TrackJets scenario, wherestral-over-background
ratio is higher.
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3.4 First cross-section determination

This section describes the method used to extract the cea$i®rs, summarizes the
expectations from simulations or data-driven methods aieggmts the final results.

3.4.1 Simple counting method

The cross-section?, . determination is based on a simple counting method for the
sum of the events in the three channels:

o_tf SObS _ Sobs
SMSF . Seny SF-L-A

tt
Odata =

(3.13)

Whereong is the theoretical cross sectias,;,s the number of observed signal events
(Sops = N — B whereN is the number of observed events dgthe expected number
of background eventsf.,, the expected number of signal events directly from sim-
ulation andS F' a scale factor taking into account the differences betwewanlation
and real data. This equation can also be expressed in temmtegfated luminosity

and the acceptance of the selectibobtained directly from simulation. The Standard
Model NLO prediction for the theoretical cross sectioni§, = 157.5pb 4.

More complex methods to extract the cross section or to coertbie different channel
are possible, but at this early stage dominated by statistiwcertainty, no real gain is
reached.

The scale factof F is the product of all the factors to consider to adjust theusition
to reality and to take into account the systematic unceitsnThese corrections are:

e The correction due to the theoretical modelling of the fracbf events passing
the selection;

e The differences in event selections, for leptons, for jei missing transverse
energy;

e The scaling factor between the observed integrated lurntjnasd the real inte-
grated luminosity.

As shown in Sectior3.3, the majority of these factors are centred on the unity. Only
the branching ratio induces a factor 0.945, cf. Sec8adh1, which leads toSF =
0.945.
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The equations for statistical and systematic uncertaita be derived from E§.13
The absolute statistical uncertainty on the observed csestion {s:.:(c’},,)) is
given by:

tt Vv N tt \/N

5gmt(atf Y=o =0
sta data SM data ’
S, Sobs

(3.14)

exp

whereN is the total number of observed events. The absolute systeomertainty
on the observed cross section,fs:+1umi(c',;,)) is given by:

tt tt 0B ?
ayotsumi(91E10) = adm\/ (Sb) T (55T, (3.15)
whered B is the systematic uncertainty on the expected number oftefen back-
grounds, from simulations or data-driven methods, &fd’ is the systematic uncer-
tainty on the scale factor. Assuming all scale factor urdeties to be uncorrelated
and with Gaussian behaviowiS F' = />, (05F;)?2. Itis informative to separate the
integrated luminosity uncertainty from other systematicertainties, and for the fol-
loWing, dsyst-+1umi(0l,;,) is divided and renamed iy, s (c%,,,) @nddumi(a,,.),
whereds,s; does not contain the luminosity part.

3.4.2 Results with the first data

Using the data-driven methods described in Sec@@i@nthe summary of expected sig-
nal and backgrounds compared to observed data is presariiabd.8.16and Tab3.17
for the TrackJet scenario and the baseline scenario régggctror illustration, the
JPTJets multiplicity after the full selection with datavein expected background and
combined background uncertainties is shown in Bigjl

Applying the number of events (summarized in Tai6and Tab3.17) and the uncer-
tainties values (summarized in T&l4 and Tab3.15 to the formulae described in
Section3.4.1 | have derived the cross section.

For the TrackJets scenario:
o(pp — tt) = 221 £ 81(stat.) & 34(syst.) £ 24(lumi.)pb
For the baseline scenario:

o(pp — tt) = 194 + 72(stat.) & 24(syst.) + 21(lumi.)pb
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Table 3.14: Summary of relative systematic uncertaintiethe observed cross section
for each channel and the three channels combined, for thekJets scenario. The
details of the extraction of these numbers are given in 8e8ti3.

Channel ee i e All
Lepton selection 71% 52% 4.4% 4.4%
TrackJets momentum scale 31% 29% 3.2% 3.1%
ISR/FSR 1% 1% 1% 1%
Decay model 2% 2% 2% 2%
Branching ratio 1.7% 1.7% 1.7% 1.7%
Subtotal (no backgrounds, no luminosity) 8.2% 6.6% 6.1% %6.1
BackgroundsdB/Seup) 51% 45% 11% 19%
Total without luminosity 51% 45% 13% 20%
Integrated luminosity 11% 11% 11% 11%

Table 3.15: Summary of relative systematic uncertaintiethe observed cross section
for each channel and the three channels combined, for thelit@scenario. The
details of the extraction of these numbers are given in 8e8ti3.

Channel ee L el All
Lepton selection 71% 52% 4.4% 4.4%
Energy scale 3.8% 4.0% 3.4% 3.7%
ISR/FSR 1% 1% 1% 1%
Decay model 2% 2% 2% 2%
Branching ratio 1.7% 17% 17% 1.7%
Subtotal (no backgrounds, no luminosity) 8.6% 7.1% 6.2% %6.4
BackgroundsdB/Se.p) 50% 40% % 15%
Total without luminosity 50% 40% % 16%
Integrated luminosity 11% 11% 11% 11%

This is consistent with less than one standard deviatiomthvé NLO theoretical cross
section of 157.533% pb for a top quark mass ofi, = 172.5 GeVk?. The dominant
uncertainty is statistical. The two methods provide simpeecision, with a total
uncertainty of~ 40%, slightly better for the baseline scenario. This is duéé worse
signal-over-background ratio of the TrackJets scenarichincreases the systematic
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Table 3.16: Expected signal and background yields afteffthekJets scenario se-
lection, from simulation (MC) and data-driven estimatiatat@), after 3.1 pb' of
integrated luminosity, for thee channel, the.u channel, thei, channel and for all
channels combined. The uncertainties are statistical gsgraatic. The last line
gives the number of observed events in data.

Channel ee L e all
Drell-Yan (data) 2.0£0.7 24407 N/A 44+13
QCD (data) 0.3+04 0.3+0.2 0.0+0.2 0.5+0.5
W+Jets (data) -05+£0.7 —-024+£04 —-0.06+06 —-08+1.0
Others (MC) 0.16 +0.08 0.19£0.09 0.29+0.14 0.6+0.3

Total background 2.2+0.9 2.6+0.8 0.3+£0.5 5.1+1.6
Dileptonictt (MC)  1.7+0.1 1.9+0.1 46+0.3 8.2+0.5

Total expected 3.9+0.9 44409 4.9+ 0.6 13.3,+1.6
Observed data 2 9 5 16

Table 3.17: Expected signal and background yields afteb#iseline scenario selec-
tion (using JPTJets), from simulation (MC) and data-driestimation (data), after
3.1pb ! of integrated luminosity, for thee channel, the:u channel, thezx channel
and for all channels combined. The uncertainties are staisand systematic. The
last line gives the number of observed events in data.

Channel ee s ep all

Drell-Yan (data) 0.8+ 0.4+ 0.4 0.6 +0.4 4+ 0.3 N/A 14405405
Evts with fakes (dat&).3 + 0.4 +£0.2 0.1+ 0.2+ 0.2 —0.3 707 702 0.1+ 0.5+0.3
VV (MC) 0.034+0.02  0.03+0.02 0.08+0.04 0.13+0.07
Singletop (MC) ~ 0.05+0.03  0.054+0.03 0.15+0.08 0.2540.13
Drell-Yan77 (MC) 0.04+£0.02  0.074+0.03 0.07+0.04  0.1840.09

Total backgrounds 1.2 +0.7 0.84 0.6 0.3 751 2.141.0
Dileptonic{Z (MC) 1.5+ 0.1 1.74+0.1 45+0.3 77405
Total expected 2.7+£0.7 2.6 £0.6 4.8+0.5 9.8+1.1
Observed data 3 3 5 11

uncertainty due to the background and compensates thélwligtter jet energy scale
uncertainty and statistical uncertainty. For comparisbe last results from the CDF
Run 113§ after 109+ 7 pb ! of integrated luminosity were accompanied by 48%
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Figure 3.11: Distributions of corrected JPTJet multiplicior jets with pr >

30 GeVk after the baseline scenario selection without the two jetsfor theee chan-
nel (a), theu channel (b), theu channel (c) and for all channels combined (d), after
3.1pb? of integrated luminosity. The plain histograms are fromudition or data-
driven estimates. The shaded area describes the totaltaim¢gion the background
contribution. The black dots correspond to data, with stiafl uncertainty. Fromil].

of uncertainty and the first CDF Run Il resuliSf after 197+ 12pb ! by 36%.
This result, at 3.1 pb* of integrated luminosity, shows a good control of the detect
and the tools used to extract the cross section, and pavesathér a more precise
measurement at higher luminosity.
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3.5 Latest results on cross-section determina-
tion

Since this first result, the CMS collaboration has continitedfforts. Following this
early measurementt cross-section results have been published for the datastad
during the year 2010 (352 1.4 pb ! of integrated luminosity)]7], using the dilep-
tonic and the semileptonic channels.

The dileptonic resultsl2§ are mainly based on an update from the baseline scenario
technique described in this thesis. In addition to the liaeselelection, two other
selections have been defined, providing three selectiotieithree channelgd, ey,

). Using the simple counting method describes in Sec3idnl, this lead to nine
measurements, which are combined together used the best linbiased estimator
technique (BLUE)140Q.

The first selection is very similar to the one described irbéh&eline scenario. The trig-
gers are of course adapted to the ones used for these das4lprovide really high
efficiency for the dileptonic selection. The consistencyhwespect to triggers has
been improved, requiring at least one lepton consistertt thig trigger requirement.
The lepton selection is slightly improved@$2'® > 15GeV and no ECal cleaning for
electrons|n| < 2.4 for muons) and the threshold in the dileptonic invariaass is
slightly increased up to 12 Ge¥/(to reject Upsilon meson tail). The selected jets are
reconstructed with the Particle Flow algorithm and benéfits residual corrections
derived from data. The jet identification criteria have disen updated. No missing
transverse energy cut is applied in thechannel.

The second selection is defined on top of the first selectiahuemes b-tagging al-
gorithm, which has been found to be reliable in the measunesragter 3.1 pb* of
integrated luminosity. The high efficiency track countihggaithm (cf. Sectior2.5.4
has been used to select events with at least one b-tagged jet.

The third selection of events is similar to the first one, mi¢sts events with exactly
one jet. This leads to more background-contaminated saniplg can provide some
gain in the combination. Due to the large background comtatign, this selection
also requires a missing transverse energy of at least 50@dkdee andy. channels
and a sum of the transverse mass of the two leptons higherl8@aGeV for thecu
channel, the transverse mass being defined relative to the sad the direction of

the missing energy transverse vectdft, = \/Zp‘ZTET[l — cos(pp— o0)).

The data-driven methods used for estimate the backgrouaddentical to the ones
presented in this thesis (SectiBr?). The main sources of systematic uncertainties
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on the signal are the jet energy scale and the lepton setentmdel that results
from the difference in the lepton isolation between a Dt and at¢ environ-
ment. The selection with exactly one jet is also more affitig theQ? scale vari-
ation in the simulation of the signal process and the seleatising the b-tagging
contains the systematic uncertainty due to b-tagging. Twetainty on the nor-
malization of the integrated luminosity for 2010 data is 4%1]. The finaltt cross
section for the dileptonic case is obtained from the ninsgsections combination:
oz (dileptonic) = 168 £ 18(stat) &+ 14(syst) & 7(lumi.)pb.

The semileptonic study has been divided in two analysed,let# using a b-tagging
algorithm to identify the b-jets and on&43 using the kinematical properties of the
semi-leptonictt, using no b-jet identification. The semi-leptonic selectamnsists
into selecting one energetic isolated lepton in the fidueigion of the detectopg >
30GeVt and|n| < 2.5 for the electronpr > 20 GeVk and|n| < 2.1 for the muon).
The isolation is determined as in the dileptonic case. Actigle is also applied on the
jets multiplicity, based on the jets with corrected tramseemomentum higher than
30 (25)GeM in |n| < 2.4 region for the no b-tags analysis (for the b-tag anglysis
The b-tag analysis also requires a missing transverseyeobag least 20 GeV and the
presence of at least one b-tagged jet using the simple segowertex reconstruction
as b-tag discriminator (cf. Secti@n5.4.

In the b-tag analysis, the cross section is extracted usisignaltaneous fit of the
secondary vertex mass (from tracks associated with thexerith a pion mass as-
sumption) and the jets and b-tagged jets multiplicity. Fachtechannel (lept) and
each number of jets (jets) and b-tagged jets (tag), the gemtihumber of events for a
processg is given by:

NP™(lept jets tag) = k; - NMC(lept jets tag) - | | P*(lept, jets tagRx) (3.16)
X

wherek is the scale factor parameter optimized by the¥it!C is the number of events
predicted by simulation and corrected for discrepanci¢wdsen data and simulated
events, X is a systematic effect that can be the b-tag effigijghe mistag rate, the
jet energy scale or th@? scale,Rx is the nuisance parameter corresponding to the
systematic X and”X is a polynomial function, obtained from simulation, debiriy

the effect of the nuisance parameter.

The result of the fit, performed under constraints to guaeatphysically consistent
result, returns the value éfandRx. The b-tag scale factor is evaluated to Q’/Z.%,
which is consistent with other b-tag studies. The jet enegple factor is slightly
harder than expected. The scale factors with respect to L@@ ptediction foriWs
and W processes are respectively il?)é; and 1.4+ 0.2, which is consistent with
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recent observations at theeVATRON [144][145[14€. The systematic uncertainties
have been taken into account directly in the fit procedureldit@mnally on the cross-
section results. The dominant systematic uncertaintiedhar jet energy scale, the
b-tag efficiency and th@? scale variation on th& +Jets background. Finally, thé
cross section is extracted;;(semi-leptonic with b-tag= 150+9(stat) £17(syst)+
6(lumi.)pb.

In the no b-tags analysis, the cross section is extractead &€t on the missing trans-
verse energy for events with exactly three jets and on thedfiable (invariant mass
of the three jets of highest vectorial sum of the transversmantum of their compo-
nents) for events with at least four jets.

The fit is performed on template distributions, obtainedfigimulation or from data-
driven method (for multijet QCD). Some constraints are egupto force the result
of the fit in a region that is consistent with physics. The @ffef a given systematic
uncertainty on the result of the fit is evaluated by simutatemplates witht-10 vari-
ation on the systematic uncertainty. The dominant systernatertainties are the jet
energy scale and th@? scale variation on th&/ +Jets background. The obtaingd
cross section isx,;(semi-leptonic without b-tag= 173139 (stat.+sysf.+7(lumi.)pb.

The final ¢t cross section provided by the CMS collaboration is obtaibgdom-
bining the results from the semi-leptonic analysis usirgliftagging algorithm and
from the dileptonic analysis. This combination, using tHdJ& technique, divides
the uncertainties between the uncorrelated and the ctedetenes. The uncorrelated
uncertainties are the statistical uncertainties in theanalyses and the uncertainties
from the background modelling in the dileptonic analysid.tle other uncertainties
are considered correlated. The finatross section from the CMS Collaboration is:

07(CMS 36 pb*) = 158  10(unc) + 15(cor.) + 6(lumi.)pb

This result can be compared with theoretical cross secta@ingab.1.1, and shows a
good agreement between the theory and the observed result.

More recently, a dileptonic analysis for 1.14fhof integrated luminosity has been
made public{47]. It consists mainly of an update of what has been realizetien

36 pb ! dileptonic analysis, with a selection very similar to thea®d selection de-
scribed previously (two opposite sign isolated leptons) jets, missing transverse
energy in theee and 0 channels and at least one b-tagged jet). The final number,
obtained by combination of the cross sections obtaineddritee channels, is:

0#(CMS 1.14f7%) = 169.9 + 3.9(stat) = 16.3(syst) + 7.6(lumi.)pb



Conclusion

The measure of the inclusive top quark pair cross sectiopspda important role
at several points of view. First, the precision on the noimaséibn of thett cross
section can improve the study of many interesting signalsredt is a background.
The presence of excess or deficit can point out new physicadtimg the production
or the decay of the top quark or mimicking its signature. Hynahe difference in
tt production implies a complementary of the LHC with respectite TEVATRON
results, where some theoretical hypotheses can be comestrafter a precision on the
tt cross section of 20%&[/).

The results of this thesis have been obtained from data st@ddetween March and
September 2010 in proton-proton collisions at a centrexa$s energy of 7 TeV, cor-
responding to an accumulated luminosity of 3.1 hbGiven the complexity of the
topology and possible uncertainties related to the qualitgarly data, special care
on the reconstruction techniques have been applied thaagyathe robustness of
the analysis. Thus, two scenarios have been developed: rEhecilled the TrackJet
scenario, is based on a minimal use of the CMS calorimetatgeies mainly on
the CMS tracker subdetector information; The second, @¢dlie baseline scenario,
makes use of the whole detector. In both cases, the dataiseléas been opti-
mized to guaranty the robustness of the analysis. The eselgstion is based on the
presence of two energetic isolated opposite sign leptdast(ens or muons) and the
presence of at least two jets. The presence of transversingmienergy induced by
the neutrinos is also requested in the baseline scenario.

It has been shown that the two scenarios are complementdrgllaws a direct cross-
check, increasing the confidence on the results. In paatigndependent methods
to estimate the amount of dominant backgrounds from dataQttell-Yan process

and the contribution from non-prompt or fake leptons) haserbdeveloped. The two
cross section measurement uncertainties are dominateukebstatistical uncertainty
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around 37%, with systematic uncertainties of 15% and 12%h@frackJets scenario
and the baseline scenario, respectively.

The result for the baseline scenario is:

o(pp — tt) = 194 & 72(stat.) £ 24(syst.) = 21(lumi.)pb

This analysis has proved that robust and early scenarios ai@e to provide remark-
able results, mainly limited by statistical uncertainty.has also demonstrated the
potential of the LHC, considered as a top quark factory, &edoutstanding perfor-
mances of the CMS detector. This study has opened the wagdqitysics at CMS,
currently in full activity. The baseline scenario develd@nd tested on real data in
this study is indeed used as a basis for the dileptonic studith high integrated
luminosity. The TrackJets scenario has appeared to progihpetitive results avoid-
ing pile-up contamination and systematic uncertaintiesmfthe calorimeter detectors.
This could be exploited in the context of a more and more ehgihg pile-up contam-
ination due to the increase of the instantaneous luminasibyHC.

With a better understanding of the reconstruction tectescand of the detector, sev-
eral points of this early analysis should be developed,iheptb a better resolution
on the measured cross section. The statistical uncertaitlitglecrease with accu-
mulated data, allowing more stringent selection enharttiagurity of the signal and
decreasing the systematic uncertainty from the backgmuhiter~ 1 fo~?, the statis-
tical uncertainty is already around 2% for the dileptoniarmhel. Improvement of the
luminosity measurement techniques should also allow actemuof the luminosity
uncertainty. In the presented study, the other systematierntainties are dominated
by the uncertainties on the background normalization, ¢fpoh reconstruction and
the jet energy scale. The background uncertainties cancheed in several ways:
they are conservative in this study and are based on limiéa gshmples, and a more
stringent selection will reduce the effect of the backgihuFhe lepton reconstruction
and jet energy scale uncertainties should also decreakebittter understanding of
the detector. Other uncertainties can appear in more corspléies at higher instan-
taneous luminosity, e.g., related to the b-tagging algorior the presence of pile-up.
More advance combination methods will also improve theltesas well as the con-
sideration of the other complementary channels. The pidigsiio measure the ratio
between thet cross section and the Drell-Yan cross section can also geawsults
where some systematic uncertainties cancel. Eventubly]l HC precision on the
inclusive top quark pair cross-section measurement isetegeo reach 5%, while the
current approximated NNLO predictions have an uncertaifty 6%.



Appendix

TrackJets Commissioning

A reconstruction of jets from tracker detector only has sgva&dvantages with respect
to the usual jet reconstructions dominantly based on cakigrs deposits. It provides
a simple reconstruction and an independent measuremémtesgipect to the calorime-
ter based reconstructions and benefits from the good enadyglieection resolutions
of the tracker, especially for low energy. Thanks to the eisdion of each tracks
to a given vertey, it is also totally transparent to pile-wperposition effect. The
counterpart is the absence of the contribution of neutrdigbes.

In this context, the TrackJets have been used in underlywegteanalysis]4g, as
validation for the calorimeter based jei2[d and in order to recover the benefits of a
jet selection in conservative scenario which does not usedlorimeters, as it is the
case in this thesis.

The jets are essential in the dileptomicselection, because it is a powerful discrimi-
nant with respect to the large Drell-Yan process. The Traiskdlay therefore a central
role in the scenario which makes a minimal use of the caldense To validate this
scenario, | have participated to the commissioning of tlaeRJets which has involved
the following study.

This appendix contains summary of the commissioning of Kiats 119 and spe-
cific comparison with CaloJets in the dileptorticframework [L0]. The goal of this
appendix is to provide a complete definition of the Trackdstd to convince the
reader that the different assertions made in the main ctsapé@e been tested and are
correct.

The first section, SectioA.1, describes the reconstruction and the performance of the
reconstruction of TrackJets. The second section, Se&tidnpresents comparisons

125



126 APPENDIX A. TRACKJETS COMMISSIONING

between simulation and data for TrackJets, and a good agrédms been found in
dijet and inclusive minimum bias events. The third secti®actionA.4, illustrates
the TrackJet robustness with respect to pile-up eventsallzithe last section, Sec-
tion A.5, compares the usual CaloJets and the TrackJets in theddilept context,
showing that the use of TrackJets is a satisfactory altemtt CaloJets in dileptonic
tt environment.

A.1 TrackJet Reconstruction at CMS

TrackJets are reconstructed from tracks of charged pasticBince this study aims
at validating TrackJets on a broad scale, the tracks usedpas for the TrackJet
reconstruction are selected with a minimal set of qualigureements, ensuring a low
fake rate and at the same time sulfficient efficiency to recocisTrackJets down to
transverse momenta of a few GeV/

The TrackJets are reconstructed from tracks built by thedstial CMS reconstruction,
with the following requirement:

e in order to reject tracks not originating from hard interast a loose cut on the
distance between the track and a primary vertex is appligg|(< 0.2 cm and
|d.| < 1cm);

e a minimal transverse momentum is requirgg (> 300 MeV), which is kept
very low to ensure an optimal reconstruction of lpy TrackJets;

e in order to reject badly reconstructed tracks, a combinedscapplied on the
momentum error and the track fit (%TT)max(l, X2/ naof) < 0.2);

o the selected track should satisfy the “highPurity” flag whis defined during
the reconstruction (cf. Sectidh2.2.

This strict track selection implemented for TrackJets essa straightforward associ-
ation to the primary vertex, retaining very good angulaoh&son and very high jet
finding efficiencies.

TrackJets are built by clustering the selected tracks usie@nti-k- algorithm [L16
with jet cone size oRR = 0.5.

All TrackJets are clustered separately for each primartexen the event, and the
association of tracks to the primary vertex (PV) requirgsrack)py — z(PV)| <

0.5 cm, wherez(track)py is thez coordinate of the track helix at the point of closest
approach to the primary vertex in the transversg plane.
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One of the most important characteristics of jet reconstsnds the correspondence
between the reconstructed jets and the “true” jets. | hawdiest this using simulated
minimum bias events, where the “true” jets are built by apgythe same clusteriza-
tion algorithm to the simulated stable particles after pv@HIA hadronization step
(“GenJets” in the following) or to the charged ones only (&&dedGenJets”). It is
worth noting that the transverse momentum scale of the @d&gnJets corresponds
only to the charged particles, there is therefore a fastod.6 with respect to the
transverse momentum of the GenJets. The same factor afipliBmckJets.
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Figure A.1: (a) The efficiency of matching GenJets and ChiBgmJets with to re-
constructed TrackJets as a function of the GenJet and Glaegegepr; (b) the mis-
match rate of reconstructed TrackJets to GenJets or Chaegekéts, as a function of
the TrackJepr.

The efficiency of matching GenJets and ChargedGenJetsnyith 2 to reconstructed
TrackJets withiA R = /A¢? + An? < 0.5 as a function of the GenJet and Charged-
GenJetypr is displayed in FigA.1 (a), and shows that TrackJets have efficiencies
greater tha®9% to correspond to true GenJets with > 15 GeVk.

Fig.A.1 (b) illustrates the fraction of reconstructed TrackJetd tire not matched
(within AR < 0.3) to GenJets or ChargedGenJets, as a function of the TragkJet
and reveals that such mis-matched fraction of TrackJetsdihaot correspond to a
true GenJet is lower thai% for TrackJets withpt > 10 GeVk.
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A.2 Validation of TrackJets

TrackJets in data have been compared with simulation, fet dnd inclusive cases.
The data sample is a minimum bias sample correspondinglt@) b~ of integrated
luminosity. The selected events correspond to LHC buncésing accompanied with
activity in the beam scintillator on each side of the CMS dete A veto on beam halo
effect events has also been applied. The beam scrapingsévareg been rejected and
the presence of one good vertex|(< 15cm andN;...xs > 4) has been requested.
4212310 events have been selected. No correction has bphkedapn the TrackJet
momentum.

In order to compare the data with simulation, a multijet QGInple produced by
PYTHIA 8.1 andGEANT4 at+/s = 7TeV with simulation of realistic misalignment
and miscalibration of the detector.

Events with highpr dijets provide a clean sample for the validation of jet restouc-

tion since they are expected to be reasonably well modejledebleading order QCD

as implemented in theyTHIA event generator. Dijet events have been selected by
requiring at least two reconstructed TrackJets with uremtedpr > 10 GeVk, which
resulted in 10086 dijet events in data.

The pt spectrum of the two leading jets are shown in Bi@® where the simulation
is normalized to the data luminosity estimate, and seemsdgestimate the rate of
dijets in the region between 10 and 30 GeV/

The distribution of the azimuthal angle between the two fets, and of the momen-
tum asymmetry of the two jet®r, — pr,)/(pr; + pro) are shown in FigA.3 for
selected dijet events. The data dijet events appear to getlglimore back-to-back
than the simulation expectations. The momentum asymmésgreable of the dijets
peaks towards zero which shows that the measured jets ameckdl inpr. Here the
data reveals a slightly broader distribution with respec¢he simulation.

The inclusive jet analysis provides an overall validationthe performance of Track-
Jets in CMS. A minimum (uncorrecteg) > 10 GeVk is required on the TrackJets,
in order to select a sample that is better modelled by theentigimulation that is
known to underestimate the production of lgi-particles [L49.

In Fig.A.4 the TrackJet multiplicity per event is shown, as well as thec6rrected)
pr distribution for inclusive TrackJets, where simulatiom@malized to the data lu-
minosity estimate. The overall shape of both distributignwell described by the
simulation. However, as for the dijet spectrum, the simaotabverestimates the num-
ber of TrackJets in the region between 10 and 30 &&Wern andg distributions for
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Figure A.2: Transverse momentum (uncorrected) distriloutif (a) the first and (b)
the second leading TrackJets in events with at least twokTJeds. The simulations
are normalized to the data luminosity estimate, and thengaeea reflects a 10% lu-
minosity uncertainty.
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Figure A.3: (a) Dijet azimuthal separatidap,, and (b) dijet momentum imbalance
(pT1 — P12)/(PT1 + PT2) fOr di-TrackJet events with (uncorrectegl)y > 10 GeVk.
The distributions are normalized to the number of eventaahelot.

inclusive TrackJets, shown in Fig.5, exhibit an excellent agreement between data
and simulation.
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In Fig.A.6 constituent properties of TrackJets are compared betwatnahd simu-
lation. The general shape of these distributions is weltdiesd. There is however

a trend that the number of tracks per jet is lower in the daaa fh the simulation,
while the leading traclor fraction is higher in the data. The excess of data at high
leading-trackyr fraction corresponds to TrackJets consisting of only a femier of
tracks. Tests with different MC tunes indicates that this loa attributed to the larger
number of tracks per event in data compared to the undemstihsimulation.
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Figure A.4: (a) TrackJet multiplicity per event and () (uncorrected) for inclusive
TrackJets. The simulations are normalized to the data lositin estimate, and the
green area reflects a 10% luminosity uncertainty.

A.3 Comparison of TrackJets to other jet recon-
struction algorithms

Given the very low mis-match rates and high jet finding efficieof TrackJets, even at
low transverse momenta, TrackJets can also be used toanesk-jets reconstructed
using calorimetry (“CaloJets”) and particle-flow object8RJets”).

A more robust jet measurement can be achieved if two or mares@nstruction
methods give the same results. In order to demonstratel thisje realized a study
comparing TrackJets on the one hand, and CaloJets or PRJigts other hand.
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These results are obtained for the minimum bias sample ibedcin the previous

sections.

In the previous sections the TrackJet momenta are not ¢edézthe GenJet momen-
tum scale, and only the measured tracking quantities argared in the data and
the simulation. In order to compare to “true” (GenJet) erexga factor of roughly
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1.7 needs to be applied to correct for the average fractiareofral particles per jet
and for the track selection inefficiencies. At the time oftktudy, the L2 and L3
corrections for TrackJets were not available and are thexafot applied.

In this section, for all jet types the corrected transversgnentum 5" = 1.7 x
p*eor) is used to compare jets at the same momentum scale. TheeCatad PFJet
reconstructions follow the ones described in R&R23. The two jets of dijet events
(|Ap12] > m—1) with p5* > 10 GeVk are compared with the jets wihf** > 5 GeVie
in the same event.

Based on the comparison of the jet directions, a matchingiefity is defined as
the fraction of the matched jets withitnR < 0.5. This efficiency is first measured
for CaloJets or PFJets with respect to TrackJets.Azigshows these efficiencies as a
function of CaloJet and PFJet transverse momenta, meagawdath and simulation. A
good agreement between the results in data and simulatidm&sied and around 60%
of the CaloJets at about 10 GeV of transverse momentum ardoaiad as TrackJets.
This fraction reaches up to 95% for CaloJets above 40 GeVnidtehing efficiency
between PFJets and TrackJets is better that 95% alreachbjorgt10 GeVe.
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Figure A.7: Matching efficiency of CaloJets and PFJets taK¥ats in simulation and
data.

In Fig.A.8, the efficiency of matching TrackJets to CaloJets or to RH3giresented
as a function of the TrackJet. Just above 10 GeMthe cross-check between PFJets
and TrackJets results in an efficiency close to 100% and is a@mnsistent between
data and simulation.
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Figure A.8: Matching efficiency of TrackJets with respecCaloJets and PFJets in
simulation and data.

Considering the high jet-finding efficiency of TrackJets tbw efficiency for Calo-
Jets matching to TrackJets at low transverse momenta camdersiood as mis-
measurement of the CaloJet directid2f]. This is mostly because of charged parti-
cles deflecting in the strong 3.8 T magnetic field of the CM&clet.

In the case of PFJets the lower matching efficiency in theljirsis due to the$" >
10 GeVke cut applied for PFJets, combined with the energy resoluifdhe TrackJet
with p* = 5 GeVk.

For corrected jebr aboved0 GeVk all three types of jet reconstruction find the jets to
be in the same direction over 95% of the time, within the miatgleriteria.

A.4 Systematic effects and resilience against
multiple interactions

Several instrumental effects can influence tracking efiigjeand fake rates, affecting
the performance for TrackJet reconstruction.

Two instrumental effects are considered that directly ictpfze data: the tracker noise
and beam backgrounds.

The combined effect of electronics noise and beam inducise has been assessed by
analyzing events with single beam crossings with no mininbias trigger activity. In
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these events, the average of noisy cluster producing hets fas track reconstruction
is 8 [98]. The probability to reconstruct a track from the noisy thus is 10°°.

The impact of physical beam backgrounds as beam-gas itimrahave also been
studied using both single beam events, with minimum biasiggtand double beam

events without signals in the beam scintillator countensbdth cases no significant
effect has been found that would disrupt the TrackJet renacison.

Two other systematic influences give rise to uncertaintiéseé knowledge of tracking
efficiencies and fake rates. The tracker misalignment inddo have less than 0.1%
impact on the TrackJet matching efficiency and mis-mateh fEie material budget is
estimated to have less than a 1% effect on tracking efficiemzya negligible effect on
the fake rate 149, witch leads to even smaller effects on the TrackJet peréorces.
The effect of changing the track selection is studied, caimgahe use of “loose”
tracks Pg] with the standard “high purity” ones. Though this is not atsgynatic
uncertainty as such, the fact that this important changeaitktselection is found to
only induce an effect on the TrackJet matching efficiency misimatch rates below
1%, demonstrates the robustness of TrackJet reconstmuctio

A very important effect influencing jet reconstruction inngeal at the LHC is the
presence of multiple collisions in the same bunch-crossifign referred to as pile-up.
This effect will become increasingly important as LHC buimiensities are increased
and the beam is further reduced in transverse size.

To assess the importance of pile-up, the primary vertexngcoction was redone
using only tracks as selected throughout this note, andg@skiongitudinal separation
of the vertices to be larger tharcm.

In Fig.A.9 the distribution ofH~, the sum of the of the jets in an event, is shown
for TrackJets, where the sum runs over the TrackJets asst¢taeach primary vertex
separately, with each vertex contributing in the distiifaut The fact that the measured
Hr is the same for events with one or two vertices proves thatklets are robust in

the presence of two pile-up interactions.

Given the primary vertex resolution P8 and average expected separation, simula-
tion studies 149 have shown that also in the presence of more pile-up intieras;
TrackJets are expected to be transparent to pile-up e#feets in higher LHC lumi-
nosity scenarios.
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primary vertex separately, for events with a single primasgytex and two primary
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A.5 TrackJet and CaloJet comparison in the dilep-
tonic ¢t framework

I have also tested the behaviour of the TrackJets in thetdihéptt phase space, where
both leptonic and hadronic activities are expected, andevie jets arise from heavy
flavour fragmentation.

The definitions of dileptonic selection and the jet recardton and selection are the
ones used in the study, described in Secldnl This implies that L2 and L3 correc-
tion are applied on both TrackJets and CaloJets. The Trickdn be compared after
dileptonic selection withouf -veto with CaloJets. Ther spectrum of these jets are
illustrated in Fig3.2for TrackJets and FigA.10 for CaloJets. For each event, the two
leading selected TrackJets (resp. CaloJets) can be fonddcaording to the presence
or not of a CaloJets (resp. TrackJets), the matching effigiean be obtained with
respect to the TrackJets (resp. CaloJets) transverse niamenhese efficiencies are
visible on FigA.11. Even if a large statistical uncertainty affects the resfdt data,
these efficiencies are consistent between data and siowlktpectation, especially
for pr > 30 GeVe.
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From each pair of matching jets, the two-dimensional plaohparing the TrackJets
pr and its matched CaloJetg can be obtained, after the dileptonic selection without
the Z-veto, for data and for a Drell-Yan simulation, which is thendnant process in
this selection, FigA.12. The correlation between the- of the paired jets while the
matching depends only of the jet direction confirms that Kdats and CaloJets are
consistent.

This also illustrates the effect of secondary vertex fromlttbttom quark fragmenta-
tion. | have indeed found that it has a negligible impact anTrackJets reconstruc-
tion, the vertex reconstruction and primary vertex-trasgogiation parameters being
not stringent enough to veto the tracks from this secondartgex.
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Figure A.10: Distributions of the transverse momentum effttst (a), second (b) and
third (c) corrected CaloJets, after the dileptonic setectiithout theZ-veto, for all
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simulation only, and the uncertainty from the number of dated events are small
enough to be neglected. The black dots correspond to datastatistical uncertainty.



138 APPENDIX A. TRACKJETS COMMISSIONING
>4 sl E - =
o105 3 2105- =
S 1 pperrrerrrerres S0 ]
= £ 1 =2 E *—o—0—0 056 &
Boos, 1T T T T T < Boes ?JH.J, e
2 o Je™ At E
£ 0% 1500 T ;

g 085 7 Zoss; | 3
= osf 12 o8t E
0-75; ® Data E 0.7553 ® Data é
0-7;* O MCZz+lets 0.7%* O MC Z+Jets é
0.65- < o650 E
S )-SR PN A el T S o )-SR IR T AR PR IR I
8040 60 80 100 120 140 160 180 20« 80 40 60 80 100 120 140 160 180 20«
TrackJet P, CaloJet P,
(@) (b)
Figure A.11: Matching efficiency for TrackJets to CaloJé¢dt and for CaloJets

to TrackJets (right), for the two leading jets in events passhe dileptonic selec-
tion without theZ-veto. The data is represented by the black dot and correspon
3.1pb ! of integrated luminosity. The simulation is representedhsy blue square
and is a Drell-Yan sample, which corresponds to the domiparttess after this selec-

tion.
+ 200 e
a r []
3 C
3 180F B -
© .
O 160 " . n =
c " mn" 10
140— an " []
C .
L]
£ L]
120: [ . 1 —_— -
L - l.l L "
100— L] [
C .. am » I L} "
gofa I o . 1
C =
E =
[ ]
| | | | | | | 10
20 40 60 80 100 120 140 160 180 200
TrackJetpT
@

T

20

10%

My N AR AR AP PR A
40 60 80 100 120 140 160 180 200 1
TrackJetpT

(b)

Figure A.12: TrackJebr versus CaloJeir for the two leading jets in events passing
the dileptonic selection without th&-veto, for data (a) and simulation of the Drell-
Yan process (b) which corresponds to the dominant procésstais selection.



Bibliography

[1] V. Khachatryan et al., “First Measurement of the Croseti®e for Top-Quark

(2]

3]

[4]

[5]

[6]

[7]

(8]

(9]

Pair Production in Proton-Proton Collisions @&=7 TeV", Phys.Lett. vol.
B695, pp. 424-443, 2014&y Xi v: 1010. 5994.

Makoto Kobayashi and Toshihide Maskawagp-violation in the renormaliz-
able theory of weak interaction'Progress of Theoretical Physicgol. 49, no.
2, pp. 652-657, 1973.

M. L. Perl et al., “Evidence for anomalous lepton prodantin e™-¢~ annihi-
lation”, Phys. Rev. Lettvol. 35, no. 22, pp. 1489-1492, Dec 1975.

S. W. Herb et al., “Observation of a dimuon resonance atgev in 400-gev
proton-nucleus collisions”Phys. Rev. Lettvol. 39, no. 5, pp. 252-255, Aug
1977.

L. Montanet et al.,, “Review of particle properties. Relg Data Group”,
Phys.Rey.vol. D50, pp. 1173-1823, 1994.

F. Abe et al., *“Observation of top quark production jp collisions”,
Phys.Rev.Lettvol. 74, pp. 2626—-2631, 1995y Xi v: hep- ex/ 9503002.

S. Abachi et al., “Observation of the top quarkRhys.Rev.Lettvol. 74, pp.
26322637, 19951 Xi v: hep- ex/ 9503003.

V.M. Abazov et al., “Evidence for production of singlepi@uarks and first
direct measurement of |Vtb|”, Phys.Rev.Lett.vol. 98, pp. 181802, 2007,
ar Xi v: hep- ex/ 0612052.

J. Caudron, A. Giammanco, and V. Lemaitre, “Track-basessurement of
top-quark pair events in the dileptonic channels with thet fiflata of CMS”,
CMS AN 2009/05120089.

139


http://xxx.lanl.gov/abs/1010.5994
http://xxx.lanl.gov/abs/hep-ex/9503002
http://xxx.lanl.gov/abs/hep-ex/9503003
http://xxx.lanl.gov/abs/hep-ex/0612052

140 BIBLIOGRAPHY

[10] J. Caudron, A. Giammanco, A. Pin, and V. Lemaitre, “Meament of the
tt cross section in the dileptonic channels with track-jetg aeVv”, CMS AN
2010/1952010.

[11] P. Azzurri, J. Caudron, D. Dobur, A. Hinzmann, T. Klimkoh, and S. Lowette,
“Commissioning of Track-Jets with 900 GeV and 2360 GeV dat&MS AN
2010/0152010.

[12] J. Caudron, A. Giammanco, A. Hinzmann, T. Klimkovich, Rzzurri,
S. Lowette, and D. Dobur, “Track-Jets Results wjth =7 TeV pp Collisions
" CMS AN 2010/072010.

[13] D. Barge et al., “A measurement of top quark pair protuctross section in
dilepton final states with early CMS dataCMS AN 2010/258010.

[14] A.D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt,dfon distributions for
the LHC”, Eur. Phys. J.vol. C63, pp. 189-285, 2008y Xi v: 0901. 0002.

[15] John M. Campbell, J. W. Huston, and W. J. Stirling, “Hdnderactions of
Quarks and Gluons: A Primer for LHC Physic&ept. Prog. Physvol. 70, pp.
89, 2007 hep- ph/ 0611148.

[16] G.P.Korchemsky and A.V. Radyushkin, “Renormalizatid the Wilson Loops
Beyond the Leading OrderNucl.Phys,.vol. B283, pp. 342—-364, 1987.

[17] CMS Collaboration, “Combination of top pair productieross sections and
comparisons with theory”, CMS Physics Analysis Summary, TOP-11,001
2011.

[18] M. Aliev, H. Lacker, U. Langenfeld, S. Moch, P. Uwer, dt,a"HATHOR:
HAdronic Top and Heavy quarks crOss section calculatoR”,Com-
put.Phys.Commuywol. 182, pp. 1034-1046, 20145 Xi v: 1007. 1327.

[19] M. Cacciari, S. Frixione, M.L. Mangano, P. Nason, andRadolfi, “The t
anti-t cross-section at 1.8 TeV and 1.96 TeV: A Study of th&teyatics due
to parton densities and scale dependenc#iEP, vol. 0404, pp. 068, 2004,
ar Xi v: hep- ph/ 0303085.

[20] S. Moch and P. Uwer, “Heavy-quark pair production at twops in QCD”,
Nucl.Phys.Proc.Supplvol. 183, pp. 75-80, 2008, Xi v: 0807. 2794.

[21] Nikolaos Kidonakis, “Top quark cross sections andetiitial distributions”,
2011,ar Xi v: 1105. 3481.


http://xxx.lanl.gov/abs/0901.0002
http://xxx.lanl.gov/abs/hep-ph/0611148
http://xxx.lanl.gov/abs/1007.1327
http://xxx.lanl.gov/abs/hep-ph/0303085
http://xxx.lanl.gov/abs/0807.2794
http://xxx.lanl.gov/abs/1105.3481

BIBLIOGRAPHY 141

[22] M. Cacciari, S. Frixione, M.L. Mangano, P. Nason, andRadolfi, “Up-
dated predictions for the total production cross sectidritsm and of heavier
quark pairs at the Tevatron and at the LH@HEP, vol. 0809, pp. 127, 2008,
ar Xi v: 0804. 2800.

[23] U.Langenfeld, S. Moch, and P. Uwer, “Measuring the iingriop-quark mass”,
Phys.Rey.vol. D80, pp. 054009, 2009, Xi v: 0906. 5273.

[24] R. Kleiss and W.James Stirling, “Top quark productidrhadron colliders:
some useful formulae”Z.Phys, vol. C40, pp. 419-423, 1988.

[25] Serguei Chatrchyan et al., “Measurement of the t-ckarsingle top
quark production cross section in pp collisions @k = 7 TeV”, 2011,
ar Xi v: 1106. 3052.

[26] John M. Campbell, Rikkert Frederix, Fabio Maltoni, aRchncesco Tramon-
tano, “NLO predictions for t-channel production of singlgptand fourth
generation quarks at hadron colliders"JHEP, vol. 0910, pp. 042, 2009,
ar Xi v: 0907. 3933.

[27] CMS Collaboration, “Measurement of the single-tophaonel cross section
in pp collisions at,/s=7 TeV", CMS Physics Analysis Summary, TOP-105008
2010.

[28] K. Nakamura et al., “Review of particle physics'].Phys.G vol. G37, pp.
075021, 2010.

[29] Johan Alwall, R. Frederix, J.-M. Gerard, A. Giammandd, Herquet,
et al., “Is V(tb) = 17", EurPhys.J. vol. C49, pp. 791-801, 2007,
ar Xi v: hep- ph/ 0607115.

[30] T. Aaltonen et al., “First Observation of Electrowedk@e Top Quark Produc-
tion”, Phys.Rev.Lettvol. 103, pp. 092002, 2009y Xi v: 0903. 0885.

[31] V.M. Abazov et al., “Observation of Single Top Quark Buation”,
Phys.Rev.Lettvol. 103, pp. 092001, 2008y Xi v: 0903. 0850.

[32] V.M. Abazov et al.,, “Simultaneous measurement of thiéor&(t — Wb)
/IB(t — Wy¢q) and the top quark pair production cross section with the DO
detector at,/s = 1.96 TeV”, Phys.Rev.Lett.vol. 100, pp. 192003, 2008,
ar Xi v: 0801. 1326.

[33] lkaros L.Y. Bigi, Mikhail A. Shifman, N.G. Uraltsev, @&W.l. Vainshtein, “The
Pole mass of the heavy quark. Perturbation theory and b&y@igys.Reyvol.
D50, pp. 2234-2246, 1994y Xi v: hep- ph/ 9402360.


http://xxx.lanl.gov/abs/0804.2800
http://xxx.lanl.gov/abs/0906.5273
http://xxx.lanl.gov/abs/1106.3052
http://xxx.lanl.gov/abs/0907.3933
http://xxx.lanl.gov/abs/hep-ph/0607115
http://xxx.lanl.gov/abs/0903.0885
http://xxx.lanl.gov/abs/0903.0850
http://xxx.lanl.gov/abs/0801.1326
http://xxx.lanl.gov/abs/hep-ph/9402360

142 BIBLIOGRAPHY

[34] M. Beneke and Vladimir M. Braun, “Heavy quark effectitleeory beyond
perturbation theory: Renormalons, the pole mass and tidusdsnass term”,
Nucl.Phys.vol. B426, pp. 301-343, 1994y Xi v: hep- ph/ 9402364.

[35] CDF, DO, et al., “Combination of CDF and DO Results on &ss of the Top
Quark”, 2010ar Xi v: 1007. 3178.

[36] ALEPH, CDF, DO, DELPHI, L3, OPAL, SLD, LEP Electroweak ofking
Group, Tevatron Electroweak Working Group, SLD Electrokvéorking
Group, and Heavy Flavour Group, “Precision Electroweak $deaments and
Constraints on the Standard Model”, 2020,Xi v: 1012. 2367.

[37] V.M. Abazov et al., “Experimental discrimination beten charge 2e/3 top
quark and charge 4e/3 exotic quark production scenariekys.Rev.Lettvol.
98, pp. 041801, 200Ar Xi v: hep- ex/ 0608044.

[38] CDF Collaboration, “The CDF Measurement of the Top Qu@harge using
the Top Decay Products in Lepton+Jet channeCDF conference notevol.
10460, 2011.

[39] CDF Collaboration, “Measurement of W Boson HelicityaEtions in Top
Quark Decay to Lepton+Jets Events using a Matrix ElementiysigaTech-
nique with 2.7fb! of Data”, CDF conference notevol. 10004, 2009.

[40] V.M. Abazov et al., “First measurement of the forwaraekward charge asym-
metry in top quark pair productionRhys.Rev.Lettvol. 100, pp. 142002, 2008,
ar Xi v: 0712. 0851.

[41] Johann H. Kuhn and German Rodrigo, “Charge asymmetryhedivy
quarks at hadron colliders”, Phys.Rey. vol. D59, pp. 054017, 1999,
ar Xi v: hep- ph/ 9807420.

[42] Oscar Antunano, Johann H. Kuhn, and German Rodrigo, p ‘Goarks, ax-
igluons and charge asymmetries at hadron collideRsiys.Rey.vol. D77, pp.
014003, 2008ar Xi v: 0709. 1652.

[43] Victor Mukhamedovich Abazov et al., “Forward-backwasymmetry in top
guark-antiquark production”, 2014y Xi v: 1107. 4995.

[44] T. Aaltonen et al., “Evidence for a Mass Dependent FodaBackward Asym-
metry in Top Quark Pair Production’Rhys.Rey.vol. D83, pp. 112003, 2011,
ar Xiv:1101. 0034.

[45] CMS Collaboration, “Measurement of the Charge Asymmnét Top Quark
Pair Production” CMS Physics Analysis Summary, TOP-11;@011.


http://xxx.lanl.gov/abs/hep-ph/9402364
http://xxx.lanl.gov/abs/1007.3178
http://xxx.lanl.gov/abs/1012.2367
http://xxx.lanl.gov/abs/hep-ex/0608044
http://xxx.lanl.gov/abs/0712.0851
http://xxx.lanl.gov/abs/hep-ph/9807420
http://xxx.lanl.gov/abs/0709.1652
http://xxx.lanl.gov/abs/1107.4995
http://xxx.lanl.gov/abs/1101.0034

BIBLIOGRAPHY 143

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

ATLAS Collaboration, “Measurement of the charge asyatny in top quark
pair production in pp collisions ays=7 tev using the atlas detectorATLAS
Conference Note, ATLAS-CONF-2011-1P611.

T. Aaltonen et al., “Search for top-quark productioa flavor-changing neutral
currents in W+1 jet events at CDFPhys.Rev.Lettvol. 102, pp. 151801, 2009,
ar Xi v: 0812. 3400.

T. Aaltonen et al., “Search for the Flavor Changing NleliCurrent Decay
t — Zg in p anti-p Collisions até/2 = 1.96 TeV”, Phys.Rev.Lettvol. 101,
pp. 192002, 2008r Xi v: 0805. 2109.

F. Abe et al., “Search for flavor-changing neutral catrdecays of the top
quark inpp collisions at\/s = 1.8 TeV”, Phys.Rev.Lettvol. 80, pp. 2525-
2530, 1998.

T L Cheng and P Teixeira-Dias, “Sensitivity of ATLAS tadCIRNC single top
quark production”, , no. ATL-PHYS-PUB-2006-029. ATL-CORHYS-2006-
056, Aug 2006.

C. Karafasoulis, A. Kyriakis, G. Vermisoglou, L. BeraicA. Giammanco, and
F. Palla, “Study of Flavour Changing Neutral Currents in Tapark Decays
with the CMS Detector.”CMS Note 2006/092006.

T. Stelzer and S. Willenbrock, “Spin correlation in tauark produc-
tion at hadron colliders”, Phys.Lett. vol. B374, pp. 169-172, 1996,
ar Xi v: hep- ph/ 9512292.

CDF Collaboration, “Measurement of Helicity Fractions and Spin Corre-
lation Using Reconstructed Lepton+Jets Event€DF conference notevol.
10211, 2010.

Victor Mukhamedovich Abazov et al., “Measurement ofrsporrelation in
ttbar production using dilepton final states”, 204t Xi v: 1103. 1871.

H. Kovarik, “Eigenvalue bounds for two-dimensional gmeetic Schroedinger
operators”,ArXiv e-prints March 2011ar Xi v: 1103. 5194.

Rikkert Frederix and Fabio Maltoni, “Top pair invartamass distribu-
tion: A Window on new physics”, JHEP, vol. 0901, pp. 047, 2009,
ar Xi v: 0712. 2355.

Celine Degrande, Jean-Marc Gerard, Christophe Gnojeabio Maltoni, and
Geraldine Servant, “Non-resonant New Physics in Top Paidiretion at
Hadron Colliders”,JHEP, vol. 1103, pp. 125, 201%r Xi v: 1010. 6304.


http://xxx.lanl.gov/abs/0812.3400
http://xxx.lanl.gov/abs/0805.2109
http://xxx.lanl.gov/abs/hep-ph/9512292
http://xxx.lanl.gov/abs/1103.1871
http://xxx.lanl.gov/abs/1103.5194
http://xxx.lanl.gov/abs/0712.2355
http://xxx.lanl.gov/abs/1010.6304

144 BIBLIOGRAPHY

[58] T. Aaltonen et al., “Search for Heavy Top-like QuarksngsLepton Plus Jets
Events in 1.96 Te\pp Collisions”, Phys.Rev.Lettvol. 100, pp. 161803, 2008,
ar Xi v: 0801. 3877.

[59] CMS Collaboration, “Search for Same-Sign Top-Quark Peoduction at,/s
=7 TeV and Limits on Flavour Changing Neutral Currents inThe Sector”,
2011,ar Xi v: 1106. 2142.

[60] CMS Collaboration, “Search for Heavy Stable Chargediélas in pp colli-
sions at,/s = 7 TeV”, CMS Physics Analysis Summary, EXO-11,@711.

[61] CMS Collaboration, “Search for pair production of a fdugeneration t' quark
in the lepton-plus-jets channel with the CMS experime@MS Physics Anal-
ysis Summary, EXO-11-052011.

[62] CMS Collaboration, “Search for a Top-like Quark DecayiTo A Top Quark
And a Z boson in pp Collisions af's = 7 TeV”, CMS Physics Analysis Sum-
mary, EXO-11-0052011.

[63] W. Braunschweig et al., “a study of bhabha scatterindPetra energies”,
Z.Phys, vol. C37, pp. 171, 1988.

[64] H. Albrecht et al., “Observation of BO - anti-BO MixingPhys.Lett.vol. B192,
pp. 245, 1987.

[65] Gordon L. Kane and Michael E. Peskin, “A Constraint frBnDecay on Mod-
els with No T Quark”,Nucl.Phys.vol. B195, pp. 29, 1982.

[66] A. Bean et al., “Improved Upper Limit on Flavor Changihgutral Current
Decays of the B QuarkPhys.Rey.vol. D35, pp. 3533, 1987.

[67] D.P. Roy and S. Uma Sankar, “B(d)0 - anti-B(d)0 mixingtlas evdience for
the existence of the top quarkPhys.Lett.vol. B243, pp. 296-300, 1990.

[68] Sandip Pakvasa, D.P. Roy, and S. Uma Sankar, “phendogioal analysis of
a topless left-right model"Phys.Rey.vol. D42, pp. 3160-3168, 1990.

[69] F. Abe et al., “The CDF Detector: An OverviewNucl.Instrum.Meth.vol.
A271, pp. 387403, 1988.

[70] R. Blair et al., “The CDF-Il detector: Technical desiggport”, 1996.

[71] D. Acosta et al., “Measurement of th&v meson and—hadron production
cross sections ipp collisions at,/s = 1960 GeV”, Phys.Rey.vol. D71, pp.
032001, 2005ar Xi v: hep- ex/ 0412071.


http://xxx.lanl.gov/abs/0801.3877
http://xxx.lanl.gov/abs/1106.2142
http://xxx.lanl.gov/abs/hep-ex/0412071

BIBLIOGRAPHY 145

[72] S. Abachi et al., “The DO Detector'Nucl.Instrum.Meth.vol. A338, pp. 185-
253, 1994.

[73] V.M. Abazov et al., “The Upgraded DO detectorNucl.Instrum.Meth.vol.
A565, pp. 463-537, 2006, Xi v: physi cs/ 0507191.

[74] (ed.) Evans, Lyndon and (ed.) Bryant, Philip, “LHC Mauér', JINST, vol. 3,
pp. S08001, 2008.

[75] G. Aad et al., “The ATLAS Experiment at the CERN Large Ha Collider”,
JINST, vol. 3, pp. S08003, 2008.

[76] K. Aamodt et al., “The ALICE experiment at the CERN LHCIINST, vol. 3,
pp. S08002, 2008.

[77] R. Adolphi et al., “The CMS experiment at the CERN LHQINST, vol. 3, pp.
S08004, 2008.

[78] A.Augusto Alves et al., “The LHCb Detector at the LHCJIJNST, vol. 3, pp.
S08005, 2008.

[79] John M. Campbell and R. Keith Ellis, “An Update on vectmwson pair
production at hadron colliders”, Phys.Rey. vol. D60, pp. 113006, 1999,
ar Xi v: hep- ph/ 9905386.

[80] John M. Campbell and R.K. Ellis, “MCFM for the Tevatronchthe LHC",
Nucl.Phys.Proc.Supplvol. 205-206, pp. 10-15, 2018y Xi v: 1007. 3492.

[81] CMS Collaboration, “Rates of Jets Produced in Assdammatvith W and Z
Bosons”,CMS Physics Analysis Summary, EWK-10;@®0.

[82] Johan Alwall, Pavel Demin, Simon de Visscher, Rikkertderix, Michel Her-
quet, et al., “MadGraph/MadEvent v4: The New Web GeneratidREP, vol.
0709, pp. 028, 200Ar Xi v: 0706. 2334.

[83] F. Abe et al., “Evidence for top quark productiongip collisions at,/s = 1.8
TeV”, Phys.Rey.vol. D50, pp. 2966—-3026, 1994.

[84] F. Abe et al., “Evidence for top quark production jpp collisions
at /s = 18 TeV”, Phys.Rev.Lett. vol. 73, pp. 225-231, 1994,
ar Xi v: hep- ex/ 9405005.

[85] S. Abachi et al., “Search for high mass top quark producin pp colli-
sions aty/s = 1.8 TeV”, Phys.Rev.Lett.vol. 74, pp. 2422-2426, 1995,
ar Xi v: hep-ex/ 9411001.


http://xxx.lanl.gov/abs/physics/0507191
http://xxx.lanl.gov/abs/hep-ph/9905386
http://xxx.lanl.gov/abs/1007.3492
http://xxx.lanl.gov/abs/0706.2334
http://xxx.lanl.gov/abs/hep-ex/9405005
http://xxx.lanl.gov/abs/hep-ex/9411001

146 BIBLIOGRAPHY

[86] S. Abachi et al., “Search for the top quarkzip collisions aty/s = 1.8 TeV”,
Phys.Rev.Lettvol. 72, pp. 2138-2142, 1994.

[87] “tt discovery Fermilab News releasélitp://www.fnal.gov/pub/inquiring/phys-
ics/discoveries/pr/top_news_release.html

[88] “DO0 Top physics resultsittp://www-d0.fnal.gov/Run2Physics/WWW/results/
top.htm

[89] “CDF Top physics results™http://www-cdf.fnal.gov/physics/new/top/top.html

[90] CMS Collaboration, “Measurement of CMS LuminosityCMS Physics Anal-
ysis Summary, EWK-10-002010.

[91] S. Dasu etal., “CMS. The TriDAS project. Technical dgsieport, vol. 1: The
trigger systems”CERN-LHCC-2000-038000.

[92] (ed.) Sphicas, P., “CMS: The TriDAS project. Technidakign report, Vol. 2:
Data acquisition and high-level triggerGERN-LHCC-2002-026002.

[93] A. Abulencia et al.,, “Measurements of inclusive W and idss sections in
p anti-p collisions at'$/?) = 1.96 TeV”, J.Phys.G vol. G34, pp. 2457-2544,
2007,ar Xi v: hep- ex/ 0508029.

[94] M. Asai, “Geant4-a simulation toolkit"Trans.Amer.Nucl.Socvol. 95, pp. 757,
2006.

[95] W. Adam, V. Adler, B. Hegner, L. Lista, S. Lowette, et,alPAT: The CMS
physics analysis toolkit”J.Phys.Conf.Sewol. 219, pp. 032017, 2010.

[96] Fabio Maltoni and Tim Stelzer, “MadEvent; Automaticeen generation with
MadGraph”,JHEP, vol. 0302, pp. 027, 2003 Xi v: hep- ph/ 0208156.

[97] Torbjorn Sjostrand, Stephen Mrenna, and Peter Z. Skand‘PYTHIA
6.4 Physics and Manual’, JHEP, vol. 0605, pp. 026, 2006,
ar Xi v: hep- ph/ 0603175.

[98] Vardan Khachatryan et al., “CMS Tracking Performancesiits from
early LHC Operation”, Eur.Phys.J. vol. C70, pp. 1165-1192, 2010,
ar Xi v: 1007. 1988.

[99] “CMS, tracker technical design reportlCERN-LHCC-98-061998.
[100] “Addendum to the CMS tracker TDRCERN-LHCC-2000-01,62000.

[101] CMS Collaboration, “Track reconstruction in the CM&dgker”, CMS Physics
Analysis Summary, TRK-09-0®009.


http://www.fnal.gov/pub/inquiring/physics/discoveries/pr/top_news_release.html
http://www.fnal.gov/pub/inquiring/physics/discoveries/pr/top_news_release.html
http://www-d0.fnal.gov/Run2Physics/WWW/results/top.htm
http://www-d0.fnal.gov/Run2Physics/WWW/results/top.htm
http://www-cdf.fnal.gov/physics/new/top/top.html
http://xxx.lanl.gov/abs/hep-ex/0508029
http://xxx.lanl.gov/abs/hep-ph/0208156
http://xxx.lanl.gov/abs/hep-ph/0603175
http://xxx.lanl.gov/abs/1007.1988

BIBLIOGRAPHY 147

[102] CMS Collaboration, “Tracking and Primary Vertex Risin First 7 TeV Col-
lisions”, CMS Physics Analysis Summary, TRK-10;QI8L0.

[103] Wolfgang Waltenberger, “Adaptive vertex reconstime’, CMS Note
2008/0332008.

[104] CMS Collaboration, “Measurement of Tracking Effioigty CMS Physics
Analysis Summary, TRK-10-0Q2010.

[105] CMS Collaboration, “Measurement of Momentum Scald &®solution us-
ing Low-mass Resonances and Cosmic Ray Muor@RS Physics Analysis
Summary, TRK-10-002010.

[106] “CMS, the Compact Muon Solenoid. Muon technical degigport”, CERN-
LHCC-97-32 1997.

[107] Serguei Chatrchyan et al., “Performance of CMS MuomdRstruction in
Cosmic-Ray Events"JINST, vol. 5, pp. T03022, 201@&r Xi v: 0911. 4994.

[108] “CMS: The electromagnetic calorimeter. Technicakida report”, CERN-
LHCC-97-33 1997.

[109] S. Baffioni, C. Charlot, F. Ferri, D. Futyan, P. Meridiaet al., “Electron
reconstruction in CMS”Eur.Phys.J.vol. C49, pp. 1099-1116, 2007.

[110] CMS Collaboration, “Particle flow reconstruction a®0TeV and 2.36 TeV
collision events in CMS”CMS Physics Analysis Summary, PFT-10-08010.

[111] W. Adam, R. Frihwirth, A. Strandlie, and T. Todorov, €€bnstruction
of electrons with the Gaussian-sum filter in the CMS tracketha LHC”,
Journal of Physics G Nuclear Physjcgol. 31, pp. 9—+, September 2005,
ar Xi v: physi cs/ 0306087.

[112] W. Adam et al., “Electron Reconstruction in CMSCMS AN 2009/1642009.

[113] CMS Collaboration, “Electron reconstruction andritiication at,/s = 7 TeV”,
CMS Physics Analysis Summary, EGM-10-@B1.0.

[114] “CMS: The hadron calorimeter. Technical design répdERN-LHCC-97-31
1997.

[115] Matteo Cacciari and Gavin P. Salam, “Dispelling tNé myth for thek;, jet-
finder”, Phys.Lett.vol. B641, pp. 57-61, 2008, Xi v: hep- ph/ 0512210.

[116] Matteo Cacciari, Gavin P. Salam, and Gregory Soyehe“Anti-k(t) jet clus-
tering algorithm”, JHEP, vol. 0804, pp. 063, 200&r Xi v: 0802. 1189.


http://xxx.lanl.gov/abs/0911.4994
http://xxx.lanl.gov/abs/arXiv:physics/0306087
http://xxx.lanl.gov/abs/hep-ph/0512210
http://xxx.lanl.gov/abs/0802.1189

148 BIBLIOGRAPHY

[117] Serguei Chatrchyan et al., “Determination of Jet Gpealibration and Trans-
verse Momentum Resolution in CMS.”, 20Hl, Xi v: 1107. 4277.

[118] A. Heister, Olga Kodolova, V. Konoplyanikov, S. Pethanko, J. Rohlf, et al.,
“Measurement of jets with the CMS detector at the LHCMS Note 2006/036
2006.

[119] CMS Collaboration, “Commissioning of TrackJets in @pllisions at./s=7
TeV”, CMS Physics Analysis Summary, JME-10-Q8@&LO.

[120] CMS Collaboration, “The Jet Plus Tracks AlgorithnCMS Physics Analysis
Summary, JME-09-0020089.

[121] CMS Collaboration, “Particle Flow Event Reconstrantin CMS and Perfor-
mance for Jets, Taus, and METCMS Physics Analysis Summary, PFT-09-001
20009.

[122] CMS Collaboration, “Measurement of the Jet EnergydRe®ons and Jet Re-
construction Efficiency at CMS”,CMS Physics Analysis Summary, JME-09-
007, 2009.

[123] CMS Collaboration, “Jet Performance in pp Collisiais/s=7 TeV”, CMS
Physics Analysis Summary, JME-10-02810.

[124] Serguei Chatrchyan et al., “Missing transverse gnpegformance of the CMS
detector.”, 2011ar Xi v: 1106. 5048.

[125] CMS Collaboration, “Performance of Jet AlgorithmsGMS”, CMS Physics
Analysis Summary, JME-07-003007.

[126] CMS Collaboration, “Performance of Track Correctetséihg ET in CMS”,
CMS Physics Analysis Summary, JME-09-(@09.

[127] CMS Collaboration, “Commissioning of b-jet identditon with pp collisions
at./s = 7TeV”, CMS Physics Analysis Summary, BTV-10;@&I10.

[128] Serguei Chatrchyan et al., “Measurement of the t tabaduction cross section
and the top quark mass in the dilepton channel in pp collisaiR/s =7 TeV”,
JHEP, vol. 1107, pp. 049, 201Hr Xi v: 1105. 5661.

[129] A. Abulencia et al., “Measurement of the top quark masig template
methods on dilepton events in proton antiproton collisiang’s = 1.96TeV.”,
Phys.Reywvol. D73, pp. 112006, 2006, Xi v: hep- ex/ 0602008.

[130] Victor Mukhamedovich Abazov et al., “Measurement lo top quark mass
in final states with two leptons”, Phys.Rey.vol. D80, pp. 092006, 2009,
ar Xi v: 0904. 3195.


http://xxx.lanl.gov/abs/1107.4277
http://xxx.lanl.gov/abs/1106.5048
http://xxx.lanl.gov/abs/1105.5661
http://xxx.lanl.gov/abs/hep-ex/0602008
http://xxx.lanl.gov/abs/0904.3195

BIBLIOGRAPHY 149

[131] CMS Collaboration, “Early ttbar cross section in thilepton channel a{/s =
10 TeV”, CMS Physics Analysis Summary, TOP-09;@®IID9.

[132] W. Andrews et al., “Data-driven methods to estimate ¢hectron and muon
fake contributions to lepton analyseCMS AN 2009/04,12009.

[133] D.J. Lange, “The EvtGen particle decay simulation keae”,
Nucl.Instrum.Meth.vol. A462, pp. 152—-155, 2001.

[134] S. Jadach, Z. Was, R. Decker, and Johann H. Kuhn, “Thelézay library
TAUOLA: Version 2.4”, Comput.Phys.Commuyol. 76, pp. 361-380, 1993.

[135] Daniel Stump, “Uncertainties of parton distributibmctions”, Prepared for
PHYSTAT2003: Statistical Problems in Particle Physicstréghysics, and
Cosmology, Menlo Park, California, 8-11 Sep 2003.

[136] Federico Demartin, Stefano Forte, Elisa Mariani,nJ&mjo, and Alessandro
Vicini, “The impact of PDF and alphas uncertainties on Hidggyeduction
in gluon fusion at hadron colliders”Phys.Rey.vol. D82, pp. 014002, 2010,
ar Xi v: 1004. 0962.

[137] Hung-Liang Lai, Joey Huston, Zhao Li, Pavel Nadolskgn Pumplin, et al.,
“Uncertainty induced by QCD coupling in the CTEQ global a8 of parton
distributions”, Phys.Rey.vol. D82, pp. 054021, 201Gy Xi v: 1004. 4624.

[138] F. Abe et al., “Measurement of the top quark masstamadoduction cross sec-
tion from dilepton events at the Collider Detector at Feani| Phys.Rev.Lett.
vol. 80, pp. 2779-2784, 1998y Xi v: hep- ex/ 9802017.

[139] Darin E. Acosta et al., “Measurement of titeproduction cross section isp
collisions at,/s = 1.96 TeV using dilepton eventsPhys.Rev.Lettvol. 93, pp.
142001, 2004ar Xi v: hep- ex/ 0404036.

[140] Louis Lyons, Duncan Gibaut, and Peter Clifford, “Hosvdombine correlated
estimates of a single physical quantityNucl.Instrum.Meth.vol. A270, pp.
110, 1988.

[141] CMS Collaboration, “Absolute luminosity normaliiat”, CMS Detector Per-
formance Summary, DP-11-003011.

[142] Serguei Chatrchyan et al., “Measurement of the t tRraduction Cross Sec-
tion in pp Collisions at 7 TeV in Lepton + Jets Events Usinguaudg Jet Identi-
fication”, 2011,ar Xi v: 1108. 3773.

[143] Serguei Chatrchyan et al., “Measurement of the TdjtegnProduction Cross
Section in pp Collisions ay/s=7 TeV using the Kinematic Properties of Events
with Leptons and Jets”, 2014y Xi v: 1106. 0902.


http://xxx.lanl.gov/abs/1004.0962
http://xxx.lanl.gov/abs/1004.4624
http://xxx.lanl.gov/abs/hep-ex/9802017
http://xxx.lanl.gov/abs/hep-ex/0404036
http://xxx.lanl.gov/abs/1108.3773
http://xxx.lanl.gov/abs/1106.0902

150 BIBLIOGRAPHY

[144] Victor Mukhamedovich Abazov et al., “Measurementlad top quark pair pro-
duction cross section in the lepton+jets channel in praotiproton collisions
at,/s=1.96 TeV”, 2011ar Xi v: 1101. 0124.

[145] T. Aaltonen et al., “First Measurement of the Radi@ — t)/o(Z/y* — ()
and Precise Extraction of the t-tbar Cross Sectitiiys.Rev.Lettvol. 105, pp.
012001, 2010ar Xi v: 1004. 3224.

[146] T. Aaltonen et al., “First Measurement of the b-jet €&¥&ection in Events with
a W Boson in p anti-p Collisions at'$?) = 1.96 TeV”, Phys.Rev.Lettvol. 104,
pp. 131801, 201Qyr Xi v: 0909. 1505.

[147] CMS Collaboration, “Measurement of the production cross section in the
dilepton channel in pp collisions gfs = 7 TeV with a luminosity of 1.14 fb!”,
CMS Physics Analysis Summary, TOP-11;GIBL1.

[148] Vardan Khachatryan et al., “First Measurement of timelé€tlying Event Activ-
ity at the LHC with/s = 0.9 TeV”, Eur.Phys.J.vol. C70, pp. 555-572, 2010,
ar Xi v: 1006. 2083.

[149] CMS Collaboration, “Performance of Jet Reconstarctvith Charged Tracks
only”, CMS Physics Analysis Summary, JME-08,(@08.


http://xxx.lanl.gov/abs/1101.0124
http://xxx.lanl.gov/abs/1004.3224
http://xxx.lanl.gov/abs/0909.1505
http://xxx.lanl.gov/abs/1006.2083

List of Tables

11
1.2
13

2.1
2.2
2.3
2.4
2.5
2.6

3.1
3.2

3.3
3.4
3.5
3.6
3.7

Theoreticalt cross sections. . . . . . . . ... ... ... ... .. 7
Theoretical single top cross sections . . . . .. ... ....... 8
Monte Carlo samplesused inthisstudy. . . . ... ... ... .. 32
Muon identification thresholds (GlobalMuonPromptT)gh . . . . . 49

Summary of the muon selection.. . . . . ... ... ........ 49
Electron identification thresholds (Fixed-thresholdd@p . . . . . . 60

Summary of the electron selection. . . . . . ... ... ...... 60
Selection efficiencies for electrons. . . . . . ... ... ... ... 64
Jet identification thresholds (FirstData Loose and Gut®ose).. . . 72

Summary of the lepton selection.. . . . . ... ... ........ 82

Expected yields after the selection of two opposite sgfated lep-

tonsinsimulation. . . . . . ... 84
Expected yields after the dileptonic selection in satioh . . . . . . 85
Expected yields after the TrackJets scenario seleitisimulation. . 88
Expected yields after the baseline scenario seleatisimulation . . 92
Drell-Yan data-driven estimation for the TrackJetssem®.. . . . . . 103
Drell-Yan data-driven estimation for the baseline sgien . . . . . . 104

151



152 LIST OF TABLES
3.8 Fakerateformuons. . ... . . . . . . . . .. .. ... 106
3.9 Fakerateforelectrons. . . . .. ... .. . ... .. ... .. ... 106

3.10 Estimated contamination from fake rate for each chdonthe Track-
Jetsscenario . . . . . .. e 108

3.11 Estimated contamination from fake rate for each chdonéhe base-
linescenario. . . . . . . . . . .. 109

3.12 Estimated contamination from fake rate for each jettiplidity for
the baselinescenaria . . . . ... .. ... ... oL 109

3.13 Summary of relative systematic uncertainties forpddaic ¢¢ selec-
tion for each lepton selection contribution. . . . . . ... ... .. 114

3.14 Summary of relative systematic uncertainties for ttaeRJets scenaribl7
3.15 Summary of relative systematic uncertainties for #eebne scenario117

3.16 Expected yields after the TrackJets scenario sefeaticimulation
and data-drivenmethods . . . . ... ... ... ... L. 118

3.17 Expected yields after the baseline scenario seleictisimulation and
data-drivenmethods. . . . . . ... ... oo 118



List of Figures

1.1 Parton distribution functions . . . . .. ... ... ... 3
1.2 ttproductiondiagrams. . . . . . . .. ... 4
1.3 Parton luminosities at theeEVaATRONand at LHC. . . . . . . . . .. 5
1.4 tt production cross section at th&eVaTRON and at LHC. . . . . . . 6
1.5 single top production diagrams. . . . . .. .. ... ... ... .. 7

1.6 t-channel single top production cross section at theaATRON and at
LHC . . . e 9

1.7 Comparison of the constraints and measuremenmtswoéndm, based
onLEP and EVATRONdata.. . . . .. ... ... ... ....... 13

1.8 Production cross sections of several processes inrp(atti)proton

collisions at the EvaTRONandatLHC. . . . . .. ... ... ... 21
1.9 Schematic view of the Large Hadron Collider. . . . . . ... ... 23
1.10 Diboson processesdiagrams. . . . . . . . . . ... 25
1.11 W+Jets processesdiagrams . . . . . . . . . ... 27
1.12 Workflow of the data processing.. . . . . . . .. ... .. ... .. 29
2.1 Overviewofthe CMSdetectar. . . . . ... ... ... ...... 34
2.2 Schematic view ofthe CMS tracker . . . . . .. ... ... .... 36
2.3 CGlobal reconstruction efficiencies for tracks. . . . . . . ... ... 40

153



154

LIST OF FIGURES

2.4 Track variables comparison between data and simulatietandard
candle.. . . . . ... 42

2.5 Schematic view of the muonsystem. . . . . ... ... ...... 43

2.6 Distribution of the transverse momentum for the leadind second
muon candidates. . . . .. . ... 46

2.7 Distribution of the isolation variable for the muon catades . . . . . 48

2.8 Reconstruction efficiency and resolution for muons isneic events. 50

2.9 Schematic view of the CMS electromagnetic calorimeter. . . . . 52
2.10 ECal Endcap quadrantin20Q7. . . . . . . ... ... ... .... 53
2.11 Distribution of the transverse momentum for the legdind second
electroncandidates . . . . .. ... ... ..o 57
2.12 Distribution of the isolation variable for the electreandidates . . . 59
2.13 Resolution of the electron reconstructiprv(ande) . . . . . . . .. 61
2.14 Electron charge identification performance.. . . . . . . ... ... 62

2.15 Comparison between measured and simulated electrongteuction

efficiency. . . . . . . 63
2.16 Electronfakerate.. . . . . . . . ... ... 65
2.17 The CMS Hadronic Calorimeter Barrel in 2002. . . . . . . .. .. 66
2.18 Schematic view of the CMS hadronic calorimeter . . . . . . . .. 67
2.19 Matching efficiency for jet reconstruction . . . . . . .. ... ... 73

2.20 Jepr resolution from simulation for CaloJets, JPTJets and RFJet 74

2.21 Jebpr resolution from data for CaloJets, JPTJets and PFlets. . . 75
2.22 Dijet momentum asymmetry for TrackJets . . . . . ... ... .. 76
2.23 CalibratedZ resolution.. . . . . . ... ... ... .. ... ..., 78

3.1 Distributions of the dileptonic invariant mass recomsted from the
two selected leptons, after the selection of two opposge solated
leptons. . . . . . 86

3.2 Distributions of the transverse momentum of the first gagond (b)
and third (c) corrected TrackJets, after the dileptoniect@n without
theZ-veto. . . . . . . . e 87



LIST OF FIGURES 155

3.3

3.4

3.5

3.6

3.7
3.8

3.9

3.10

3.11

Al
A.2

A.3

A4
A5
A.6
A7

A.8

A.9

Distributions of the TrackJet multiplicity in the Tralsts scenario. . 89

Distributions of the transverse momentum of the first ¢arond (b)
and third (c) corrected JPTJets, after the dileptonic seleevithout

theZ-veto. . . . . . . . . 91
Distributions of the tcMET after the dileptonic selectiwithout the
Z-VetO . . . . e e e e 93
Distributions of the tcMET after the baseline scenaeleaion with-
outtheFrcut. . .. ... ... . 94
Distributions of the JPTJet multiplicity in the baselscenario. . . . 95

Distributions of the b-tagged JPTJet multiplicity aftee baseline sce-
narioselection . . . . . . ... . L 97

Distributions of the top mass values extracted with the Wévid KIN

methods. . . . . . . .. 100
Effect of the pile-up in data, after the dileptonic st without the

Z-NeMO . . o e e 112
Distributions of the JPTJet multiplicity in the baseliscenario, in-
cluding data-driven estimation of the backgrounds. . . . . . . .. 119
Matching efficiency and mis-match rate for TrackJets . . . . . . . 127

Distribution of the uncorrected transverse momenturtheftwo first
TrackJets . . . . . . . . e 129

Distribution of A¢12 and (pr; — prs)/(pr1 + prs) in di-TrackJet
BVENIS . . . . . o . 129

TrackJet multiplicity angbr (uncorrected) for inclusive TrackJets . 130
Inclusive TrackJets (a) and (b)¢ distributions . . . . . . ... ... 131
Number of TrackJet constituent and leading track foacti. . . . . . 131

Matching efficiency of CaloJets and PFJets to Trackdesgiulation

Matching efficiency of TrackJets with respect to CaleJatd PFJets
insimulationanddata.. . . . . ... ... ... .. .. ... . 133

Distribution of TrackJefir using jets associated to each primary ver-
texseparately. . . . . ... 135



156

A.10 Distributions of the transverse momentum of the filstonid and third
corrected CaloJets, after the dileptonic selection withioelZ-veto .

A.11 Matching efficiency between TrackJets and CaloJets . . . . . . .

A.12 TrackJepr versus CaloJeir for the two leading jets . . . . . . ..

137



	Introduction
	Top Quark
	Theoretical framework
	Production and decay of top quarks
	Other top quark properties
	Top quark and physics BSM

	Experimental observation of top quarks
	Indirect evidences
	Hadron colliders
	Selection strategies and previous results
	Observed and simulated events at CMS


	Event Detection and Reconstruction in CMS
	CMS overview
	Reconstruction of charged particle tracks
	Tracker subdetector
	Track reconstruction
	Performance of track reconstruction

	Reconstruction and identification of muons
	Muon chambers subdetector
	Muon reconstruction
	Muon identification for the dileptonic tt
	Performance of muon reconstruction and identification

	Reconstruction and identification of electrons
	Electromagnetic calorimeter subdetector
	Electron reconstruction
	Electron identification for the dileptonic tt
	Performance of electron reconstruction and identification

	Reconstruction and identification of jets
	Hadronic calorimeter subdetector
	Jet reconstruction
	Performance of jet reconstruction and identification
	Transverse Missing Energy and b-tagging


	Dileptonic Analysis
	Selection of the dileptonic tt topology
	Event selection with a minimal use of the calorimeters
	Event selection with the full CMS detector
	Additional tt characterizations

	Data-driven background estimate
	Estimation of Drell-Yan background
	Estimation of fake leptons

	Systematic uncertainties
	Theoretical uncertainties
	Pile-up uncertainties
	Uncertainties from leptonic and jet selections
	Background uncertainties

	First cross-section determination
	Simple counting method
	Results with the first data

	Latest results on cross-section determination

	Conclusion
	TrackJets Commissioning
	TrackJet Reconstruction at CMS
	Validation of TrackJets
	Comparison of TrackJets to other jet algorithms
	Systematic effects and resilience against multiple interactions
	TrackJet and CaloJet comparison in the dileptonic tt framework

	Bibliography
	List of Tables
	List of Figures

