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Introduction

This thesis presents the first measurement of the top quark pair production cross sec-
tion at the CERN Large Hadron Collider (LHC) and subsequently published in Jan-
uary, 2011 [1].

At LHC, the top quark is produced predominantly together with its antiparticle by
means of the gluon fusion process governed by the strong interaction. The top and the
antitop then decay almost instantaneously via the weak interaction into three possible
final states. Amongst them, the dileptonic final state (∼6.5% of the branching ratio),
composed of two opposite sign charged leptons (muons and electrons), two neutrinos
and two jets, has been studied in this thesis. The results have been obtained from data
harvested between March and September 2010 in proton-proton collisions at a centre-
of-mass energy of 7 TeV, corresponding to an accumulated luminosity of 3.1 pb−1.

This study takes place in a long top quark physics history, which started with the
first theoretical assumptions of its existence in 1970 [2], through indirect experimen-
tal evidences (existence of the third generation of leptonsin 1975 [3], existence of the
bottom quark in 1977 [4], measurement of the bottom quark properties in 80’s, pre-
cision measurement on theZ boson decay in 1994 [5]) up to its first observation at
the TEVATRON in 1995 [6][7], the recent observation of its single production at the
TEVATRON in 2009 [8] and in its first observation at LHC in 2010.

The interest in the top quark physics is justified by its particular role with respect
to Higgs boson physics and with processes beyond the Standard Model. Indeed, the
Standard Model of fundamental interactions between elementary particles has shown
spectacular successes by providing precise measurements and predictions, but is cur-
rently still partially undetermined due to the absence of experimental settlement of
the mechanism breaking the electroweak symmetry and allowing the gauge bosons to
have a mass. The fact that the top quark has a mass of the order of the electroweak

ix



x

symmetry breaking energy scale suggests a special role in this mechanism. More-
over, its large mass has made of it an interesting participant in many models that go
beyond the Standard Model. Finally, the top quark provides interesting experimental
characteristics, which can also be affected by new physics.

Given the complexity of the topology and possible uncertainties related to the quality
of early data, special care on the reconstruction techniques are applied that guaranty
the robustness of the analysis. In this thesis, this aspect is emphasized by the design of
an analysis which makes a minimal use of the calorimeters. Fortunately, the detector
has rapidly appeared to behave outstandingly, and the analysis has provided remark-
able result, consistent with the theoretical prediction, with a total uncertainty of about
40%. This first result, noticeable for its robustness, has opened the way to top quark
physics at LHC and has already been overtaken by the rapid development of this field
in CMS.

The structure of this document is based on three chapters: the top quark physics in
general, the description of the detector used in this analysis and the analysis itself.
The first chapter is devoted to the theoretical and experimental context of the top quark
physics, progressively oriented to the analysis discussedin the chapter three. In the
first part of this chapter, the phenomenological aspect of the top quark is introduced,
with its production and decay and its properties. A brief section is also dedicated to
an overview of the role of the top quark physics in Beyond Standard Model scenarios.
In the second part of this chapter, the indirect evidences ofthe top quark are briefly
mentioned, the tools for its discovery, namely the high energy hadron colliders, are
described, and the experimental methods and previous results are stated. This second
part concludes with a description of the data that will be used in the analysis.
The second chapter describes the CMS detector and the reconstruction of the different
objects that play a role in the dileptonic top quark pair production event identification:
the tracks of charged particles, the muons, the electrons and the jets.
The third and last chapter details the analysis per se, with emphasis on the methods
used to ensure the robustness of this first observation. The first part explains the selec-
tion of the dileptonic top quark pair production events. Thesecond part describes the
data-driven techniques used to estimate the backgrounds. The third part is dedicated
to the systematic uncertainties study. The fourth part presents the final result: the mea-
sured cross section of the top quark pair production. Finally, the last part summarizes
the latest results for this cross section obtained in CMS.
An appendix is also available and provides additional information on the reconstruc-
tion of jets from tracker information only (“TrackJets”) and its validation.

The work presented in this thesis is essentially based on thefollowing publications
and public results:
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• “First Measurement of Top-Quark Pair Production Cross Section in Proton-
Proton Collisions at

√
s = 7TeV”, CMS Collaboration, Physics Analysis Sum-

mary TOP-01-001, 2010. Phys.Lett.B695 424-443, arXiv:1010.5994
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Chapter 1
Top Quark

In this chapter, I give an overview of top quark physics.

The phenomenological point of view is developed in the first section, where the top-
quark production and decay, its properties and its implication in new physics researches
are described. The experimental point of view is developed in the second section: the
first indirect evidences of the top quark, the high energy hadron colliders where the
top-quark observation is possible, the selection strategyfor its observation and finally
the observed and simulated events which are used in this thesis.

1.1 Theoretical framework

The top quark is the heaviest particle known in the Standard Model (SM) of particle
physics. It is the weak-isospin partner of the bottom quark and it is therefore a spin-1/2
and charge-2/3 fermion. Even if it obeys the same interaction rules as the other quarks,
the top quark plays a particular role in physics due to its large mass of the order of
170 GeV/c2, ∼ 40 times heavier than the bottom quark, which is the second heaviest
quark, and∼ 20 000 times heavier than the first generation quarks. This characteris-
tic has an impact on its late direct observation (due to the high energy needed of its
production) and on its lifetime (shorter than the typical hadronization time). Its large
mass also implies a special role in the Higgs sector (the Yukawa coupling with the
Higgs boson is proportional to the fermion mass, which is of the order of unity for the
top quark) and in Beyond Standard Model (BSM) physics (due toits possible coupling
with exotic particles). In this section, the role of the top quark in the Standard Model
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2 CHAPTER 1. TOP QUARK

is described and its impact on Beyond Standard Model physicsis briefly discussed.

1.1.1 Production and decay of top quarks

As all other quarks, the top quark is a charged particle that interacts strongly (and
is therefore coloured) and via the electroweak interaction. The Standard Model La-
grangian parts concerning the quark interactions are:

Lquark
QCD = iQ

i

L γµ(i gS Gµ) Qi
L + iui

R γµ(i gS Gµ) ui
R (1.1)

Lquark
EWK =iQ

i

L γµ(∂µ + i g Wµ + i
g′

6
Bµ) Qi

L

+ iui
R γµ(∂µ + i

2g′

3
Bµ) ui

R + id
i

R γµ(∂µ − i
g′

3
Bµ) di

R

(1.2)

Lquark
Yukawa = −Γij

u Q
i

L ǫφ∗ uj
R − Γij

d Q
i

L φdj
R + h.c. (1.3)

where Eq.1.1describes the strong interaction, Eq.1.2the electroweak interaction and
Eq.1.3the coupling to the Higgs boson. In these equations, the quarks are represented
by QL, uR and dR, respectively the left-handed weak-isospin doublets, theright-
handed up-type weak-isospin singlets and the right-handeddown-type weak-isospin
singlets. The three different generations are labelled by the lowercase Latin lettersi
andj and a summation over them is implied.

In the QCD Lagrangian Eq.1.1, gS is the strong coupling constant andGµ the gluon
gauge field (Gµ = λaGa

µ with λa the Gell-Mann matrices).

In the electroweak Lagrangian Eq.1.2, g andg′ are the electroweak coupling constants,
Wµ is the SU(2) gauge field (Wµ = τaW a

µ with τa the Pauli matrices) andBµ is the
U(1) gauge field singlet. Theγ, W± andZ0 particles can be formulated in terms of
these gauge fields as respectivelycos(θW )B + sin(θW )W 3, 1/

√
2(W 1 ∓ iW 2) and

sin(θW )B + cos(θW )W 3 with θW = g/
√

g2 + g′2 = MW /MZ the weak angle.

Finally, in the Yukawa interaction with the Higgs field (Eq.1.3), ǫ is the total antisym-
metric tensor in two dimensions,φ is the Higgs field andΓ are the complex matrices
in generation space which describe the mixing between different generations.

Top quark pair production. The top quark pair production (tt) at hadron colliders
is a QCD process. Due to the confinement of the quarks, the computation of the cross
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Figure 1.1: Parton distribution functions for the proton atQ2 = 10 GeV2 and
Q2 = 10 000 GeV2, from the MSTW 2008 NLO PDF set [14].

sections of such processes are not straightforward. However, in the case of hadrons
at high energy, which is the case if the top quark mass threshold is reached, the QCD-
improved parton model can be used: in this model, the processis factorized between
a hard parton-parton cross section (σ̂), which can be computed in perturbative QCD,
and parton distribution functions (PDF), which absorb the divergences and which are
determined experimentally from other deep inelastic experiments (e.g., MSTW [14]
or CTEQ[15] collaboration). To compute the hard parton-parton cross section, the
partons of the hadrons are considered as quasi-free with a momentum corresponding
to a fractionx of the hadron momentum. This cross section is computed at a finite
order in the perturbation series, which implies the use of the renormalization scaleµ to
regulate divergent terms. In thett computation, this scale is chosen to beµ = mt. This
hard parton-parton cross section is convoluted with the parton distribution functions
f(x) of the two partons to run over all the possiblex values,f(x) corresponding to
the probability of finding parton of momentum fractionx. These PDFs also depend
on a scale, called factorization scale, usually chosen to have the same value as the
renormalization scale. One of the proton PDF parametrizations is depicted in Fig.1.1.
At this stage, the cross section for two colliding hadronsA andB is:

σ(AB → tt̄) =
∑

i,j

∫

dxidxjfi,A(xi, µ
2)fj,B(xj , µ

2)σ̂ij(ij → tt̄; ŝ, µ2) (1.4)
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wheref are the parton distribution functions andσ̂ the hard parton-parton cross sec-
tion. The sum runs over all pairs of possible partons. The parton distribution functions
f depend of course of the nature of the parton and the nature of the hadrons used in
the hadron collider.

g

q

q̄

t

t̄

(a)

g

g

g

t

t̄

(b)

g

g

t

t̄

(c)

g

g

t

t̄

(d)

Figure 1.2: Maintt production diagrams: quark-antiquark annihilation (a) and gluon-
gluon fusion (b, c, d).

The leading order (LO) of the hard parton-parton cross section is given by quark-
antiquark annihilation and gluon-gluon fusion, as shown byFig.1.2. The cross section
for quark-antiquark annihilation is given by:

dσ̂

dt̂
(qq̄ → tt̄) =

4π α2
s

9 s̄4
[(m2

t − t̂)2 + (m2
t − û)2 + 2m2

t ŝ] (1.5)

with ŝ = (pq + pq̄)
2, t̂ = (pq − pt)

2, û = (pq − pt̄)
2 the Mandelstam variables

of the partonic process. The next-to-leading order (NLO) calculation adds the virtual
contributions to the LO processes, gluon bremsstrahlung processes (qq̄ → tt̄ + g

and gg → tt̄ + g) and flavour excitation processes (likeg + q(q̄) → tt̄ + q(q̄)).
Additional corrections can be provided at next-to-leading-logarithms using Sudakov
resummation [16] which leads to approximate next-to-next-to-leading order (NNLO).
The exact computation at NNLO is currently a work in progress.
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Figure 1.3: (a) Parton luminosity for TEVATRON and LHC at
√

s = 14 TeV for gluon-
gluon fusion (gg), quark-antiquark annihilation (qq̄) and quark excitation (gq), ob-
tained from CTEQ6.1 PDFs [15]. The results for LHC at

√
s = 7 TeV are similar. (b)

Ratio between the LHC at
√

s = 7 TeV parton luminosities and TEVATRON parton
luminosities, for the gluon-gluon fusion and quark-antiquark annihilation, obtained
from the MSTW 2008 NLO PDFs [14].

At the TEVATRON collider, protons and antiprotons are colliding at centre-of-mass
energy of 1.96 TeV. For this energy, the mass of the top quark remains relatively large
with respect to the centre-of-mass energy, and thett production are mainly produced
at largex region. For the LHC, lowerx region are accessible while the colliding
hadrons are only protons. In order to compare the processes at the different colliders,
the parton luminosities can be computed:

Lij(ŝ; s) =
1

s

∫ s

ŝ

fi,A(
s̃

s
)fj,B(

ŝ

s̃
)
1

s̃
ds̃ (1.6)

As visible in Fig.1.3 which compare this luminosity for the different parton interac-
tion at the TEVATRON and at LHC, the LHC provides a significant larger luminosity
than TEVATRON. At the TEVATRON, the dominant production process is the quark-
antiquark annihilation (qq̄) (∼ 85%), while at LHC, it is dominated by quark exci-
tation (gq) followed by gluon-gluon fusion (gg), which lead to a production process
dominated by gluon-gluon fusion (∼ 80%) (because quark excitation contribute tott

only at NLO).
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Figure 1.4: Latest results from TEVATRON (pp̄) and LHC (pp) on top pair produc-
tion cross section as a function of

√
s, from [17]. Data points are slightly displaced

horizontally for better visibility. Both TEVATRON experiments have provided results
at
√

s = 1.8 TeV and
√

s = 1.96 TeV. Theory predictions at approximate NNLO are
obtained using HATHOR [18]. The error band of the prediction corresponds to the
scale uncertainty.

The theoretical cross sections fortt production at the TEVATRON and at LHC are
detailed in Tab.1.1. The latest results from TEVATRON and LHC agree with the theory,
as illustrated in Fig.1.4.

Single top quark production. The top quark can also appear singly when it is pro-
duced by electroweak interaction, as illustrated in Fig.1.5. The production is called
“single top” and is divided in three cases according to the virtuality of theW boson:

• The t-channel, where a bottom quark interacts with an up or antidown quark via
a space-like virtualW boson. The up or antidown quark is usually a valence
parton of one of the hadrons while the bottom quark is a sea quark of the hadron
or produced from a gluon splitting;
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Table 1.1: Theoretical cross sections for thett production, for different incoming par-
ticles, at different centre-of-mass energies, using parton distribution functions derived
from different physics collaborations, for a given top quark mass and at a given level
of calculation. The centre-of-mass energy is given in TeV, the cross section in pb and
the top mass in GeV/c2.

Coll.
√

s Cross section PDF mt Order Ref.

pp̄ 1.8 5.19 +0.52
−0.68 CTEQ6M 175 NLO+NLL [19]

pp̄ 1.96 7.81 +0.45
−0.53 CTEQ6.6 171 app. NNLO [20]

pp̄ 1.96 7.08 ± 0.36 MSTW 2008 173 app. NNLO [21]
pp̄ 1.96 7.48 +0.59

−0.65 CTEQ6.6 171 app. NNLO [22]
pp 7 163 +11

−10 MSTW 2008 173 app. NNLO [21]
pp 7 164 +10

−13 MSTW 2008 173 app. NNLO [23]
pp 7 158 +23

−24 PDF4LHC 172.5 NLO [24]
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Figure 1.5: Main single top production diagrams: s-channel(a), t-channel (b, c) and
W-associated production (d).

• The s-channel, where a top and an antibottom quarks are produced by a time-
like W boson. The W boson is usually obtained from the fusion of two valence



8 CHAPTER 1. TOP QUARK

quarks. The W boson has to have a virtually sufficiently higher to produce a top
quark (q2 ≥ (mt + mb)

2);

• The W-associated production (tW), where the top quark is produced in associa-
tion with a real W boson from a gluon and a bottom quark.

This single top processes have a lower cross section thantt production. The theoretical
cross sections for single top production at the TEVATRON and at LHC are detailed in
Tab.1.2. The first evidence for single top has been obtained in 2007 atthe TEVATRON

[8] and in 2010 the first cross section at 7 TeV has been measured at LHC [25]. The
latest results from TEVATRON and LHC are illustrated in Fig.1.6. The LHC results
agree within1σ with the theory, while some less-than-2σ discrepancies are visible for
the TEVATRON results.

Table 1.2: Theoretical cross sections for the single top production, for the different
channels, for different incoming particles, at different centre-of-mass energies, using
parton distribution functions derived from different physics collaborations, for a given
top quark mass and at a given level of calculation. The centre-of-mass energy is given
in TeV, the cross section in pb and the top mass in GeV/c2. 4f and5f correspond
respectively to the diagrams b) and c) illustrated in Fig.1.5.

Coll.
√

s Channel Cross section PDF mt Order Ref.

pp̄ 1.96 t-chan. 1.04 ± 0.06 MSTW 2008 173 app. NNLO [21]
pp̄ 1.96 s-chan. 0.523 +0.030

−0.028 MSTW 2008 173 app. NNLO [21]
pp 7 t-chan. (t) 41.7 +1.8

−0.8 MSTW 2008 173 app. NNLO [21]
pp 7 t-chan. (̄t) 22.5 +0.9

−1.0 MSTW 2008 173 app. NNLO [21]
pp 7 s-chan. (t) 3.17 +0.14

−0.12 MSTW 2008 173 app. NNLO [21]
pp 7 s-chan. (̄t) 1.42 +0.06

−0.07 MSTW 2008 173 app. NNLO [21]
pp 7 tW 7.8 +0.5

−0.6 MSTW 2008 173 app. NNLO [21]
pp 7 t-chan.4f 59.1 +3.0

−4.0 CTEQ6.6 172.5 NLO [26]
pp 7 t-chan.5f 62.3 +2.3

−2.4 CTEQ6.6 172.5 NLO [26]

Top quark decay. In the Standard Model, the top quark is coupled with the 1/2
SU2-isospin quarks via the charged electroweak boson. However, these couplings are
proportional to the CKM matrix element, and thetdW and tsW coupling are then
strongly suppressed. The top quark decays then dominantly into a bottom quark and
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Figure 1.6: Latest results from TEVATRON and LHC on t-channel single top pro-
duction cross section as a function of

√
s, from [27]. LHC data points are slightly

displaced horizontally for better visibility.

aW boson. The top-quark widthΓt is given by:

Γt =
GF m3

t

8π
√

2
|Vtb|2(1 − m2

W

m2
t

)2(1 + 2
m2

W

m2
t

)[1 − 2αs

3π
f(

m2
W

m2
t

)] (1.7)

The 2αs

3π f(
m2

W

m2
t

) contribution is obtained from QCD correction, wheref(y) = 2
3π2 −

2.5 − 3y + 4.5y2 − 3y2 ln(y), and corresponds to a 10% suppression of the leading
order width. Formt = 172.6 GeV/c2, this width is1.34 GeV. Adding the electroweak
correction increasesΓt by 1.7%. But this is almost exactly compensated by taking into
account the finite width of theW boson which reducesΓt by 1.5%. The experimental
value obtained from TEVATRON data isΓt = 2.0 +0.7

−0.6 GeV [28].

This largeΓt implies a small lifetime of∼ 5 × 10−25 s. The hadronization time
is of the order of∼ 1 fm/c ≃ 3 × 10−24 s. The top quark decays thus before any
hadronization.

By conservation of angular momentum and because of theV − A structure of the
coupling, only left-handed particles are expected to couple toW bosons. Therefore,
the top quark decays in a longitudinally polarizedW+ boson (hW = 0) and a left-
handed bottom quark (the mass of the bottom quark being negligible with respect to
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the energy from the decay of the heavy top quark, the chirality conservation is directly
expressed in the helicity) emitted in an antiparallel direction with respect to the top
quark spin axis, or in a transversely polarizedW+ boson (hW = −1) and a left-
handed bottom quark emitted in a parallel direction with respect to the top quark spin
axis. hW = 1 is not possible (ifmb = 0). The ratio widths in the three W helicity
states are given by:

Γ(hW = −1) : Γ(hW = 0) : Γ(hW = +1) = 1 :
m2

t

2m2
W

: 0

For antitop, it is the negative helicity which is forbidden.

QCD corrections affect the width ratios by increasing the fraction of the left-handed
W bosons by 2.2% and decreasing the fraction of the longitudinal W bosons by 1.1%.
The electroweak and finite width of theW boson corrections have negligible effect on
ratios (of the order of the per-mille).

If the mass of the bottom quark is not neglected, the ratios are not really affected, but
a small positive helicityW boson fraction is possible:Γ(hW = +1)/Γ = 3.6× 10−4

at Born level.

The producedW boson decays leptonically (32.40±0.27%) or hadronically (67.60±
0.27%), which leads to three different final states:

• tt̄ → W+b W−b̄ → ℓν̄ℓ b ℓ̄′νℓ′ b̄, called “dileptonic channel”, corresponding
to 10.3% of thett decay;

• tt̄ → W+b W−b̄ → qq̄′ b ℓν̄ℓ b̄ + ℓ̄νℓ b qq̄′ b̄, called “semileptonic channel” (or
“lepton+jets channel”), corresponding to 43.5%;

• tt̄ → W+b W−b̄ → qq̄′ b q′′q̄′′′ b̄, called “hadronic channel”, corresponding to
46.2%.

Usually, the leptons used in the analysis are only electronsand muons because the tau
lepton, which decays inside the detector, is more difficult to reconstruct and to identify.
So, except when explicitly specified, the contribution fromthe tau semileptonic decay
is not taken into account in the analyses. The leptonic decayof the tau can contribute,
even if the selection is not optimized for its kinematic, because it appears as an electron
or a muon final state. Taking into account the maximal possible contribution from the
tau leptons, the dileptonic channel of thett decay corresponds to∼ 6.5% and the
semileptonic channel to∼ 34%. In this thesis, I study three modes of the dileptonic
channel: theee channel, theµµ channel, and theeµ channel, where the final state is
composed respectively of two electrons, two muons and one electron and one muon.
In the semileptonic channel, the two most studied modes are the e+jets channel and
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theµ+jets channel, where the final state is composed respectively of an electron and a
muon.

1.1.2 Other top quark properties

|Vtb| CKM matrix element. The interaction eigenstates do not necessarily corre-
spond to the mass eigenstates, depending of theΓ matrices in Eq.1.3. In order to
handle the particles as the mass eigenstates, a transformation of theQ, u andd interac-
tion eigenstates where theΓ matrices are diagonalized can be done, which introduces
the Cabibbo-Kobayashi-Maskawa (CKM) unitary rotation matrix in the Lagrangian.
This transformation appears to be irrelevant in all quark interactions excepted when
it couples with aW± boson. TheW± interaction mixes the mass eigenstates of the
quarks according to the elements of the CKM matrix expressed, in the Standard Model
where three generations of quarks are defined, as:

VCKM =





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb





=





0.97428 ± 0.00015 0.2253 ± 0.0007 0.00347 +0.00016
−0.00012

0.2252 ± 0.0007 0.97345 +0.00015
−0.00016 0.0410 +0.0011

−0.0007

0.00862 +0.00026
−0.00020 0.0403 +0.0011

−0.0007 0.999152 +0.000030
−0.000045





(1.8)

with the numerical values from [28].The diagonal entries are close to the unity, when
the off-diagonal are closer to zero, especially for heavy quarks. In top quark physics,
the Vtb matrix element plays a central role because it defines the strength of the
charged weak interaction of the top quark. Assuming unitarity of the 3 × 3 matrix,
the Vtb matrix element can be estimated from the other measured matrix elements.
In this case, the|Vtb| value is bound between 0.9990 and 0.9992 at 90% C.L. [29].
The single top production cross section (cf. Section1.1.1) is directly proportional
to |Vtb|2, and assuming a top decay dominated by theW boson and bottom quark
production, the experimental limit on|Vtb| obtained from TEVATRON is given by
|Vtb| > 0.78 [30][31]. In the top quark pair production (tt), the measured variable

is Rb = |Vtb|
2

|Vtd|2+|Vts|2+|Vtb|2
, obtained by comparing events with and without jets iden-

tified as coming from a bottom quark decay. If the3×3 matrix unitarity is assumed, it
reduces toRb = |Vtb|2. If it is assumed that the top quark cannot decay to other quarks

than the ones already observed, the limit is|Vtb|
2

|Vtd|2+|Vts|2
> 3.8 at 95% C.L. [32]. All

these measurements are compatible with the Standard Model,but will gain from im-
proved studies of the top quark.
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Mass. In the Standard Model, the fermions acquire mass due to the Brout-Englert-
Higgs spontaneous symmetry breaking mechanism, which allows the apparition of
yψ̄φψ Yukawa term, wherey is the Yukawa coupling constant,ψ the fermions spinors
andφ the Higgs scalar complex field, cf. Eq.1.3. At the first order around the vacuum-
expectation value of the Higgs boson, this term looks like a mass termmψ̄ψ where the
massm is then given byy〈φ〉. The Yukawa coupling constanty being a free parameter,
the Standard Model does not determine explicitly the fermions masses, which have to
be measured.

The experimental determination of the quarks mass is complicated by the fact that
they are coloured particles. Quantum chromodynamics (QCD)therefore implies that
they are confined and cannot appear as asymptotic states. However, in the top quark
case, this quark decays before any hadronization (cf. Section 1.1.1) and thus allows
the extraction of its pole mass, which is the real part of the pole of its propagator:
√

p2 = mpole − i
2Γ. Experimentally, a distribution closely related to this variable is

obtained and is fitted to simulated distributions generatedwith different values of the
top-quark mass as generator parameter. The observed top-quark mass is therefore the
one which corresponds to the parameter of the generator.

There are two main concerns with this approach: Firstly, thepole mass can be shifted
by non-perturbative QCD corrections and its theoretical expression depends on the
renormalization scheme. This leads to an intrinsic ambiguity of order ΛQCD ∼
500 MeV [33][34]. Secondly, the measured top-quark mass is in fact the parameter
of the generator used for simulation. These generators are restricted to a fixed-order
calculation and the measured mass does not corresponds to the pole mass because the
latter absorbs some corrections that the former does not (due to parton shower cut offs
and restriction in hadronization modelling).

Other methods avoiding such complication have been developed, e.g., the extraction of
the running mass of the top quark from the top pair productioncross section. However,
because the low sensitivity of the total cross section with respect to the mass, it is
limited by the theoretical uncertainty and requires a good precision. It is then not
suited for early observation.

The more precise measurement of the top-quark pole mass available at the time of writ-
ing is given by combination of the several direct mass measurement from TEVATRON.
Combining results from CDF and DØ experiments using up to 5.6fb−1 of data, the
average mass of the top quark has been measured atmexp

top = 173.3 ± 1.1 GeV/c2 [35].

Several Standard Model observables depend on the top-quarkmass value via radiative
corrections. For example, the quark loop corrections contribute to theW boson and
Z0 boson masses by a term proportional to the square of the quarkmass. Because of
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Figure 1.7: Comparison of the indirect constraints and direct measurements ofmW

andmt based on LEP and TEVATRON data. The contours correspond to 68% C.L.
and the green bands shows the relationship for the masses as function of the SM Higgs
boson mass for region not excluded. The∆α arrow shows the variation of this relation
if α(m2

Z) is varied by±σ. From [36].

the heaviness of the top quark, its contribution is largely dominant in these corrections.
This has allowed an estimation of the top-quark mass before any direct measurement.
For illustration, the extraction of the top-quark mass usingZ-pole data,W boson mass
and other electroweak quantities givesmtop = 178.9 +11.7

−8.6 GeV/c2 [36]. Similarly, the
knowledge of the top-quark mass allows the extraction of information on other correc-
tions. An improvement of the top-quark mass measurement leads then to a stronger
constraint on the Higgs mass which also intervenes in corrections. The relation be-
tween the top-quark mass and theW± boson mass for different Higgs boson mass
hypothesis is illustrated in Fig.1.7.

Charge. The Standard Model top quark has a 2/3 charge. However, the usual anal-
yses, which assumet → W+b andt̄ → W−b̄, are not taking into account the charge
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of the bottom quark, allowing the possibility of±4/3 charge exotic top quark decay-
ing into W+b̄ or W−b. The total production observed in the standard analyses can
thus contain a contamination from an exotic top quark. However, the existence of 2/3
charge top quark has been confirmed by analyses associating the jets coming from
the bottom quarks to the reconstructed W bosons in the way which corresponds to
the best kinematical fit with constraints onmt andmW and measuring the charge
associated to the jets directly correlated to the bottom quark charge. This jet charge
determination can be done via a weighted sum of the charge of the tracks inside the
jets: Qjet =

∑

wiqi/
∑

wi, where the weights have been defined according to the
longitudinal or transverse component of the track momentumwith respect to the jet
momentum, or via the detection of soft leptons produced by a semileptonic decay of
the bottom quark. Results from TEVATRON have limited the contamination from4/3

charge top-like particle to 80% at 90% C.L. [37] and have excluded the−4/3 charge
exotic top quark model at the 99% C.L. [38].

V − A structure. The top quark decays into a bottom quark and aW boson with
a branching ratio≃ 100% (cf. Section1.1.1). Due to the V− A structure of the
weak decay, only the left-handed particles can couple to theW boson. So, theW
boson from the decay is either left-handed (−, ∼ 30%) or longitudinal (0, ∼ 70%),
and the right-handed contribution is expected to be negligible (+, ∼ 0%). TheW

boson helicity can be observed through the charged lepton inwhich it has decayed
via several observables sensitive to the helicity: transverse momentum of the lepton,
invariant mass of the lepton and the associated bottom quark, angleθ∗ between the
lepton and the associated bottom quark in theW boson rest frame. The latest studies
at the TEVATRON have been performed using a kinematical fit method to select events
from whichcos θ∗ can be extracted [39] or using Matrix Element method [40]. Both
methods show a good agreement with the SM expectations.

Forward-Backward asymmetry. Another interesting feature of thett production
is the forward-backward asymmetry between the top quark andantitop quark. This
kinematical effect appears at NLO, due to radiative correction in quark-antiquark an-
nihilation (in initial and final state, but also as interference with the box diagram) and
interference of gluon-quark scattering (g+q → Q+ Q̄+q) [41][42]. This asymmetry
AFB can be observed experimentally when the initial partons have a charge asymme-
try by measuring the normalized difference between the number of eventsNF in the
forward region (y ≥ 0) with respect to the number of eventsNB in the backward
region (y ≤ 0): AFB = (NF −NB)/(NF +NB). The forward and backward regions
can be defined in the laboratory frame using the rapidity of the top quark:App̄

FB or in
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the centre of mass of the top and antitop system using the difference between the top
and the antitop rapidity:Att̄

FB .

At the TEVATRON, where the initial state of the colliding hadrons is charge asym-
metric, the forward-backward asymmetry amount at NLO is expected to be of the
order of 8% (resp. 5%) forAtt̄

FB (resp. App̄
FB). DØ using 5.4 fb−1 of data has

found Att̄
FB = 0.196 ± 0.065 for the detector phase space which correspond to

a theoretical asymmetry of0.05[43]. The latest results at CDF using 5.6 fb−1 of
data isAtt̄

FB = 0.158 ± 0.074(syst. + stat.)[44] when a theoretical asymmetry of
0.058 ± 0.009 where expected. Even if these results are agreeing with the SM pre-
diction within∼ 2σ, the results for large invariant top-antitop mass shows a deviation
higher than3σ.

At LHC, which is a proton-proton machine, the top-antitop production is symmetric
in the laboratory frame, but small effect can be observed dueto the tt̄ + g contri-
bution, where the antitop quark appears to be more central than the top quark. The
measured variable is the charge asymmetryAC , based on the difference between the
absolute value of the (pseudo)rapidity of the top quark and the antitop quark. At CMS,
the charge asymmetryAy

C has been measured at−0.013 ± 0.026(stat.)+0.026
−0.021(syst.)

after 1.09 fb−1 while 0.011 ± 0.001 was expected from theory [45]. At ATLAS, the
charge asymmetryAy

C has been measured at−0.023 ± 0.015(stat.)± 0.023(syst.) af-
ter0.70 fb−1 while 0.005±0.001 was expected from theory [46]. Both measurements
show good agreement with respect to the Standard Model expectations, but are limited
by the low amount of data.

Flavour-changing neutral current. Flavour-changing neutral currents (FCNC) are
suppressed in the Standard Model: this kind of process is impossible at tree level
while the quantum loops contributions are below10−10. The FCNC processes can
however be enhanced by new physics. The presence of FCNC can be observed in
two top quark decays channels:t → Zu(c) andt → γu(c), and on single top quark
production:u(c) + g → t. The single top production has been studied at LEP, HERA

and CDF and has led to an upper limit of3.9× 10−4 on t → u+ g and5.7× 10−3 on
t → c+g [47]. Branching ratios fort → Zu(c) andt → γu(c) have been constrained
at CDF to be lower than3.7% [48] and 3.2% [49], respectively. Prospects are also
available at LHC [50][51].

Spin correlation. Due to the fast decay of the top quark, its spin is preserved onaver-
age despite the depolarizing effect of gluon emission by strong interaction. This allows
an observation of the possible top quark polarization via the angular distribution of its
decay products. The spin of the two top quarks in thett production are correlated,
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depending on the production process: gluon-gluon fusion will dominantly yield a like-
helicity tt pair, while quark annihilation will dominantly yield an opposite-helicitytt
pair [52]. A commonly used observable is the asymmetryκ = (No −Ns)/(No +Ns),
whereNo and Ns are the opposite-sign helicity events and the same-sign helicity
events respectively, measured in a given spin quantizationaxis. The measurement of
the spin correlation intt can be used to confirm the predictedtt production processes
fraction, to provide an experimental upper limit to the top-quark lifetime and to indi-
cate possible contributions from new physics which can impact the spin correlation.
The current measurements performed at the TEVATRON are limited by uncertainties,
but consistencies at at least 95% C.L. have been found [53][54][55].

1.1.3 Top quark and physics BSM

Due to its large mass of the order of the electroweak symmetrybreaking scale, the
top quark plays a special role in many theories beyond the Standard Model. The top-
quark phenomenology also provides many observables which can be tested under the
Standard Model hypothesis. A discrepancy between a predicted observable and its
measurement can therefore indicate a new physics effect. This section briefly summa-
rizes some of the main proposals of investigation of unobserved physics in top-quark
phenomenology. More details, which are beyond the scope of this thesis, can be found
in the references provided. I will notably include considerations about the Higgs bo-
son in this section, even if this is sometimes considered as aStandard Model topic.

Numerous new physics can affect the way the top quark is produced or decays, or can
enhance the measurement of the rate of a given channel by providing a similar final
state.

If a model predicts a heavy neutral particle which can couplewith the top quark [56],
this particle can decay in a top quark pair and contributes tothe standard model fi-
nal state. This can also be the case through dynamictt̄ condensate formed by a new
strong gauge force. In both case, the final state of these processes allows the ob-
servation of a resonance in thett invariant mass. This is challenging for very high
masses of the resonance, because of the boost of the top quarks produced by its de-
cay, and the consequent small angular separation between the final-state objects; this
leads to the development of specific algorithms, which reconstruct large jets contain-
ing substructures corresponding to theW boson decay products and the bottom quark
hadronization. Non resonant top quark pair production is also possible. A first ex-
ample is the associated Higgs boson productiontt̄H where the Higgs boson decays
in two bottom quarks, leading to four b-jets and two oppositechargeW boson. This
process is expected to be small in the Standard Model but can be used in combination
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to increase the Higgs boson discovery. In other models, thisprocess can be enhanced.
A second example is the decay of a massive vector bosons (W ′) into top quarks and
antibottom quarks. In a model independent approach, new operators introduced in a
low energy (with respect to the new physics threshold) effective Lagrangian can in-
terfere with the Standard Model Lagrangian and can affect the tt invariant mass in a
non-resonant way [57]. In this approach, the contribution of the different operators
can be constrained by the observation. Thett production being dominated by quark-
antiquark annihilation (mainly up-quark annihilation) atthe TEVATRON and by gluon
fusion at LHC, the constraints on the different operator contributions are complemen-
tary in the two experiments. Single top production can also be affected through aW ′

boson or a charged Higgs boson (predicted by multi-Higgs models). Both channels
are identifiable with the invariant mass of the decay products. The heavyW ′ boson
can also affect the observed helicity if this boson couples to right-handed particles.

If a model predicts a new particle with a mass smaller than thetop quark and couples
with it, this particle can affect the top quark decay. It is the case in SUSY models,
where the Higgs sector is composed of at least five Higgs particles, including two
charged Higgs bosons which are expected to couple to top quark and mediate their
decay. The top quark decay can then be mediated byt → H+b whereH+ → τ̄ ν or
H+ → cs̄ (or evenH+ → W+h0 whereh0 is the charge parity odd neutral Higgs
boson which can decay in two tau leptons). This effect can be observed by the study
of these new final states or by the observation of a lack of events with respect to the
expectation due to the non optimization of the standardtt selection for these new final
states. The top-quark lifetime can also be perturbed by new physics, such as fourth
generation, non-standard top decay models or other extension, leading to a long-lived
top quark. This effect can be observed by the presence of a displaced vertex for the
W boson decay or by the spin decorrelation in the top quark pairproduction.

New particles can also replace the top quark to mimic the finalstate. A first example is
the light stop particlẽt1, which is the lighter of the two super partners of the top quark
in supersymmetric models. This particle can be produced in pair and then decayed
in a neutralino (̃χ0

1) and a top quark or in a chargino (χ̃+
1 ) and a bottom quark. In

the latter case, the chargino decays in neutralino andW boson or in neutralino and
leptons. In all the cases, assuming a stable neutralino, thefinal state is similar to the
tt production expected possible high missing transverse energy. A second example
is the additional heavy quarkt′, which appears in several models (fourth generation,
Little Higgs, . . . [58]). This process can be distinguished from thett production by the
mass reconstruction and by the scalar sum of of the transverse energy of reconstructed
objects.

Finally, possible discrepancies observed between the measured observables and their
expected value from the Standard Model can indicate the presence of an interaction
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mediated by a new particle. For example, in the case of the forward-backward asym-
metry, where a deviation of more than3σ has been observed at the TEVATRON for
high tt mass (cf. Section1.1.2), this can be due to FCNC induced by a massive neu-
tral vector boson. This hypothesis has been rejected due to the absence of same-sign
top quark pair events [59]. Other observables (discussed in Section1.1.2), such as the
Wtb vertex coupling, the spin correlation, the flavour changingneutral current, theW
boson polarization or the top quark charge can also potentially indicate the effect of
new physics.

The analyses on these matters have currently established exclusion limit on the new
particles mass or on the processes cross section according to the model chosen. For
illustration in CMS studies, an exclusion at 95% C.L. has been reached for stop par-
ticles with a mass lower than∼ 620 GeV/c2 [60], for heavyt′ particles with a mass
lower than∼ 450 GeV/c2 [61] and for top-like particleT decaying totally inT → tZ

with a mass lower than417 GeV/c2 [62].

1.2 Experimental observation of top quarks

This section first describes briefly the indirect evidence ofthe top quark and the ex-
perimental facilities where the top quark has been observed(with emphasis on the
LHC), then summarizes the observation methods and the previous results. Finally, the
experimental data harvesting and the simulation generation in the concrete case of my
analysis are introduced.

1.2.1 Indirect evidences

The first direct observations of the top quark have been realized in 1995 at the TEVA-
TRON and in 2010 at LHC. However, indirect evidences of its existence have been
established before on a theoretical and experimental lines.

The possibility of a weak-isospin doublet of a third generation of quark has been first
introduced in early 1970 in order to build a weak interactionmodel consistent with the
CP violation observed in kaon decay [2].

The observation of the bottom quark in 1977 has re-enforced the assumptions on the
existence of the top quark. Firstly, in a naive approach, it appeared natural to have
a third generation of quark behaving as the two previous generations. Moreover, a
third weak isospin doublet reestablished the symmetry between quarks and leptons.
Secondly, the weak isospin doublet is also needed to apply the equivalent of the GIM
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mechanism for the third generation and suppress the flavour-changing neutral current
which is not experimentally observed. And thirdly, in a presence of third generation
particles, the need of an isospin doublet was an elegant solution to cancel anomalous
lepton loop diagrams. Indeed, these anomalous lepton loopsare proportional to the
product of the weak neutral current axial strength and the square of the electric charge,
leading to a constraint on the properties of the fermions if an anomaly-free theory
is wanted. Taking into account the three colour charges of the quarks, the minimal
possible solution is the existence of a third generation weak-isospin doublet.

Several experimental observations have also indicated thepresence of this quark. In
1983 in PETRA, the forward-backward asymmetry in bottom quark production [63],
which is related to the axial coupling of the weak neutral current T3 of the bottom
quark, was favouringT3b = − 1

2 implying the existence of a weak isospin partner. In
1987, at ARGUS, DORIS and CESR experiments, the absence ofB0

dB̄0
d mixing has

led to a lower mass limit on the top-quark massmt & 60 GeV/c2 [64][65][66]. As
stated before, the absence of observed flavour-changing neutral current, as observed
in CDF and D0 in 1988-1993 [67], was also an indication in favour of the existence of
the top quark. But the strongest indirect evidence has been obtained from the direct
measurement of the bottom-antibottom production fromZ0 boson decay at LEP in
1994. In such analysis, the decay width of this process has been measured:Γ(Z →
bb̄) = 385 ± 6 MeV [5], while its theoretical expression is depending ofT3b [68]:

Γ(Z → bb̄) ∝ (T3b − Qb sin2(θW ))2 + (Qb sin2(θW ))2 (1.9)

For a bottom quark singlet,T3b = 0, this theoretical value is24 MeV, when for a
bottom quark doublet member,T3b = − 1

2 , this value is381 MeV. The observed value
is clearly rejectingT3b = 0 and compatible withT3b = − 1

2 .

Additionally, as stated in Section1.1.2, the top-quark mass parameter appears in pre-
cision electroweak measurements [36]. Combining these informations, a narrow top-
quark mass region has been determined before its first observation. Such method can
also be performed for the Higgs boson, but while the top quarkmass dependence in
the radiative correction is quadratic, the Higgs boson massdependence is logarithmic,
which leads to weaker constraints.

1.2.2 Hadron colliders

Due to its large mass, the top quark can only be observed in high energy collisions, cur-
rently only reached by two large synchrotron hadrons colliders: the Large Hadron Col-
lider (LHC) and the TEVATRON. In these colliders, two beams composed of bunches
of hadrons are accelerated in opposite direction in a circular facility containing notably
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resonant cavities (for the acceleration) and multipoles (for beam curvature and beam
collimation). The two beams cross at determined places in the accelerator ring where
is located a detector.

The most relevant parameters in a particle collider are the type of particles used, the
luminosityL and the beam energy. The type of particles and the beam energydeter-
mines the cross section of a given process, while the integrated luminosityL =

∫

L dt

allows the prediction of the number of expected occurrencesof this process knowing
its cross section. The instantaneous luminosityL is directly related to the beam in-
tensities and densities, as expressed in the simplified equation Eq.1.10(neglecting the
crossing angle effect and the variation of theσ andN parameters).

L = f
N1 N2

4π σx σy
= f

N1 N2

4
√

ǫxβ∗
xǫyβ∗

y

(1.10)

wheref is the frequency of the collision,Ni the number of particles in a bunch in the
beami, σ the transverse profile of the beam,ǫ the emittance (defined byǫ = π σ2

β ) and
β∗ the amplitude envelope function at interaction point.

Processes produced in hadron colliders are obtained from interactions of coloured
partons carrying a fraction of their initial hadron momentum. With respect to lep-
ton colliders, the amount of produced particles during the collision is larger, due to
the coloured nature of the partons which leads to hadronization. Another complica-
tion with respect to lepton colliders is the unknown momentum of the parton, which
cannot be determined due to the impossibility to measure thekinematics of the pro-
ton remnants. The total interaction cross section in hadroncolliders, illustrated on
Fig.1.8, is dominated by elastic scattering, diffractive events and non-diffractive pro-
cesses dominated by multijet QCD processes (respectively∼35%,∼10% and∼55%
at LHC). The more interesting processes have a much lower rate, e.g.,∼ 10−9 of the
total cross section fortt at LHC. Beside the parton-parton interaction of a process of
interest, the hadronization of the soft proton remnants canalso interact and produce
additional particles. There is also a possibility that morethan one proton-proton inter-
action occur during the same bunch crossing or that a particle produced in a previous
collision impacts the current event. These two effects, respectively called “underlying
events” and “pile-up”, add background activities in the detector and should then be
kept under control (multiple parton interaction can also happen). The high interaction
rate is also unmanageable directly by the computing resources (in terms of processing
time per event, and of storage). Therefore, an online selection is performed in order
to process and store only the events showing interesting characteristics.

The TEVATRON is a circular proton-antiproton collider of 6.3 kilometresof circum-
ference located at the Fermilab Laboratory, in Illinois, USA. Two general purpose
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Figure 1.8: Production cross sections of several processesin proton-(anti)proton
collisions at the TEVATRON and at LHC. From John Stirling.
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detectors have been installed at the TEVATRON: CDF [69][70][71] and DØ [72][73].
A first phase of operation, called “Run I”, has taken place between 1992 and 1996,
colliding protons and antiprotons at a centre-of-mass energy of 1.8 TeV and providing
160 pb−1 of integrated luminosity (the maximum instantaneous luminosity reached
during Run I is 3×1031 cm−2s−1, with ∼ 3.5µs between each bunch of particles). Af-
ter an upgrade of the accelerator and detectors, a second phase, called “Run II”, has
been ongoing from 2001 and is planned until September 2011, with a centre-of-mass
energy of 1.96 TeV and of instantaneous luminosity (the maximum instantaneous lu-
minosity reached during Run II is 5×1032 cm−2s−1). An upgrade of the tracking
system of the DØ detector has been realized during a shutdownin 2006, and the data
harvesting phases before and after this upgrade are respectively denoted as Run IIa
and Run IIb. The Run II beams are composed of 36 bunches, containing 276×109

particles in each proton bunch and 80×109 particles in each antiproton bunch, and
separated by 396 ns with a maximum interaction per crossing of ∼ 3.5. By the end
of September 2011, the TEVATRON will have provided approximately 12 fb−1 of inte-
grated luminosity to each experiments.

TheLarge Hadron Collider (LHC) [74] is the particle accelerator built by the Euro-
pean Organization for Nuclear Research (CERN) near Geneva.It consists of a syn-
chrotron of 26.7 kilometres of circumference under the border between France and
Switzerland, in the tunnel built for the previous CERN collider, the Large Electron-
Positron Collider (LEP). The construction started in 2000,the first beam has been
injected the 10th of September 2008, the proton-proton collisions at

√
s = 900 GeV

have started the 23rd of November 2009 and the proton-proton collisions at
√

s =

7 TeV have started the 30th of March 2010. During 2010, 47.03 pb−1 of integrated
luminosity have been delivered and 43.17 pb−1 recorded by CMS (with 4% of uncer-
tainty on these numbers), with 3.1 pb−1 certified before the September break (which
corresponds to the data used in the analysis presented in this thesis). The LHC is cur-
rently (August 12th 2011) running at instantaneous luminosity of 2×1033 cm−2s−1,
with 1380 bunches per beam, containing 1.25×1011 protons separated by 50 ns with
an average number of interactions per crossing of∼7.

The collider, illustrated in Fig.1.9, is divided in eight arc sections and eight straight
sections constituting eight octants. The straight sections contain experiments and sys-
tems for the machine operation. Two proton beams are circulating in opposite direc-
tion into two vacuum chambers in multipole magnets at low temperature (1.9 K) and
cross at small angle at four points of the collider, where arelocated the four big LHC
experiments: ATLAS [75] (in the octant 1), ALICE [76] (in the octant 2), CMS [77]
(in the octant 5) and LHCb [78] (in the octant 8). The other octants contain the two
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Figure 1.9: Schematic view of the Large Hadron Collider. From [74]

beam collimating systems (octant 3 and 7), the radio-frequency acceleration system
(octant 4) and the beam dump system (octant 6).

1.2.3 Selection strategies and previous results

The first step in the selection of events of a given process is to ensure that these events
will be kept by the online selection performed by the triggers. The outputs of each
subdetector have then to be interpreted in order to reconstruct global objects such
as the primary vertex of the interaction, the electrons, themuons, the jets and the
missing transverse energy. The second step consists into applying a further selection
based on these reconstructed objects knowing the topology of the studied process. At
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this stage, usually called “pre-selection”, the selected sample contains events from
the studied process, called “signal”, but also other eventswhich are mimicking the
studied process behaviour (due to processes producing a similar final states or due to
the reconstruction limitations), called “background”. The pre-selection can be tuned
to reject regions where the signal rate is negligible with respect to the background
rate. The third step is the final analysis, which consists in applying specific methods
to discriminate further the signal from the backgrounds or to extract information from
the signal.

Among the top-quark production processes in hadron collision described in Section
1.1.1, the most visible channels appear to be the dileptonictt channel (∼ 10 pb) and
the semileptonictt channel (∼ 54 pb). The single top processes are indeed penal-
ized by their low cross sections, while the hadronictt channel is overwhelmed by
similar final state events produced by multijet QCD processes. Despite its relatively
small branching ratio, the dileptonic channel constitutesa very clean subsample for
the study oftt production. Indeed, the backgrounds producing energetic isolated lep-
ton are dominantly coming from weak decays involving real orvirtual intermediate
vector bosons (W , Z), with negligible contamination from multijet QCD events.The
event selection allows directly the measurement of the signal cross section. Indeed,
the number of selected events after the rejection of the background processes corre-
sponds to the product of the integrated luminosity, the cross section and the efficiency
of the selection.

In thedileptonic tt channelcase, the selection is first based on the presence of two
energetic isolated leptons. The main backgrounds at this stage can be divided into
two categories according to the origin of the leptons. They can be produced directly
in the background process from weak interaction, in which case the momentum and
the isolation (i.e., the absence of other particles produced colinearly) are similar to the
signal leptons, or they can be resulting from a jet, a heavy quark decay or a particle
incorrectly identified as a lepton, which are referred as “non-prompt lepton” in the
following. The background processes of the first kind are thediboson processes, the
single toptW and theZ0 and continuum Drell-Yan production.

The diboson processes (notedV V ), regrouping theW±W∓, W±Z0 and theZ0Z0

processes and illustrated by Fig.1.10, are dominated by theW+W− process. At the
TEVATRON, it constitutes a non negligible background, due to its cross section similar
to the tt (σW+W− ∼ 12 pb at

√
s = 1.96 TeV [79], for σtt ∼ 7.5 pb). At LHC,

due to the increase of energy in the centre-of-mass system and the use of proton-
proton collision, this background appears to be less dominant (σW+W− ∼ 43 pb at√

s = 7 TeV [80], for σtt ∼ 160 pb). TheWW process is usually discriminated with
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Figure 1.10: Main diboson process diagrams: t-channelWW (a), s-channelWW (b),
t-channelWZ (c) and s-channelWZ (d).

respect to thett by the absence of energetic jets. Other diboson processes producing
two leptons from aZ0 boson decay also can be rejected by the invariant mass of the
two leptons and a low missing transverse energy.

A same flavour lepton-antilepton pair can be produced by electroweak interaction from
a quark-antiquark annihilation via a virtual photon or a real or virtual Z0. This pro-
cess is called “Drell-Yan” and, formℓℓ > 50 GeV/c2, is of the order of 300 pb at the
TEVATRON and 3 000 pb at LHC (

√
s = 7 TeV). This process is dominated by the

real Z0 boson decay (after a basic lepton selection in isolation andmomentum, the
realZ0 boson peak can be observed in the dileptonic invariant mass,and> 90% of
the events lies in a±15 GeV/c2 window around theZ0 boson mass). There are possi-
bilities of jets production via flavour excitation or gluon splitting, but this is reduced
(The ratioσZ+2j/σZ with a typical jet threshold is of the order of2% at LHC [81]).
Due to the leptonic family number conservation, a distinction is made between the
Drell-Yan to two electrons or two muons (DY → ℓℓ) and the Drell-Yan to two tau
leptons (DY → ττ ). The former contributes directly to the backgrounds of theee

andµµ dileptonic channels, while the later is the only possible Drell-Yan background
contribution to theeµ channel via leptonic decays of one tau lepton in an electron
and of the other tau lepton in a muon. Theτ+τ− → e±µ∓ branching ratio is∼ 6%,
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and the absence of large Drell-Yan background is the main reason why theeµ chan-
nel provides a better signal-over-background ratio than the ee andµµ channels. The
Drell-Yan process can be discriminated from the signal by the absence of energetic
jets and transverse energy imbalance. In theDY → ℓℓ case, the dileptonic invariant
mass shows a peak corresponding to theZ0 boson mass which can be used to discrim-
inate this background. The Drell-Yan background is the dominant background in the
ee andµµ channels and one of the dominant background in theeµ channel. For this
reason, the contamination rate of this background is in general estimated from data.

The single top production can also contribute to the dileptonic background from the
tW process. As described in Section1.1.1, this process is negligible at the TEVATRON,
but not at LHC. With respect to thett production, thetW process produces only one
jet from a bottom quark decay and has a lower cross section. Other single top channels
are negligible in the dileptonic channel.

The rate of non-prompt leptons passing the lepton selectioncriteria is low (of the order
of 10−4 for electrons and negligible for the muons). Background processes which
need one (resp. two) non-prompt lepton to be selected have a selection efficiency of
the order of the non-prompt lepton rate (resp. of the order ofthe non-prompt lepton
rate squared), and can thus affect the analysis only in case of sufficiently high cross
section. The contamination rate of these backgrounds depends strongly on the non-
prompt lepton rate, which corresponds to tails of distribution particularly sensitive in
simulation. Therefore, the contribution of these backgrounds is estimated from data.
The background processes contributing via one or two non-prompt leptons are the
semileptonictt, theW+Jets process and the multijet QCD processes.

The semileptonic part of thett process is five time more abundant than the dileptonic
part. This process produces one energetic isolated lepton,missing transverse energy
and a high jet multiplicity, and one of the two bottom quarks can decay leptonically
producing a second lepton. The probability that a lepton passing the momentum, iso-
lation and identification criteria is a lepton from a bottom quark decay is however
small (∼ 10−3 for tt at LHC), which reduces significantly the contribution of this
background.

TheW+Jets process is the production of a realW boson associated with quarks or glu-
ons, as illustrated in Fig.1.11. This process, including the leptonic decay of theW bo-
son, is of the order of 3 000 pb at the TEVATRON and 30 000 pb at LHC (

√
s = 7 TeV).

TheW+Jets process can be a background when theW boson decay leptonically ac-
companied by an additional non-prompt lepton. As in the caseof the Drell-Yan, the
cross section decreases when the jet multiplicity increases. Moreover, heavy flavour
quarks can be produced by a gluon splitting (this case is called “W+ heavy flavour”),
but again the cross section is much lower [82].



1.2. EXPERIMENTAL OBSERVATION OF TOP QUARKS 27

q′

q

q̄′

W±

g

(a)

q′

q

g

W±

q′

(b)

q′

q

q̄′

W±

g

g

(c)

Figure 1.11: Three examples ofW+Jets process diagrams.

The multijet QCD process, due to its large cross section, canalso affect the dileptonic
selection when two non-prompt leptons are selected.

After the leptonic selection, the dileptonic selection is based on the invariant mass
between the two leptons (to reject Drell-Yan backgrounds),presence of missing trans-
verse energy, presence of energetic jets and, if needed, presence of jets identified as
produced by the decay of a bottom quark.

In the semileptonic tt channel case, the selection is based on the presence of one
lepton, large jet multiplicity and missing transverse energy. The main backgrounds
are theW+Jets and the multijet QCD processes described previously.In this case, the
W+Jets process is not reduced by the need of one non-prompt lepton which leads to a
lower signal over background ratio. Additional tools, liketopological variables (such
as jets aplanarity which describes the uniformity of the jets spatial distribution, and
jets centrality which describes the tendency to produce loweta jets), kinematical vari-
ables (such the scalar sum of the transverse energy) and identification of jet produced
by the decay of a bottom quark (called “b-tagging”), have to be used to discriminate
the signal from the background.
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At the TEVATRON , the first results at the CDF and the DØ experiments for thett

observation has been realized after∼ 20 pb−1 of integrated luminosity, using the
dileptonic and the semileptonic channels. Due to the small luminosity, the statistical
significance showed a clear preference for the existence of the tt process with2.8σ

statistical significance at CDF [83][84] and a2.7% probability that a background fluc-
tuation only can explain the observed excess in the events atDØ [85][86]. The 2nd

March, 1995, TEVATRON announced [87] the discovery of the top quark, supported
by a4.8σ statistical significance at CDF [6] and a4.6σ statistical significance at DØ
[7]. At CDF, this limit has been reached withe+jets andµ+jets semileptonic channels
using two b-tagging methods based on the presence of a displaced secondary vertex
(SVX) or on the presence of a soft lepton from the bottom-quark decay (SLT) and with
ee, eµ andµµ dileptonic channels. 6 dileptonic events have been selected for an ex-
pected background of1.3±0.3 and 37 semileptonic events have been selected, with 27
b-tags using the first method (SVX) for an expected background of 6.7±2.1 and 23 b-
tags using the second method (SLT) for an expected background of 15.4±2.0. At DØ,
this limit has been reached withee, eµ andµµ dileptonic channels, withe+jets and
µ+jets non b-tagged semileptonic channels using an aplanarity cut and withe+jets
andµ+jets b-tagged semileptonic channels using a b-tagging method based on the
presence of a soft muon from the bottom-quark decay. 17 events have been observed
with an expected background of3.8 ± 0.6.

Since 1995, DØ and CDF have provided many analyses concerning top quark physics
(public top physics results for DØ: [88] and for CDF: [89]). The current main results
for the top-quark properties and top-quark production werealready discussed.

At LHC , the observation strategy is slightly different from the one used at the TEVA-
TRON. The top quark production rate at early stage at LHC is about two order of
magnitude higher than at the TEVATRON (due to the luminosity of the accelerator and
the centre-of-mass energy). This implies that thett process is visible during the early
stage of the experiment, when the reliability of complex reconstruction methods, of
subdetectors calibration and of data quality provided by the LHC have not been tested
in real condition yet. A simple and robust selection is then preferred in order to un-
derstand the possible discrepancies from the expectations. Moreover, thett events are
complex events involving leptons, jets, secondary vertices and missing transverse en-
ergy, constituting an important step in the physics commissioning of the experiment.
In addition, the top quark having already been observed, to reach a high statistical sig-
nificance is less important than to provide a first milestone in the experiment start-up.

In this context, the first observations oftt at LHC have been performed by simple
and robust selections. Different selection scenarios havebeen developed to allow ob-
servation even in case of malfunctioning of one specific subdetector or unavailability
of more complex reconstruction method. This thesis describes the analyses proposed
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for early data at CMS, which has led to the first publication ofthe evidence of the top
quark at LHC the 28th October, 2010 in arXiv and the 17th January, 2011 in Physics
Letter B [1].

1.2.4 Observed and simulated events at CMS

1A
Collisions

1B
MC Simulation

2A
DAQ & Triggers

2B
Det. Simulation

3
Reconstruction

4
Analysis

5
Results

Figure 1.12: Workflow of the processing of the observed data and the simulation.

As described in Fig.1.12, the infrastructure for the data treatment starts with the data
acquisition during the collision. This is performed by the data acquisition system
(DAQ) of the detector and the trigger system. The data are then saved on disk for
offline reconstruction and further analysis. The results are finally compared with ex-
pectation of a given theoretical hypothesis to provide conclusions. This comparison
with theory is based on simulated data. This simulation starts with the Monte Carlo
(MC) generator, which generates the kinematics of the produced particles based on a
given theoretical model. The process is usually computed atleading order and cor-
rections are added using parton shower models. A matching procedure is performed
to avoid a double counting between, for example, then + 1 final partons at LO and
then final partons at LO + one radiated parton added by the parton shower procedure.
Finally, the hadronization is also simulated to obtain the final colour-singlet particles
which will interact with the detector. The interaction withthe detector, the simulated
response of the sensors and the hardware trigger decision are performed in the detec-
tor simulation step. At the end of this step, the simulated data format is totally similar
to the format of the data from collision, with the exception of the additional generator
information which can be used for performance and optimization studies. The same
reconstruction algorithms are performed on simulated dataand observed data in the
reconstruction step, where the physical objects are deduced from the subdetector re-
sponses. An analysis is then performed on these reconstructed objects, optimized to
extract information from the signal.

The experimental data (step1A in Fig.1.12) used in this analysis have been col-
lected during the proton-proton collisions at 7 TeV energy in the centre-of-mass, when
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the solenoidal magnetic field inside the detector was at the nominal value of 3.8 T.
The recorded data are divided in runs (continuous period of data taking), and each
runs is divided in luminosity blocks (section corresponding to a fixed number of beam
orbiting period). In order to ensure that these data have been harvested during a proper
configuration of all subdetector, only the runs and the luminosity blocks of data vali-
dated by the Data Quality Monitoring (DQM) group and the Physics Validation Team
(PVT) have been used. This excludes events recorded during any commissioning run,
when at least one subdetector was misbehaving or when trigger or calibration con-
stants where not optimal. The integrated luminosity is based on information from the
forward hadronic calorimeter [90], which leads to a total of3.1 pb−1 of integrated lu-
minosity. Additionally, the events recorded in bad conditions (events containing large
amount of deposits due to beam halo particles, primary vertex reconstructed with a
low confidence level, presence of significant noise in the hadronic calorimeter) are not
proceeded to the analysis. More details on the data selection are available in [10].

The LHC is designed to collide proton bunches at a rate of 40 MHz. Moreover, a
bunch crossing can provide several proton-proton interactions depending on the lumi-
nosity. Knowing that a typical event produces about 0.5 megabyte of data, and that rel-
atively uninteresting interactions are dominant, the mostinteresting events are sorted
and stored only if the event has been selected by the trigger system [91][92] (step2A

in Fig.1.12). Due to the high rate of events, the decision has to be as fastas possible.
This is achieved by several refinement levels applied from the less time consuming
to the more complex reconstruction. The first trigger is the Level-1 Trigger (L1),
which is based on programmable hardware assigned to the fastresponse subdetectors
(calorimeters and muons chambers). At each collision, a basic and fast reconstruction
is performed and a decision is made in less than 3.2µs, rejecting about 99.75% of the
events which reduces the event rate to less than 100 kHz. Thisdecision is based on
programmable thresholds on the reconstructed objects, butalso on the readiness of
the subdetectors and of the data acquisition system. The second trigger is the High
Level Trigger (HLT), and is purely based on software on a computing farm. Thanks
to the reduced frequency, a more complete topology reconstruction of the event can
be performed by more sophisticated algorithms. The High Level Trigger is also in-
ternally structured with several layers, each layer refining the objects reconstructed in
the previous layer. At the end of the High Level Trigger, an event is accepted if it
has successfully satisfied the successive filters of at leastone trigger path. The High
Level Trigger reduces the event rate to a few 100 Hz which are stored definitively on
tape for an offline reconstruction. Collected data samples are organized in skimmed
datasets (“primary datasets”), regrouping events passinga given set of triggers aggre-
gated according to the type of objects that fired the trigger.The two skims used in this
analysis are based on the presence of a muon object or an electron/photon object, with
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thresholds looser than the selection which is applied on theanalysis selection. The
events contained in both skims are treated consistently.

The trigger efficiency has to be taken into account to know theproportion of signal
events that escape the selection. For the leptonic trigger,which are the ones used in
this analysis, the efficiencies can be evaluated directly inthe simulation and in data
by the “tag and probe” method [93] in real data. The principle of the tag and probe
method consists in a comparison of two selection efficiencies in a sample dominated
by real dilepton events (the selection of this samples should of course not be biased
with respect to the evaluated trigger). In this study, this sample is constituted of the
events passing lepton identification and isolation requirements defined in the analysis
(cf. Section2.3.3and2.4.3) and leading to a dileptonic invariant mass close to the
Z0 mass peak (76 GeV/c2 < Mℓℓ < 106 GeV/c2), which is dominated by Drell-Yan
events. Three selections are defined: a strong tag selection, a looser or identical probe
selection and a looser base selection. Requiring at least one lepton passing the tag se-
lection, there are three categories of events: the second lepton passes the tag selection
(T events), the second lepton passes the base selection and theprobe selection but not
the tag selection (P event), and the second lepton passes the base selection, butnot
the probe condition (F event). In this case, the efficiencyǫ of the probe selection is
evaluated by:

ǫ =
2NT + NP

2NT + NP + NF
(1.11)

whereNx is the number of events in thex category. Finally, from the single lepton
efficiencyǫ, the selection efficiency for events containing two leptonscan be obtained
from (1−(1−ǫ)2) under the reasonable assumption that the two lepton efficiencies are
uncorrelated. This method can be validated at simulation level, with different process
to ensure that the kinematic of the process has a negligible effect.

In this study, the trigger efficiency for events with two muons has been evaluated to
98.0 ± 0.5% in simulation and97.7 ± 0.3% in data, mainly reduced by a low effi-
ciency for muons with|η| > 2.1. Based on comparison betweentt and Drell-Yan
simulations, it appears that the trigger efficiency has to becorrected by an increase of
1%. The single electron efficiency appears to be really high,leading to a trigger effi-
ciency for dielectron events higher than99.9%. The single electron trigger efficiency
dominates also for theeµ channel, where the dileptonic events efficiency is higher
than99.7%.

The CMS experiment uses dedicatedsoftware to perform the simulation of the de-
tector (step2B in Fig.1.12), the reconstruction (step3 in Fig.1.12) and analysis of
events (step4 in Fig.1.12).The software framework of CMS is called CMSSW. This
framework usesGEANT4 [94] in the detector simulation. An additional abstraction
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layer, The Physics Analysis Toolkit (PAT) [95], has been used for this analysis. The
details of the version of CMSSW, of the additional packages used, and of the physical
tuning based on observed condition of the detector is available in [10].

Concerning thesimulated samples(referred as “Monte Carlo samples” or “MC sam-
ples”), several processes have been considered (step1B in Fig.1.12). These samples
have been simulated with MADGRAPH [96] (version 4.4.12) orPYTHIA [97] (ver-
sion 6.420). The list of these samples with their associatedcross sections are listed in
Tab.1.3. The technical details are available in [10]. In order to compare the simulation
and the data, each dataset is scaled to correspond to the amount of predicted events
for the given integrated luminosity. The number of available events in each dataset is
large enough to provide a small statistical uncertainty forthe simulation with respect
to the data, except for multijet QCD processes, that are constrained by data-driven
estimation techniques anyway (Section3.2). Minor corrections, as flavour content of
theW/Z+jets samples and overlap betweentW andtt, have been found negligible at
this stage and are then neglected.

Table 1.3: Monte Carlo samples used in this study.

Process Description Generatorσ × BR

TTbarJets tt̄ MadGraph 157.5 pb
WJets W + jets (W → lν) MadGraph 31 314 pb
ZJets Z + jets (γ∗/Z → ll, Mll > 50 GeV) MadGraph 3 048 pb
DYee_M10to20 Z/γ∗ → e+e−, (Mll < 20 GeV) Pythia 2 659 pb
DYmumu_M10to20 Z/γ∗ → µ+µ−, (Mll < 20 GeV) Pythia 2 659 pb
Zee Z/γ∗ → e+e−, (Mll > 20 GeV) Pythia 1 665 pb
Zmumu Z/γ∗ → µ+µ−, (Mll > 20 GeV) Pythia 1 665 pb
Ztautau Z/γ∗ → τ+τ−, (Mll > 20 GeV) Pythia 1 665 pb
ST_tWChannel tW MadGraph 10.6 pb
VVJets V V + jets (V = W,Z) MadGraph 4.8 pb
QCD_Pt15 QCD (15 < p̂T < 30 GeV) Pythia 811.8µb
QCD_Pt30 QCD (30 < p̂T < 80 GeV) Pythia 59.49µb
QCD_Pt80 QCD (80 < p̂T < 170 GeV) Pythia 989.3 nb
QCD_Pt170 QCD (p̂T > 170 GeV) Pythia 25.47 nb



Chapter 2
Event Detection and
Reconstruction in CMS

This chapter describes the characteristics of the CMS detector, the methods used to
obtain a reconstructed physical object from raw data outputfrom subdetectors and
performances predicted and observed with the first data.

This chapter starts with an overall description of the CMS detector and then describes
each physics object used in the analysis: the tracks, the muons, the electrons and the
jets. Each of these sections contains a description of the main subdetector dedicated to
the object reconstruction, the reconstruction procedure and its performances observed
in simulation and data (especially for early data,L ≤ 3.1 pb−1, corresponding to the
knowledge at the time of the firsttt observation).

2.1 CMS overview

The Compact Muon Solenoid [77] is a cylindrical detector of 12 500 tonnes, 21.5 m
in length and 15 m of diameter centred on the interaction point (the origin of the sys-
tem of coordinates) and oriented along the beam axis. To describe the position and
direction of a particle inside the detector, several systems of coordinates can be used:

• The Cartesian system is composed of thex axis oriented in the direction of the
centre of the LHC ring, they axis pointing to the top and thez axis completing
the right-handed oriented coordinate system;

33
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• The cylindrical coordinates are based on thez axis, on ther coordinate which
is the distance in thex-y plane and theφ angle with respect to thex axis in the
x-y plane (π/2 corresponding to they axis);

• Finally, a last system of coordinates can be defined based on the pseudorapid-
ity η of a particle. This direction can be geometrically defined bythe formula
η = − ln[tan(θ/2)] whereθ is the angle with respect to thez axis. The pseu-
dorapidity can also be interpreted physically by the formula η = 1/2[(|~p| +

pz)/(|~p| − pz)] where~p is the momentum of the particle andpz is its z com-
ponent. This coordinate is related to the rapidityy of the particle, of which the
pseudorapidity is a good approximation in the relativisticlimit. In this frame-
work, the position of a point is given by itsR coordinate (the distance with
respect to the origin of the system), itsφ coordinate and its pseudorapidityη.
The distance∆R in theη-φ plane is then defined by∆R =

√

(∆η)2 + (∆φ)2.

Figure 2.1: Overview of the CMS detector [77]. From inside to outside: the pixel de-
tector (light brown), the tracker (light pink), the electromagnetic calorimeter (green),
the hadronic calorimeter (orange), the magnetic solenoid (grey) and the muon cham-
bers (white) and the magnet yoke structure (red).

The CMS detector is composed of multiple subdetectors, as illustrated by Fig.2.1.
They are disposed in successive layers on the cylindrical structure of the detector. In
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this context, a subdetector is in general divided in a “Barrel”, the cylindrical part cen-
tred on the beam axis, and in two “Endcaps”, the two disks perpendicular to the beam
axis closing the barrel. From the inner subdetector to the outer, there are the tracker
(cf. Section2.2.1), the electromagnetic calorimeter (cf. Section2.4.1), the hadronic
calorimeter (cf. Section2.5.1) and the muon chambers (cf. Section2.3.1) separated
from the calorimeters by the solenoid. Other apparatus, like the hadron forward de-
tector (|η| < 5), are also placed in the forward region to recover data closeto the
beam.

The CMS magnet system induces a 3.8 Tesla magnetic field parallel to the beam axis.
The charged particles are then bent in the transverse plane,and the transverse mo-
mentum of a charged particle can be obtained by the sagitta measurement:pT ≃
0.3BL2/8s wherepT is the transverse momentum in GeV/c, B the magnetic field in
Tesla,L the distance between the two extremities of the arc in metre and s the sagitta
in metre. This magnetic field is generated by a superconducting coil of Niobium-
Titanium, 13 m long and of 5.9 m of diameter. The coil is cooledto 1.9 K by an ex-
ternal cryogenic system using liquid helium. The magnetic flux returns in a saturated
iron yoke that is also used as supporting structure for the muon chambers.

2.2 Reconstruction of charged particle tracks

When particles are created, they first pass through the tracker subdetector. The charged
particles are detected by the microship sensors. The trajectories of the charged parti-
cles can therefore be extrapolated from the set of hits, and the reconstructed tracks
can be used as a basis for more complex reconstructions. Thissection first describes
the tracker subdetector, then the track reconstruction algorithm and finally the perfor-
mance of the tracker and the reconstruction with the first data.

2.2.1 Tracker subdetector

The conception of the tracker subdetector [99][100][98] was very challenging. Firstly,
this subdetector is close to the beam pipe and should be effective during the operating
time of the LHC. Secondly, a high precision on the position ofthe hits in the tracker
is essential to a precise reconstruction of the trajectories (and then the transverse mo-
menta) and for the determination of the vertex or impact parameters, which implies
a high granularity. Additionally, fast response is needed to avoid overlap between
signals from consecutive events. But a high density of high power detectors needs
complex cooling, increasing the density of material, whichincreases the probability
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Figure 2.2: Schematic view of the CMS tracker [98], in thez-y plane.

of interaction between the particles from the event and the material (bremsstrahlung
radiations, photon conversions, nuclear reactions). Two systems were chosen to per-
form the tracking. The first one is a pixel detector, the closest detector to the interac-
tion point, composed of pixel sensors to enhance the precision in the reconstruction
of vertices. The second one is a silicon strip detector, composed of silicon microstrip
sensors on several layers to provide a good track reconstruction. The total tracker is
560 cm in length and has a diameter of 220 cm, Fig.2.2.

The pixel detector barrel (BPix) is composed of three cylindrical layers of 98 cm in
length with radii of 4.3, 7.3 and 10.2 cm and is covered with 768 hybrid pixel detec-
tor modules (48 millions of pixels). The pixel detector endcaps (or Forward Pixel)
(FPix) are composed of two disks of pixel modules from 4.8 to 14.4 cm in radius, at
35.5 and 48.5 cm from the central point, covered with 672 pixel detector modules (18
millions of pixels). This allows a pseudorapidity coveragereaching|η| = 2.5, and a
spatial resolution of 15-20µm (the track reconstruction enhance the resolution up to
∼ 10µm).

The silicon strip detector is composed of a tracker inner barrel (TIB) and two tracker
inner endcaps (TID) surrounding the pixel detector, a tracker outer barrel (TOB) sur-
rounding the TIB and two tracker endcaps (TEC) closing the cylinder.

The TIB extends radially from 20 cm to 55 cm and is 140 cm long. It contains 4 layers
of silicon microstrip sensors with strips parallel to the beam axis. Ther-φ resolution
is 23µm for the two first layers and 35µm for the two last layers. The two first layers
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are double sided with microstrip detectors tilted by 100 mrad, allowing a resolution of
230µm in thez direction.

The two TID close the TIB cylinder from 80 cm to 90 cm in thez axis. Their inner
and outer radii are respectively 20 cm and 50 cm and they contain 3 disks of silicon
microstrip sensors with strips radial to the beam axis. The first two disks are also dou-
ble sided with shifted silicon microstrip. Thanks to the TID, the acceptance reaches
|η| = 2.5.

The TOB surrounds the TIB and the TID. It radially extends from 55.5 cm to 116 cm
and is 218 cm long (236 cm with the cooling system). It is composed of 6 layers of
silicon microstrip sensors parallel to the beam axis. Ther-φ resolution is 53µm in the
four first layers and 35µm in the two last layers. The two first layers are double sided
with microstrip detectors tilted by 100 mrad, allowing a resolution of 530µm in thez

axis.

The two TEC finally close the tracker from 124 cm to 280 cm on thez axis. They are
each composed of 9 disks which extend radially up to 113.5 cm.The minimal inner
radius of these disks is 22.9 cm. Each disk is divided in 16 petals and can contain up
to seven rings of silicon microstrip detectors (the ring 1 ispresent in the three first
disks only, the ring 2 disappears after the sixth disk, and the last disk only contains
rings 4 to 7). The rings 1, 2 and 5 are double sided with additional modules tilted by
100 mrad.

2.2.2 Track reconstruction

Each tracker module yields a signal when crossed by a chargedparticle. This signal
is clustered in “hits”, i.e., mainly a charge, a position andits uncertainty. The parti-
cle trajectory can then be reconstructed as a “track”, i.e.,a sequence of hits. These
trajectories point to the interaction point where these particles have been produced.
Therefore, the vertex of an interaction can be reconstructed as the point regrouping
several tracks origins.

The track reconstruction process [101] is iterative: a first run is applied using strin-
gent parameters on the different reconstruction steps, leading to primary tracks. The
hits composing these tracks are then excluded from the hits collection taken into ac-
count during the reconstruction and a second run is applied with different parameters,
dedicated to secondary tracks, tracks from conversions, etc. For the standard track
reconstruction process described in this section, called “Combinatorial Track Finder”
(CTF), a total of six iterations is applied (the first iteration leads to tracks flagged as
“high purity”). Each iteration of the CTF can be divided in four steps. The first step
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is the seed generation, where the initial position, direction and momentum (and un-
certainties on these values) are defined. The second step is the pattern recognition,
trying to extrapolate iteratively the position of the next hit according to an helix tra-
jectory based on the previous trajectory state starting with the seed. When the track
candidates are created, a final track fit is applied. Finally,a track selection is applied
to select only the reliable tracks and the avoid hits double-counting before the next
iteration with different constraints on each step.

On the first step, the seed is built out of three points generally located in the pixel de-
tector, which has a high granularity and is able to provide three-dimensional measure-
ments. The reconstruction is then performed moving inside-out. 90% of the particles
leads to three hits in the pixel system, however, combinations of pixel hits, beam-spot
or vertex constraints and strip hits are used to increase theefficiency of track recon-
struction and to take into account particles not coming directly from the colliding
point.

The second step, the pattern recognition, is based on the Kalman filter method. The
Kalman filter starts with the seed and try to find the next hits in the following layer. A
search window is defined on the next layer given the trajectory state parameters and
their uncertainties, fitted with an helix trajectory. The uncertainties matrix assumes
Gaussian errors, which is a reliable approximation for the majority of the tracks, but
not for electrons which suffer from bremsstrahlung radiation leading to highly non
Gaussian energy loss. For each compatible sensor availablein the acceptance window,
the expected hit is evaluated given the trajectory direction with respect to the surface.
The distance between the reconstructed and the expected hitis called the “residual”,
and is used in the computation of the chi-square of the track candidate. Forn com-
patible measurement,n + 1 new track candidates are created (then compatible hits
plus one with the hypothesis of an undetected passage through one sensor, called “in-
valid hit”) and the finding procedure is iterated with these new track candidates. To
avoid time-consuming computations, the number of paralleltrajectory states is lim-
ited to a given number, the less compatible ones being dropped (based on normalized
chi-square when fitting the measurement hits on the extrapolated trajectory and on
the number of valid and invalid hits). The iteration is stopped when the last layer is
reached or when a stopping condition (i.e., when the reconstruction is sufficiently re-
liable for the given purpose) is satisfied. Finally, an ambiguity resolution procedure is
then applied to conserve just one track candidate among the multiple track candidates
sharing partially the same hits.

In the next step, a more correct trajectory estimation is obtained by applying a final fit,
re-evaluating the uncertainty based on the track parameters of the reconstructed track.
All the expected hits are first re-evaluated (this is done without taking into account the
vertex or the beam-spot), then a second filter initialized from the first one is applied
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backwards to smooth again the result. Some reconstructed hits in the track candidate
can be affected by other effects (presence of another close track, electronic noise, . . . ),
and this can be visible via the chi-square after the last smoothing. These spurious
hits with residual above the threshold are then rejected andreplaced by an invalid hit,
the track candidate is refitted, and the procedure is repeated until all the residuals are
below the threshold.

Finally, the last step consists of applying a track selection. The track candidate re-
jected by this selection are dropped and all their hits are available in the next recon-
struction iteration. The selection cuts are different at each iteration, depending on
the transverse momentum, the pseudorapidity and the numberof layers crossed by
the track-candidate (knowing that non physical tracks decrease exponentially with the
number of crossed layers, the tracks crossing more than 10 layers do not really need
additional selection, the cuts thresholds are then very loose) and are based on several
variables: the normalized chi-square, the transverse distance between the beam-spot
and the point of closest approach, the longitudinal distance between the HLT primary
vertex and the point of closest approach, and the relative uncertainties of these two
last variables.

The primary vertex reconstruction starts with the vertex finding. A selected set of
reliable tracks are regrouped according to thez coordinate of their point of closest ap-
proach with respect to the beam line. Clusters of tracks separated from other clusters
by a given distancezsep on thez axis constitutes vertex candidates. For the data used
in this study, thiszsep is set at 1 cm, but has afterwards been reduced for better perfor-
mance in presence of the pile-up (in presence of two vertices, the merging probability
has been found to be 23% forzsep = 1 cm [102]). The vertex fitting is then applied,
using the Adaptive Vertex Fitter [103], on the vertex candidates, to weight each con-
tributing tracks according their compatibility with the vertex. The vertex fitting allows
the determination of the best estimate for the vertex position and its covariance matrix
and the evaluation of the number of degree of freedom, based on the weights of the
constituent tracks. From these variables, a subset of reliable vertices are defined. An
usual definition of good quality vertices in early data, as itis used in this thesis, is
based on a number of degrees of freedom higher than four, a distance in the transverse
plane smaller than 2 cm and a longitudinal position in thez axis between−24 cm and
24 cm.

2.2.3 Performance of track reconstruction

The performance of the track reconstruction algorithm for atrack produced inside
the CMS detector depends first on the acceptance of the detector, i.e., the probabil-
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Figure 2.3: Global reconstruction efficiencies in simulation, for isolated muon tracks
(a), isolated electron tracks (b) and all tracks in dijet events (c) with respect toη, and
for all tracks in dijet events with respect topT (d). From [101].

ity that a charged particle produces a sufficient number of hits in the tracker to be
reconstructed by the track finding algorithm. If a track satisfies this requirement, it
will be reconstructed if its hits are used to reconstruct a track with parameters repre-
sentative of those of the physical particle. This latter probability is called “algorithm
efficiency”. The total probability for a track being reconstructed, combining the ac-
ceptance and the algorithm efficiency, is called “global efficiency”. These efficiencies
can be evaluated in simulation, for isolated particle tracks or tracks in dijet events, by
comparing simulated tracks and reconstructed tracks (two tracks are matched if they
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share 75% of the hits). As visible in Fig.2.3, the global efficiency is high for isolated
muons and electrons, and reaches 90% forpT > 5 GeV/c tracks in dijet events. The
global efficiency can also be evaluated from data for specificscenario. Two methods
have been developed [104]: the track-embedding method which consists of incorpo-
rating simulated hits in data and to check if the reconstruction leads to the initial track,
and the tag and probe method exploiting the dimuon resonances and using a recon-
structed track as a tag and a muon reconstructed only in muon chambers as a probe.
The results are compatible with the simulation within one percent, and an uncertainty
on the tracking efficiency for isolated muons is evaluated to1-2%.

The parameters of the reconstructed tracks play an important role in physics analysis
because they are used as discriminant to discern the physical origin of the track. The
validity of these parameters can be tested by checking the discrepancies between sim-
ulations and data [98]. Other reconstructions, such the invariant mass of mesons(K0

s ,
D⋆, J/Ψ mesons), can be used to evaluate the momentum scale to apply in data. As
visible on Fig.2.4 for thepT , η and the significance of the point of closest approach
(σ(d0)), the comparison between simulation and data shows good agreement when
the parameters of the Monte-Carlo generator are correctly tuned. For theJ/Ψ invari-
ant mass reconstruction also visible in Fig.2.4, the deviation between the expected
momentum of the muon tracks and the results from the fit has been found to be of
the order of the per mille, and the resolution on muon transverse momentum is been
found to be within 5% of the predictions of the simulation.

The primary vertex resolution and efficiency can be evaluated from data using the
“split method”, which consists of splitting the set of tracks used in the vertex recon-
struction and to compare the reconstructed vertex obtainedindependently from each
set. For the resolution, the two sets contain half of the initial set with similar kinematic
distribution. The resolution can be extracted from the distribution of the differences
on the fitted vertex positions between the vertices reconstructed from the two sets, for
a given number of tracks. The resolution for early data for vertices reconstructed from
more than 30 tracks is 20µm in the longitudinal axis and 25µm in each transverse
axes. This resolution is enhanced if the mean transverse momentum of the tracks used
in the vertex reconstruction increase. For the efficiency, one of the set (probe set)
contains 1/3 of the initial set while the other (tag set) contains 2/3 (the tag set is there-
fore more reliable than the probe set). The reconstructed vertices from the two sets
are matched together according to the resolution of the vertices and the efficiency is
extracted from the number of tag reconstructed vertices forwhich no matching probe
reconstructed vertex can be found. For primary vertices with at least two tracks with
pT > 0.5 GeV/c, the efficiency is estimated to be close to 100%.
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Figure 2.4: Comparison of data with simulation or standard candle. Track parameters
such aspT (a),η (b) andσd0 (c) (in minimum bias events after∼ 11 nb−1 of integrated
luminosity) are compared with simulation. TheJ/Ψ meson mass reconstructed from
the corrected tracks of the two produced muons can be fitted toevaluate the momen-
tum scale (d) (in a dimuon sample triggered by a low thresholdmuon trigger after
∼40 nb−1 of integrated luminosity). From [102] (a, b and c) and [105] (d).

2.3 Reconstruction and identification of muons

Muons are produced in several processes of interest. The subdetectors dedicated to
their detection also allow a fast reconstruction and identification for the trigger system.
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The muons are detected in dedicated gas-ionization detectors located outside the sole-
noid. The reconstruction is complemented by information from the tracker or calori-
meter subdetectors. This section describes the muon detection systems (muon cham-
bers), the muon reconstruction and finally the observed performance of the muon de-
tection in CMS for early data.

2.3.1 Muon chambers subdetector
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Figure 2.5: Schematic view of the muon system [106], in a quarter of thez-y plane.

The muon chambers [106], illustrated in Fig.2.5, are composed of four layers of Drift
Tube (DT) chambers installed in the barrel and Cathode StripChambers (CSC) in-
stalled in the endcaps, both complemented with Resistive Plate Chambers (RPC).
These layers are separated with steel absorbers which are also used as return yoke
for the magnetic field.

The drift tube chambers are distributed on 5 wheels of 12 sectors in 4 successive layers
up to |η| < 1.2 for the first layer. Each chambers contains 60 drift tubesand they
provide a spatial resolution of 100µm for the position measurement and a resolution
of 1 mrad on the direction. In the endcaps, where the magneticfield is less uniform and
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the muon rate is higher, cathode strip chambers are used. 468multiwire proportional
chambers are arranged in four layers transverse to the beam axis, shifted inφ to avoid
gap in acceptance. The chambers are trapezoidal section of the discs containing 7
layers of cathode strip panels oriented in radial directionand 6 layers of anode wire
panels perpendicular to the strips. The endcaps cover anη region between 0.9 and
2.4. They provide a spatial resolution of 200µm for the position measurement and
a resolution of the order of 10 mrad for the direction. Additionally, resistive plate
chambers have been disposed in front of all the drift tube chambers and in the back of
the drift tube chambers for the two first layers, and in the back of the three first cathode
strip chambers layer until|η| < 1.6. These fast and robust sensors are principally
used for the triggering or to provide complementary information for the other muon
detectors.

2.3.2 Muon reconstruction

The muon reconstruction [107] can be divided in three algorithms: the one using
only the muon chambers information (“Standalone Muon”), the one combining muon
chambers information and tracker information (“Global Muon”) and the algorithm
using mainly the tracker information complemented by some calorimeter and muon
chambers information (“Tracker Muon”).

The standalone reconstruction algorithm starts with the reconstruction of the track
segments inside each chambers. Because the magnetic field isconcentrated in the
yoke, the hits in the chamber layers are fitted with a linear algorithm on the aligned
hits taking into account their resolution. The best-fitted segment, based on the number
of hits and the chi-square, are kept, and the possible hits double-counting are solved.
This reconstruction takes also into account the fact that the muon is supposed to be
originally from the centre of the detector. From the estimated parameters of the initial
track segment, Kalman filter extrapolation to the segment (in DT) or hits (in CSC) of
the outer chambers can be performed. For this extrapolation, the muon scattering and
energy loss in the absorbers and the effect of the magnetic field is taken into account.
As the track reconstruction in the tracker, the possibilityof missing layer is taken
into account, and when the outer layer is reached, the filter is reapplied backwards to
refine the track reconstruction. Only tracks fitted with a sufficiently small chi-square
and compatible with the nominal interaction point are kept.

The global reconstruction algorithm is based on the standalone muon track recon-
structed as described previously. From this track, a rectangularη-φ region of interest
in the tracker is defined, based on the reconstructed primaryvertex and the standalone
muon track variables. The primary vertex variables are its position, its longitudinal res-
olution (if no primary vertex is reconstructed, the beam-spot and a fixed longitudinal
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resolution value are used) and a fixed radial spread value is used for the radial resolu-
tion. The standalone muon track variables are its directionand its error estimate (lim-
ited to fixed maximum values to avoid a too large region surface) and a lower threshold
fixed at 60% of its transverse momentum. All the tracker tracks reconstructed from
CTF algorithm (cf. Section2.2.2) in this kinematical region are taken into account
in a matching procedure to find the tracker track which shouldbe associated to the
standalone muon. The matching procedure is based on variables of the two tracks on
a common surface. This surface is chosen to optimize the covariant error matrix of
the propagated track parameters and is usually the tracker system outer boundary, the
muon system inner boundary, the detector surface of the outermost tracker track hit
(for low momentum muons) or the detector surface of the innermost muon track hit
(for high momentum muons). Two tracks are matched based on variables from their
position (for high momentum muons) and their momenta (for low momentum muons),
taking into account the misalignment uncertainty. The reconstruction fails if no com-
patible tracker track is found, which corresponds to 1% of the muons from collisions.
On the other hand, cosmic-ray muons have higher probabilityto fail the global re-
construction procedure due to the fact that they can miss thetracker acceptance or be
incompatible with the beam-spot, leading to a higher cosmicorigin contamination for
the standalone reconstruction only muons (4 to 5 order of magnitude less favourable
than the two other reconstruction procedures). For each association of a tracker track
and a standalone muon track, a global refit is performed usingselected hits from the
tracker track and standalone muon track. Special treatmentis dedicated to high mo-
mentum muons where electromagnetic showers are produced inthe material leading
to extra hits in muon chambers. This fit provides one global track per matched pair,
and only the best chi-square global track is kept per standalone muon track.

Finally, the tracker muon algorithm allows the muon reconstruction for muons not
energetic enough to reach the outer part of the detector. These reconstructed muons
can also be used to enhance the muon reconstruction performance or to improve the
robustness. This algorithm is based on reconstructed tracker tracks above a given
momentum threshold (pT > 0.5 GeV/c, p > 2.5 GeV/c) compatible with at least one
segment in muon chambers. No combined track reconstructionis however performed.
The tracker track is propagated through the calorimeters until the muon chambers,
and is considered as a tracker muon if at least one segment is found in a DT or CSC
chamber. The possible double-counting of segments or tracks in the total set of recon-
structed tracker muons can be resolved by different algorithms.

A final set of reconstructed muon candidates is defined by merging the candidates shar-
ing same segments or same tracker track among the three reconstruction procedure
results. Additionally, depending on the analysis, severalvariables can be exploited
to reduce reconstructed muon candidates that do not correspond to muons (hadron
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punch-through, duplication created during the reconstruction due to instrumental ef-
fects or imperfections in the pattern recognition) or that are considered as background
for the given analysis (e.g., muons from heavy or light flavour quarks for the analy-
sis described in this thesis), with different efficiency andpurity compromises. These
variables regroup information collected in the tracker, such as the transverse impact
parameter and tracker track parameters (momentum, chi-square, number of valid hits,
. . . ), information collected in the calorimeter, such as theenergy deposit, information
collected in the muon chambers, such as number of missing layers and standalone
muon track parameters, or even global information, such as the global track parame-
ters and matching variables.

2.3.3 Muon identification for the dileptonic tt

The analysis that I have performed in this thesis requires the selection of events con-
taining prompt muons fromW bosons. Therefore, I have optimized the muon selec-
tion to select these muons and to reject other sources of muons, in particular the ones
present in multijet QCD events. The reconstructed muons used for this analysis are
obtained from global reconstruction and tracker only reconstruction.
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Figure 2.6: Distribution of the transverse momentum for theleading muon candi-
date (a) and second (when it exists) muon candidate (b) passing the muon selection
described in the text (excepted thepT cut), after 3.1 pb−1 of integrated luminosity.
The plain histograms are from simulation only, rescaled to correspond to the same
luminosity. The number of entries in the left (right) plot corresponds to the number
of events with at least one (two) selected muon candidate. Only visible processes are
listed in the legend.
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The leptons produced in thett process have a momentum peaking aroundMW /2.
Conversely, a large part of muons from jets are results of a long decay chain, lead-
ing to a small momentum. A threshold on the transverse momentum is thus applied:
pT > 20 GeV/c. This selection is not optimized for the muons from tau lepton decay
and then penalizes slightly this contribution. The angulardistribution is limited to
|η| < 2.5. This cut is effective for muons even if the acceptance ofmuon chambers is
limited to |η| < 2.4 because a muon can be produced with|z| > 0. The distribution
of the transverse momentum for the leading muon (muon with the highest transverse
momentum in the event) and the second leading muon (muon withthe second high-
est transverse momentum in the event, when it exists) are shown in Fig.2.6. These
distributions are shown after the complete muon selection described in this section in
order to focus on muons coming fromW boson, and it appears clearly that thepT <

20 GeV/c region is dominated by background. Discrepancies are also visible between
data and simulation for thepT < 20 GeV/c region, which corresponds to a bad descrip-
tion of the lowpT muons, but this is beyond the scope of this analysis which focuses
on energetic leptons.

The leptonic decay of theW bosons does not produce any other visible particles co-
linear to the muon direction. This isolation with respect toother particles can be
quantified by evaluating the deposits in the tracker and the calorimeter in a geometri-
cal cone around the reconstructed muon. A relative isolation with respect to the lepton
transverse momentum which combines the calorimeter and tracker deposits gives the
best compromise between background rejection and signal selection. The isolation is
defined according to:

Icomb
µ =

∑tracks
i pi

T +
∑ECAL

j Ej
T +

∑HCAL
k Ek

T

pµ
T

, (2.1)

where the indexi runs over the tracks (excluding the track corresponding to the muon
itself) andj andk over the calorimeter deposits in ECal and HCal respectivelyexclud-
ing the energy deposits corresponding to the muon, in a∆R = 0.3 cone around the
reconstructed muon direction. Muons withI ≥ 0.15 are considered as not isolated and
are rejected. The distribution of the isolation is visible in Fig.2.7. This distribution is
shown after the complete muon selection described in this section in order to focus on
muons coming fromW boson. The fact that muons fromW or Z bosons are isolated
in contrast to muons from multijet QCD processes is clearly visible. The data agree
well with simulations, except that data are slightly less isolated due to the presence of
pile-up. This however does not impact the selection for the given isolation threshold.
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Figure 2.7: Distribution of the isolation variable for the muon candidates passing
the muon selection described in the text (excepted the isolation cut), after 3.1 pb−1

of integrated luminosity. The plain histograms are from simulation only, rescaled to
correspond to the same luminosity. Only visible processes are listed in the legend.

Additional requirements can be used to reject muons not coming from W bosons.
Because the top quarks and theW bosons possess a too small time of flight to be
observed in the detector, the muons produced in thett process are emitted at the
primary vertex position. This characteristic can be quantified by the transverse impact
parameter with respect to the interaction vertex,d0 (in practice, the transverse impact
parameter is calculated with respect to the reconstructed beam-spot obtained from
observed beam parameters). This transverse impact parameter is computed from the
track reconstructed in the tracker subdetector only, and muons withd0 higher than
0.02 cm are rejected.

The number of valid hits in the tracker detector have to be higher than 10 and the
reconstructed muon has to satisfy the prompt tight identification procedure defined in
Tab.2.1.

The summary of the muon selection for thett analysis is given is Tab.2.2.
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Table 2.1: Thresholds used for the prompt tight muon identification.

Reconstruction algorithm GlobalMuon
χ2/ndof(global track) < 10

Number of valid muon chambers hits (in global fit) > 0

Table 2.2: Summary of the muon selection for thett analysis. The Lepton ID is
described in Tab.2.1.

Algorithm GlobalMuon and TrackerMuon
pT > 20 GeV/c
|η| < 2.5

Isolation < 0.15

d0 < 0.02 cm
Lepton ID GlobalMuonPromptTight

2.3.4 Performance of muon reconstruction and identifica-
tion

The efficiencies of the different reconstruction algorithms have been evaluated using
cosmic-ray muons [107]. Cosmic events have been chosen to contain muons similar to
those expected from collisions at LHC (i.e., with trajectories pointing to the nominal
interaction point). The fact that the algorithms designed for collision events recon-
struct two muons in opposite direction in cosmic events can be exploited to evaluate
the reconstruction efficiency, using one of the two reconstructed muons as reference.
As visible on Fig.2.8(a), the efficiency is higher than 95%, without strong dependence
in pT . The momentum resolution can be evaluated through the widthof the relative
q/pT residuals,R(q/pT ) = ((q/pT )upper− (q/pT )lower)/(

√
2(q/pT )lower) with “up-

per” label (resp. “lower” label) referring to the muon reconstructed in the upper (resp.
lower) detector half. The Fig.2.8 (b) shows the width of the relative residuals for the
tracker muons and global muons. The TPFMS (Tracker Plus the First Muon Station)
and TMR (Truncated Muon Reconstructor) are two additional algorithms reducing
the resolution degradation in the global muon reconstruction by using less muon sta-
tions. The standalone muon reconstruction is not shown in this figure, but gives worse
resolutions.
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Figure 2.8: (a) Efficiency in the central region (|η| < 0.8) from cosmic events, for
the tracker track reconstruction (plain black line), the standalone muon reconstruction
(red open circle), the global muon reconstruction (blue dot) and for two muon identi-
fication algorithms (green plain circle and pink square). (b) Widths of the Gaussian
fits to the relative residuals distributions in the central region (|η| < 0.8), for tracker
muon reconstruction (red circle), global muon reconstruction (blue square) and two
additional algorithms using less muon stations than the global muon reconstruction
(green triangle and black triangle). From [107].

Different techniques have also been developed to study muonperformance in
√

s =

7 TeV data. Firstly, a trivial check consists into comparingthe kinematic and track-
ing variables distributions between data and simulation. For minimum bias collision
events, the muons are mainly originating from decays-in-flight of pions and kaons, but
also contains muons from heavy flavour decays and a small contribution from punch-
through hadrons. Results for 0.47 nb−1 of integrated luminosity in a minimum bias
collision events show a good agreement, which confirms that the simulation describes
well these contributions. The only discrepancy visible is in the number of hits in the
global track which can be related to calibration and alignment conditions at start-up.
Tag and probe methods based on theJ/Ψ meson resonance can also be used to check
the reconstruction efficiency for low momentum muons, leading to good agreement
(the most significant deviation corresponding to an observed efficiency about 5-10%
higher than expected in the barrel) between data and simulation for 84 nb−1 of inte-
grated luminosity. Muon misidentification and non isolatedmuons can also be studied
via resonances decaying only in kaons, pions and protons andin tag and probe meth-
ods in multijet QCD respectively. Again, the simulation seems to describe correctly
what is observed in data.
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In the framework of thistt analysis, the efficiency of muon selection as described in
Section2.3.3has been evaluated with real data by a tag and probe method. The se-
lection has been factorized between identification and isolation. The global efficiency
uncertainty is obtained by assuming that identification andisolation are uncorrelated
(this hypothesis has been found reasonable in a check in simulation). The identifica-
tion and isolation efficiencies are evaluated with probe passing the isolation and identi-
fication criteria respectively. The tag corresponds to the muons passing the full lepton
selection. No visible dependence onpT andη has been found for the identification
efficiency, measured at 0.992 in simulation and 0.992±0.002 (statistical uncertainty)
in data, and no visible dependence onη has been found for the isolation efficiency,
measured at 0.980 in simulation and 0.981±0.003 forpT < 40 GeV/c and 0.971 in
simulation and 0.970±0.005 in data forpT > 40 GeV/c. The differences between
simulations and data for identification, isolation and the global selection are respec-
tively 0%, 0.5% and 0.5% for muons and are taken as an estimation of the systematic
uncertainty of these efficiency. These results are obtainedfor Drell-Yan process. But
dileptonic tt provides more hadronic activity than Drell-Yan events, andthese effi-
ciencies have to be corrected according to this different environment. A first approach
can be to select events from data with at least two jets. Unfortunately, the low inte-
grated luminosity used in this study yields large statistical uncertainty. It has then been
decided to use Drell-Yan efficiencies corrected for dileptonic tt by a factor obtained
in simulation (for signal simulation passing the full selection). When doing this, it
appears, as expected, that the identification efficiency remains unaffected while the
isolation efficiency decreases in dileptonictt. In average, the isolation efficiency for
the Drell-Yan events has to be corrected by 4% to correspond to dileptonictt events.

2.4 Reconstruction and identification of
electrons

The electrons created inside CMS can be deduced from a presence of a track in the
tracker and an electromagnetic shower in the electromagnetic calorimeter. Some spe-
cific care is taken to avoid mismeasurement due to frequent bremsstrahlung and multi-
ple scattering inside the tracker, or due to the possibilityfor a pion to mimic a typical
electromagnetic shower in the electromagnetic calorimeter. This section describes the
electromagnetic calorimeter, the principal subdetector for electron detection, then the
algorithm applied for the electron reconstruction and, finally, details the performance
of the electron reconstruction in CMS.
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2.4.1 Electromagnetic calorimeter subdetector

The electromagnetic calorimeter (ECal) [108], illustrated in Fig.2.9, is the subdetector
surrounding the tracker and dedicated to the detection of electromagnetic particles
(electrons and photons).

Figure 2.9: Schematic view of the CMS electromagnetic calorimeter [108], in the
z − y plane.

It is composed of one layer of 75 848 lead tungstate (Pb W O4) crystal scintillators,
61200 in the barrel (EB) and 7 324 in each endcaps (EE). The Pb WO4 crystals allow
a good granularity in a compact volume with a scintillation decay time of the same
order of magnitude of the LHC bunch crossing time.

The electromagnetic calorimeter barrel is 609 cm long and the inner radius is 129 cm
far from the beam axis, allowing a coverage until|η| = 1.479. The pseudorapidity
range is complemented by the electromagnetic calorimeter endcaps, Fig.2.10, located
at 315.4 cm from the interaction point, that spread until|η| ≤ 3.0. In the barrel, the
crystals are pointing to the interaction point, but with a small deviation of 3◦ in both
η andφ. In the endcaps, they are pointing to a point located 1300 mm before the
nominal point of interaction on the beam axis. They have 230 mm long (25.8X0) in
the barrel and 220 mm long (24.7X0) in the endcaps. They are connected to avalanche
photodiodes in the barrel and to vacuum phototriodes in the endcaps. The crystals in
the barrel are grouped by submodule of 400 or 500 crystals, while the crystals in the
endcaps are grouped in supercrystals composed of 5× 5 crystals.
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Figure 2.10: The first complete quadrant of the CMS electromagnetic calorimeter
Endcap in 2007.

An additional calorimeter, called “preshower detector”, is also added between the EE
and the TEC, covering the region between 1.653 and 2.6 in pseudorapidity. This 20 cm
thick detector, composed of a lead radiator followed by silicon strip sensors, provides
additional hits enhancing the shower shape description. This is useful for neutral pions
identification, but also for the electron identification andposition determination.

2.4.2 Electron reconstruction

The electron reconstruction [109] starts with the clustering of the energy deposits in
the ECal. Some of these clusters are taken as seeds to propagate the electron can-
didate inside the tracker where an electron track is reconstructed. Finally, further
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electron identification procedures are applied to discriminate between real electrons
and reconstructed candidates which do not correspond to a real electron.

The clustering in the ECal aims at recovering all the energy spread by the bremsstrah-
lung radiation of the electron. While the electron trajectory is bent in theφ direction,
the clustering algorithm covers more surface inφ (0.3 radiant in both direction) than
in η. In the barrel, the “hybrid algorithm” is used to reconstruct superclusters: a set
of clusters is created, seed clusters are found among these clusters, and superclusters
are built associating some surrounding clusters to the seedcluster. In the Endcaps, the
“multi 5 × 5 algorithm” is applied: cluster are built with 5× 5 crystals and superclus-
ters are formed by grouping clusters inφ direction. A supercluster is then selected
if its total transverse energy is above a given threshold (4 GeV). A hadronic veto is
also applied: the sum of the HCal towers in a 0.15 cone above the supercluster should
be small with respect to the supercluster energy (H/E < 0.15 whereH is the HCal
energy andE the ECal energy).

The supercluster seed gives information on the momentum andon the position of the
electron at the ECal surface for a non-radiative trajectory(the bremsstrahlung ener-
gies and positions being taken into account). Windows in theinner tracker region (φ-z
window in the pixel system,φ-rT window in the TEC region) are then defined by ex-
trapolation of two trajectories (one for the electron hypothesis, one for the positron hy-
pothesis). In these two windows, tracker seeds are defined, using pixel triplets or pixel
pairs plus strip hits from TEC to increase the efficiency for largeη. The dedicated track
reconstruction taking into account the radiative interactions of the electron is, at this
stage, too slow and too complicated. The standard Kalman Filter, which leads to low-
number-of-hits tracks for electrons suffering bremsstrahlung, is used. The electrons
not affected by radiative interactions lead to correctly reconstructed tracks matching
with an ECal supercluster. For the others, the badly reconstructed tracks are refitted
by the electron dedicated track reconstruction algorithm and a multivariate analysis
is performed on several variables to increase the pre-identification efficiency and the
hadron rejection. This method is less efficient in case of electrons in jets (because the
superclusterET can be biased by neutral particles) or lowpT electrons. In these cases,
an alternative method based on Particle Flow algorithm [110] can be used.

From these seeds, an electron dedicated track reconstruction algorithm, called “Gaus-
sian Sum Filter” (GSF) [111], is applied. The algorithm reproduces mainly the Kal-
man Filter algorithm, but estimates correctly the uncertainties on the next hits using a
Bethe Heitler modelling of the radiative energy losses. Thechi-square compatibility is
set at a very loose value, but the penalty on an invalid hit is increased in order to avoid
a merging between an electron and its photon conversion leg.During the final fit pro-
cedure, the energy loss at each layer is approximated by a weighted sum of Gaussian
distribution from which the momentum can be estimated.
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For a track reconstructed from ECal driven seeds, the electron candidate is the asso-
ciation of the track and the initial supercluster. An alternative tracker seed finding
method not using ECal information can complement the process. For these tracker
driven seed cases, an association between the track and the ECal deposit is performed
using Particle Flow techniques: at each energy losses of theelectron track, the cor-
responding photon is extrapolated until the ECal surface, and the set of all clusters,
including the one corresponding to the remaining electron,is associated to the track
to form an electron candidate. Further preselection cuts are applied to increase the
rejection of jets faking electrons. For the ECal driven seeds case, in addition to the
ET > 4 GeV supercluster threshold and theE/H < 0.15 hadronic veto, cuts onη
andφ differences between the supercluster position and the extrapolation from the
track are applied (|∆η| < 0.02, |∆φ| < 0.15). For the tracker driven seeds case, a
cut is performed on a multivariate analysis output based on several quantities (pT , η

and several track-cluster matching variables). A last selection is applied to deal with
the possibility to associate a primary electron track with an electron leg of a photon
conversion from one of its bremsstrahlung. as consequence,several tracks or several
superclusters are created, and the ambiguity is mainly solved by rejecting the worse
E/P candidate.

The electron momentum determination relies on the track momentum and the ECal
energy, but the corrections are dependant of the type of electron candidate. Four
classes, based on the number of clusters in the supercluster, theE/P ratio and the
bremsstrahlung fractionfbrem defined as the relative difference between the inner
track momentum and the outer track momentum, are defined:

• “golden” electrons: with a supercluster composed of a single cluster, a high
E/P ratio (> 0.9) and a low bremsstrahlung fraction (fbrem < 0.5);

• “big brem” electrons: with a supercluster composed of a single cluster, a high
E/P ratio (> 0.9) but a high bremsstrahlung fraction (fbrem > 0.5);

• “showering” electrons: affected by bremsstrahlung lossesand not in the previ-
ous categories;

• “crack” electrons: whose the supercluster starting crystal is close to anη bound-
ary (between ECal barrel modules or between ECal barrel and endcaps).

The corrections also depend onη andpT . Furthermore, for the low energy electrons,
the track momentum measurement is favoured with respect to the ECal energy mea-
surement. The charge identification of the electron candidate is based on the track
curvature. Due to the distribution of material, the 1.1< |η| < 2.5 region suffers
from more interactions which can lead to misidentification of the charge. The charge



56 CHAPTER 2. EVENT DETECTION AND RECONSTRUCTION IN CMS

misidentification increases also as a function of thepT . To resolve this issue, three
charge estimators are defined (the GSF track charge, the associated CTF track charge:
a CTF track is associated if enough hits are shared with the GSF track, and the super-
cluster charge: evaluating the curvature between the first tracker hit and the superclus-
ter position with respect to the beam-spot) and the decisionis taken with respect to the
majority agreement.

Finally, additional requirements are to be used if one wantsto reduce the contamina-
tion of misreconstructed electrons. Because the level of purity and the efficiency are
analysis dependant, the electron collection is not filtered, but additional variables are
associated to each electron candidate and can be used for further selection. Several
electron identification are available, divided into two selection methods:

• the fixed-threshold identification: designed for early analysis, it is aimed to
be simple and robust. It consists of rectangular cuts based on several vari-
ables (H/E, the geometrical matching between the extrapolated position at the
ECal surface from the track and the supercluster position:∆φ and∆η, and the
calorimeter shower shape inη: σηη), with a set of fixed threshold for the barrel
region and the endcap regions;

• the category-based identification: three classes are defined using the same prin-
ciple of the previously defined electron classes (“low-bremelectrons”, “brem-
ming electrons” and “bad track”), divided into the barrel region and the endcap
regions. The selection are based on matching variables:E/H, ∆φ, ∆η, E/pin,
Eseed/pin, Eseed/pout, on shower shape variables:σηη, Σ9/Σ25 (the ratio of
the sum of the energy of the3 × 3 domino of crystals centred on the most en-
ergetic one and the 5× 5 domino), on photon conversion variables:d0 (the
impact parameter with respect to the reconstructed vertex), number of missing
hits, and on isolation variables in the tracker, the ECal andthe HCal. Cut-based
selection or multivariate analysis can be applied to discriminate between signal
and background.

Several level of tightness are also proposed for each selection method.

2.4.3 Electron identification for the dileptonic tt

As stated in Section2.3.3, the lepton selection for the dileptonictt analysis is opti-
mized for leptons fromW bosons. I use only the reconstructed electrons obtained
from a calorimeter seed with electromagnetic calorimeter transverse energy higher
than 10 GeV. In order to reject electron reconstructed from an inner bremsstrahlung
induced by a muon, I also apply a veto on electron which are close to any reconstructed
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muons from global reconstruction or tracker only reconstruction (∆R > 0.1 between
the electron and all available global or tracker muon).
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Figure 2.11: Distribution of the transverse momentum for the leading electron candi-
date (a) and second (when it exists) electron candidate (b) passing the electron selec-
tion described in the text (excepted thepT cut), after 3.1 pb−1 of integrated luminosity.
The plain histograms are from simulation only, rescaled to correspond to the same lu-
minosity. The number of entries in the left (right) plot corresponds to the number of
events with at least one (two) selected electron candidate.Only visible processes are
listed in the legend.

As for the muons, a transverse momentum and an angular cuts are applied. Based
on the same consideration than for the muon, the electrons with pT < 20 GeV/c are
rejected. The angular distribution is limited to the detector acceptance for the emit-
ted electron,|η| < 2.5. The distribution of the transverse momentum for the leading
electron (electron with the highest transverse momentum inthe event) and the second
leading electron (electron with the second highest transverse momentum in the event)
are shown in Fig.2.11. These distributions are shown after the complete electronse-
lection described in this section in order to focus on electrons coming fromW boson.
The low pT region is limited by the other selection requirements (mainly Ecalo

T >

10 GeV). Regardless, it is however clear that thepT < 20 GeV/c region is dominated
by background. As in the muon case, discrepancies between data and simulation are
visible for thepT < 20 GeV/c region, but again, this does not affect the analysis which
focuses on energetic electrons. The fact that electrons aremore contaminated from
fake leptons from multijet QCD process than muons is also visible. Even if the agree-
ment between data and simulation is fairly good for thepT > 20 GeV/c region, the
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fake lepton background is estimated from data in the analysis (Section3.2.2).

As for the muons, the isolation of electrons can be used to discriminate with respect to
electrons not coming fromW (or Z) boson. The isolation is defined in a similar way
than for the muons, in Eq.2.2 and Eq.2.3, except that the barrel region and endcap
regions are treated separately and thatIbarrel

e takes into account the subtraction of a
1 GeV pedestal.

Ibarrel
e =

∑tracks
i pi

T + max (0.,
∑ECAL

j Ej
T − 1.) +

∑HCAL
k Ek

T

Ee
T

,(2.2)

Iendcap
e =

∑tracks
i pi

T +
∑ECAL

j Ej
T +

∑HCAL
k Ek

T

Ee
T

(2.3)

In these equations, the indexi runs over the tracks (excluding the track correspond-
ing to the electron itself) andj andk over the calorimeter deposits in ECal and HCal
respectively (excluding the electron footprint in ECal), in a cone of size∆R = 0.3
around the reconstructed lepton direction. As for muons, electrons withI ≥ 0.15
are considered as not isolated and are rejected. The distribution of the isolation for
electrons is visible in Fig.2.12. This distribution is shown after the complete electron
selection described in this section in order to focus on electrons coming fromW bo-
son. Again, the fact that electrons fromW or Z bosons are isolated in contrast to the
electrons in multijet QCD process is visible. Again, the data agree well with simula-
tion, excepted for a slight shift in the low value region withno impact on the selection.

The electron selection can also include additional requirements to reject electrons not
coming fromW boson. As in the muon case, a transverse impact parameterd0 cut
is applied. It is computed from the track reconstructed withthe GSF algorithm, and
electrons withd0 higher than 0.04 cm are rejected.

A special treatment is used to reduce the contamination fromphoton conversions. In
addition to thed0 requirement, only one missing expected hit in the inner tracker is
allowed and no electron partner behaving like a result of a photon conversion has to
be found. This last condition is based on the presence of another track with opposite
sign and a similarη, and on a discriminating variable based on the distanced in the
transverse plane for the two points where the tracks are parallel. If a second track
with opposite charge and|∆(cot(θ))| < 0.02 and|d| < 0.02 cm is found, the elec-
tron is rejected. In order to reject electron reconstructedfrom anomalous noise in the
electromagnetic calorimeter, it is also required to have a significant amount of energy
stored in the neighbours of the highest crystal corresponding to the ECal cluster of the
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Figure 2.12: Distribution of the isolation variable for theelectron candidates passing
the electron selection described in the text (excepted the isolation cut), after 3.1 pb−1

of integrated luminosity. The plain histograms are from simulation only, rescaled to
correspond to the same luminosity. Only visible processes are listed in the legend.

electron. TheS = 1 − E4/E1 variable is computed, withE1 being the energy in the
highest crystal andE4 the sum of the energy of the four surrounding crystals (two in
the z axis and two in theφ axis). The electron is rejected ifS < 0.95. Finally, the
electron identification procedure that shows the best compromise between robustness,
signal efficiency and background rejection appears to be theso-called “90% efficiency
working point” fixed-threshold cuts developed in the study of vector boson processes,
detailed in Tab.2.3. For real data, these variables are corrected for misalignments be-
tween the tracker and the endcap electromagnetic calorimeter.

The summary of the electron selection for thett analysis is given is Tab.2.4.

2.4.4 Performance of electron reconstruction and identifi-
cation

The electron momentum determination obtained by combiningtracker and calorime-
ter information as described previously leads to a resolution around 2% (resp. 5%)
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Table 2.3: Thresholds used for the 90% efficiency working point fixed-threshold elec-
tron identification.

Variable Barrel Endcap

H/E < 0.12 0.05
|∆φ| < 0.8 0.7
|∆η| < 0.007 -
σηη < 0.01 0.03

Table 2.4: Summary of the electron selection for thett analysis. The Lepton ID is
described in Tab.2.3.

Algorithm GSF ECalDriven +Ecalo
T > 10 GeV

Muon veto ∆R(µ) > 0.1

pT > 20 GeV/c
|η| < 2.5

Isolation < 0.15

d0 < 0.04 cm
γ-conv. cut Inner tracker missing hit≤ 1

If an opposite charge tracks is found:
|∆(cot(θ))| ≥ 0.02 or |d| ≥ 0.02 cm

Lepton ID Fixed threshold WP90
ECal cleaning 1 − E4/E1 < 0.95

for isolated golden electrons (resp. isolated showering electrons) withpT > 20 GeV/c.
The transverse momentum residual distribution, as well as the the residual distribu-
tions for momentum direction inη andφ are presented in Fig.2.13for electrons from
Z → ee decay simulation. The charge misidentification rate for back-to-back elec-
trons uniformly distributed inpT andη is described in Fig.2.14. It has also been
evaluated with real data in the dileptonictt analysis framework, based on the percent-
age of same sign electrons events near theZ mass. 2.1±0.4(stat.)% and 1.5% is found
for data and simulation respectively, which leads to a conservative charge misiden-
tification rate difference between data and simulation of 0.4%, taken as systematic
uncertainty.

The efficiency of reconstruction from simulation can be obtained by comparing the
number of generated electrons in the fiducial region and in a given pT range and the
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Figure 2.13: Resolution distributions for electrons fromZ → ee decay simulation of
the momentum magnitude (a), the momentum direction inη (b) and the momentum
direction inφ (c). From [112].

presence of reconstructed electrons matching with these generated electrons. In case
of electrons withpT > 20 GeV/c from Drell-Yan process, the electron reconstruction
efficiency is evaluated at 98.5% in barrel region and 96.1% inendcap regions. Two
methods are used to evaluate the reconstruction efficiency from data [113] for elec-
tron withpT > 20 GeV/c. The first one is a tag and probe method based on Drell-Yan
process: the tag is an ECal driven seeds reconstructed electrons with supercluster trans-
verse energy higher than 20 GeV and standard identification and isolation requirement,
and the probe is an ECal supercluster with transverse energyhigher than 20 GeV and
leading to a dileptonic invariant mass close to theZ boson mass. The second method is
an unbinned maximum likelihood fit on the reconstructedW boson mass from selected
events with a supercluster (with transverse energy higher than 20 GeV, seed satisfying
some shower shape requirements and isolated in the tracker and the calorimeters) ab-
sence of jets (no jets with corrected transverse energy higher than 25 GeV in|η| < 3
region) and presence of missing transverse energy (more than 30% of the transverse
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Figure 2.14: Electron charge identification performance from simulated back-to-back
electrons uniformly distributed inpT andη as a function ofpT . The different methods
are represented: the GSF track charge (upward red triangles), the associated CTF track
charge (blue circles), the supercluster charge (black square) and the combined charge
(downward green triangles). From [112].

energy of the supercluster). The maximum likelihood fit is applied with free back-
ground shape but with a constraint on the signal shape from simulation, and allows
the extraction of the reconstruction efficiency by comparing the selected supercluster
with respect to the reconstructed electron. For an integrated luminosity of∼ 200 nb−1,
the reconstruction efficiency obtained by combination of these two methods is found
in good agreement with simulation in both barrel and endcap regions with a ratio com-
patible with the unity, as shown by Fig.2.15. For lowerpT , the consistency between
simulation and real data can be checked by comparing the shape of the distribution of
standard variables, e.g.,pT , η, E/P (ratio between the energy of the supercluster and
the momentum of the GSF track) and∆η (difference inη of the supercluster position
and the track extrapolation from the innermost measurement). The simulated distribu-
tions are rescaled in order to correspond to the amount of real data, and if the expected
efficiency is not correct, shape discrepancies should be observed. Such validation has
been performed with minimum bias data after∼ 3 nb−1 of integrated luminosity, di-
rectly at the reconstruction level without any other selection on the electron. At this
level, the list of reconstructed electron candidates is mainly constituted by misrecon-
structed electron candidates from hadrons (61.5%), electrons from photon conversion



2.4. RECONSTRUCTION AND IDENTIFICATION OF ELECTRONS 63

(33.9%) and real electrons from jets (∼4.6%, composed at 82% ofB andD mesons
decays, at 14% of Dalitz decays, and then ofJ/ψ decays). Apart from effects of un-
derstood imperfect calibration of the EE and misalignment between ECal and Tracker,
the distributions show a good agreement between simulationand data.

Figure 2.15: Ratio between the measured electron reconstruction efficiency (after
∼ 200 nb−1 of integrated luminosity) and the expected efficiency from simulation.
The results are divided in barrel and endcap regions and for the two methods describe
in the text. The yellow band represents the two methods combined results with one
sigma errors. From [113].

Identification, isolation and conversion rejection selection have been defined, in simu-
lation, in several working point corresponding to a given final efficiency (for a prompt
electron withET > 20 GeV, in the case of fixed-threshold identification) or to a given
signal over background ratio (for single electron, in the case of category-based iden-
tification). These selections rely on different variables,for which the expected distri-
bution from simulation can be compared in barrel and endcap regions with real data
in different process selection (e.g.,W → eν) to validate the expected efficiency. The
comparisons show a good agreement between the simulation and the real data. As in
the muon case, the selection efficiency for the dileptonictt analysis has been directly
extracted from data. Because no selection at all leads to toomany backgrounds for
the electrons, the selection has been factorized between identification and isolation.
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The identification and isolation efficiencies can be evaluated with probe passing the
isolation and identification criteria respectively. The tag corresponds to the electrons
passing the full lepton selection. These efficiencies have been evaluated for different
pT andη ranges and compared with pure Drell-Yan simulation or with Drell-Yan +
W+Jets simulation, and are listed in Tab.2.5. The estimations of the difference be-
tween simulations and data for identification, isolation and the global selection are
respectively 2%, 1% and 2.5% for electrons and are taken as anestimation of the sys-
tematic uncertainty of these efficiency. As in the muon case,these efficiencies are
corrected to corresponds to thett environment.

Table 2.5: Identification and isolation efficiencies for electrons, compared between
data, and Drell-Yan or Drell-Yan andW+Jets simulations. 100% uncertainty on the
simulated background has been taken into account in the finalsimulated uncertainty,
and the uncertainty for data is statistical.

Identification pT < 40 GeV/c pT > 40 GeV/c |η| < 1.5 |η| > 1.5

DY MC 0.924 0.937 0.947 0.871

DY & W+jet MC 0.906±0.007 0.933±0.004 0.942±0.005 0.863±0.008

Data 0.918±0.008 0.935±0.008 0.934±0.006 0.886±0.013

Isolation pT < 40 GeV/c pT > 40 GeV/c |η| < 1.5 |η| > 1.5

DY MC 0.961 0.984 0.970 0.972

DY & W+jet MC 0.948±0.013 0.980±0.004 0.961±0.009 0.962±0.010

Data 0.966±0.005 0.988±0.004 0.974±0.004 0.972±0.007

A good understanding of reconstructed electron candidatesnot corresponding to a real
electron is also essential to the determination of the expected amount of background.
In this case, an unbiased sample has to be selected, using jettriggers and jet selection.
Usual electron variable distributions can be obtained fromevents with one jet and
one electron candidate not close to the selected jets (W boson processes can also be
rejected with a threshold on the missing transverse energy). The comparison between
simulation and real data shows good agreement, except for some shift to lowerσηη in
endcaps (due to a miscalibration) and some excess in the tailof the bremsstrahlung
fraction in endcaps. The fake rate (i.e., the rate of the reconstructed electron candidates
not corresponding to a real electron) can also be evaluated in real data and be compared
with simulation, as visible in Fig.2.16in the case of fixed-threshold identification at
80% and 95% working point.
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(a) (b)

Figure 2.16: Electron fake rate per reconstructed electroncandidate as a function of
ET (a) andη (b), for fixed-threshold identification at 80% and 95% working point in
simulation and real data (after∼80 nb−1 of integrated luminosity). From [113].

2.5 Reconstruction and identification of jets

Due to the confined nature of the coloured particles, the phenomenon of hadroniza-
tion happens when a quark or a gluon is produced by a particle interaction, leading
to a shower of hadrons. These particles are boosted in the original quark direction,
and are then generally mainly contained in a geometrical cone around this direction.
This particle shower is detected by the calorimeters in formof energy deposits. The
jet reconstruction consists in clustering the calorimeterdeposits (or more complex re-
constructed objects) in order to reconstruct the directionand the energy of the initial
parton, useful for the understanding of the event.

This section describes the hadronic calorimeter, used for the jet reconstruction. The
different kind of jet reconstruction algorithms that have been used in the dileptonictt
analysis in the next chapter are detailed. And finally, the missing transverse energy
and the b-tagging algorithm, directly related to jets, are presented.

2.5.1 Hadronic calorimeter subdetector

The Hadronic Calorimeter (HCal) is a sampling calorimeter [114], composed of alter-
nate layers of plastic scintillators and metallic absorbers, dedicated to the detection of
hadronic particles. A picture of the barrel during its construction in 2002 is shown
on Fig.2.17, a longitudinal view is shown on Fig.2.18. The main requirement of this
subdetector, knowing that the resolution will be anyway degraded by pile-up, mag-
netic field effect and parton fragmentation, is a good granularity. This calorimeter is
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Figure 2.17: The CMS Hadronic Calorimeter Barrel in 2002.

organized in towers pointing to the interaction point. The granularity in the eta-phi
space is 0.087× 0.087 below|η| = 1.6 and 0.17× 0.17 between|η| = 1.6 and|η| =

3, which is the maximum coverage of the endcaps. The layers ofabsorbers and scin-
tillators have been specially designed to avoid the presence of dead material in eta-phi
plane, enabling a perfect hermeticity. The absorbers are mainly composed of flat brass
plates, which is a non-magnetic material mandatory in a strong magnetic environment.
The external absorber layers are also partially composed ofstainless steel to support
the structure. To facilitate the manipulation and to avoid dead zones, the scintillator
are grouped in trays, divided in eta section, containing also the optical decoding unit,
linked to the scintillators and to external read-out boxes by wavelength fibres, and
some laser alignment and radioactive calibration facilities. Several layers of absorbers
are used to obtain a thickness corresponding to a sufficiently high number of interac-
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tion lengths. Some layers are however reduced in the last etatowers of the barrel of
the first eta towers of the endcaps to allow space to the read-out boxes.

Figure 2.18: Schematic view of the CMS hadronic calorimeter[114], in a quarter of
thez-y plane.

The hadronic calorimeter barrel (HB) is 860 cm long and covers a pseudo-rapidity
reachingη = 1.3. Its inner radius is 177 cm and its outer radius is 295 cm. It is
divided in two symmetrical and identical half-cylinders, one covering the positive part
of the z axis (HB+) and the other one the negative part (HB-). They are formed by
18 portions in the transverse plane. Each portion layer contains 4 scintillator trays,
parallel to the beam axis and dividing again the transverse plane in 4 (which lead to 18
× 4 segments, corresponding to∆φ = 0.087). The scintillator trays are divided in 16
sections of∆η = 0.087 each. Radially, there are 16 absorber layers and 17 layers of
scintillators (excepted for highη towers). The absorbers are about 50 mm of thickness
(6 × 56.5 mm and 8× 50.5 mm of brass absorbers and 75 mm for the first layer and
40 mm for the last layer in stainless steel), and corresponding to a minimum (i.e., at
|η| = 0) of 5.82 interaction lengths and a maximum (i.e., at|η| = 1.3) of 10.6 radiation
lengths. Two different plastic scintillators are used: one(9 mm-thick) appears once
and is located in front of the first absorber layer and recovers the showers starting in
the inert material between the HCal and the ECal (the material of ECal correspond
to about 1.1 interaction length), and one used in all the barrel (3.7 mm-thick or 9 mm
for the last layer). The scintillators located just after the last absorber are thicker and
recover the late showers leaking out the back of the HCal.
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The hadronic calorimeter endcaps (HE) are located from|z| = 388 cm to|z| = 570 cm,
with thickness corresponding to 10 interaction lengths, and cover a pseudo-rapidity
from |η| = 1.3 to |η| = 3. There are 17 layers, excepted for the lowη towers where
the latest layers is reduced to allow space for the read-out boxes. To compensate, an
extra-layer (layer−1) is added to the tower 18. The scintillator trays are arranged in
megatile dividing the transverse plane in 36 portions.

2.5.2 Jet reconstruction

In a particle detector, a reconstructed jet is a cluster of deposits which are supposed to
be resulting from the hadronization of a parton. If all theses deposits correspond ex-
actly to the secondary particles coming from the initial parton, then the reconstructed
jet corresponds to the physical jet. In this case, the kinematics of the secondary par-
ticles can be deduced and the initial parton kinematic can bereconstructed, with a
precision depending on the energy deposits resolution. Of course, in an environment
rich in jets, which is the case for proton-proton collisions, the probability of missing a
deposit for a given jet or of adding a deposit from another jetis not null and degrades
the resolution of the reconstructed jet.

To cluster these deposits, several algorithms, called “JetAlgorithms”, implemented in
theFASTJETpackage [115] can be used.

Ideally, these algorithms should be infrared safe (i.e., the addition of a small deposit
cannot turn the jets result in a drastically different set) and colinear safe (i.e., changing
a deposit into two deposits constituting one half of the initial deposit each cannot turn
the jets result in a drastically different set). In some case, time consumption of the
algorithm has also to be taken into account.

The main algorithms used in this study are:

• The iterative cone algorithm: this algorithm is not infrared safe and colinear
safe, but it is quite simple and fast. Therefore, the jet reconstruction in the
trigger uses this algorithm. It is based on the creation of a protojet around a seed
(which is the deposit with highest energy available) regrouping all the deposits
contained inside a cone of a given radius. When the protojet iscreated, the jet
axis is recomputed and a new protojet is evaluated around this new axis. The
iteration stops when the protojet appears to be stable. In this case, the deposits
inside the cone are associated to this jet and are not available for another jet
reconstruction. In this study, the iterative cone is only used at trigger level.

• The anti-kT algorithm [116]: this is a sequential recombination algorithm, clus-
tering elements two-by-two at each iteration. From all the elements available
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(which are the energy deposits for the first iteration, or thedeposits and the
protojets formed from the combination for the further iterations), distances are
defined. For an elementi and an elementj, the dij parameter is defined by
dij = min(k−2

ti , k−2
tj )∆R2/R2, wherekti is the transverse momentum of the

elementi, ∆R is the distance in theη-φ plane, andR is a free parameter. For
this elementi, diB = k−2

ti is also defined and correspond to the distance to the
beam. The iterative clustering consists into finding, for all the elements, the
smallestd. If it corresponds to adij , a protojet is formed by combining the
elementsi andj. If it corresponds to adiB , then the elementi is called a jet
and is removed from the list of available element. The multiple advantages of
this algorithm are that it is fast, infrared safe, colinear safe and leads to more
intuitive results (the jets are more conical than with othersequential algorithms).
This algorithm is applied to reconstruct all the jets used inthe analysis of this
study, with the parameterR = 0.5.

The jets can be obtained from simulation, using the appropriate stable particles from
the generator information as input for the clustering algorithm. These jets are called
“generator jets” or “GenJets”. From the generator information, it is also possible to
deduce the initial parton which is responsible for the jet creation. When a jet is pro-
vided directly from the jet algorithm, without any correction, (called “raw jet”), the
jet energy obtained can differ from the corresponding generator jet. These discrep-
ancies between raw jet energy and generator jet energy are due to the non-uniform
and non-linear response of the CMS calorimeters, but also tothe electronic noise and
the additional energy coming from underlying events and pile-up interactions. The
correction procedure is factorized in several steps, each step using the corrected value
from the previous step. The first correction level is the offset correction, subtracting
the mean energy contribution of electronics noise and the pile-up events. The second
correction level (“L2”) is the relative correction, where the energy is rectified by a
factor depending inη andpT determined with respect to a control region (the central
region,|η| < 1.3) in order to flatten theη distribution of the energy values. The third
correction (“L3”) is the absolute correction, depending onthepT and applied in order
to adjust the mean reconstructed energy value at the generator jet energy value. Other
correction levels, based on the electromagnetic content orthe flavour type of the jets
can also be applied, but are not used in the following study. Finally, these corrections
relying on simulation have to be controlled with real data [117]. Due to the very suc-
cessful CMS jet energy response simulation, it has been decided that the simulation
based corrections will be used and an optional residual calibration can be applied to
data jets in order to correct the small discrepancies observed between simulations and
data. In the following study with early data, this residual calibration have not been
applied.
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Four kinds of jets are used in CMS:

• The calorimeter jets (“CaloJets”) [118]. These jets are based only on electro-
magnetic and hadronic calorimeters information. The deposits used are ob-
tained from the calorimeter towers. These towers regroup one HCal cell and
the corresponding ECal cells. In order to reduce noise, onlythe energy of cells
above a given energy threshold (which can depend on the subdetector or the re-
gion) is summed and constitutes the tower energy. In order toreduce the pile-up
effect, only the towers with energy above a given threshold are used in the jet
reconstruction algorithm. They are treated as massless particles with a direction
determined by the centre of the tower and the centre of the detector.

• The tracker jets (“TrackJets”) [119]. These jets are based only on tracker infor-
mation. In this sense, they are totally independent with respect to the CaloJets.
Tracks with some good quality requirements originating from a common vertex
are used as inputs for the jet algorithm. If needed, several primary vertices can
be used to reconstruct TrackJets associated with differentvertices but consistent
with respect to the origin of their constituents. They gain from the good tracker
resolution at low transverse momentum, but do not account for neutral particles.
They also provide better angular resolution, due to the factthat the direction is
evaluated at vertex, while charged particles used in CaloJets has been deflected
before reaching the calorimeters, and are more robust with respect to the pile-
up contribution, due to the easy rejection of contributionsnot belonging from
the same vertex. Their energy resolution is similar to the CaloJets: the gain in
resolution due to the tracker use is however compensated by the absence of the
neutral particles contribution. But they do not suffer fromlarge jet energy scale
uncertainty. A more complete description of the reconstruction is available in
AppendixA.

• The jet-plus-tracks jets (“JPTJets”) [120]. These jets are energy corrected Calo-
Jets, the correction being obtained from the tracker information. Single charged
particle response in the calorimeter is evaluated from realdata using isolated
tracks. For each track coming from the production vertex, ifits extrapolation to
the calorimeter surface corresponds to an used calorimetertower, the average
expected energy of this track in the calorimeter is subtracted from the jet energy.
If the track direction at vertex belongs inside the jet cone,the momentum mea-
sured in the tracker is added to the jet energy. Moreover, thecontribution from
tracks which are inside the jet cone at vertex but do not reached the calorimeter
surface inside the jet cone is also added to the jet energy. Finally, some cor-
rections from track finding inefficiency and lepton track consideration are also
performed (the calorimeter response for muons is evaluatedat 2 GeV, which is
the mean value of muon energy deposition in the calorimeter,when the electron
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response is considered as already calibrated). The jet direction is also corrected
using the tracker information.

• The particle-flow jets (“PFJets”) [121]. These jets are reconstructed from so-
called “PFCandidates”, which are reconstructed from all subdetectors and corre-
spond to muons, electrons, photons, charged hadrons and neutral hadrons. Each
kind of PFCandidates is reconstructed and commissioned specifically, and the
information associated to a PFCandidate cannot be used in another PFCandi-
date, ensuring consistency of the set. For example, the charged hadrons are
reconstructed from tracks. The neutral hadron are then reconstructed from the
remaining deposits in the hadronic calorimeter after subtraction of the expected
deposit from charged hadron. The good electromagnetic calorimeter granular-
ity can also be exploited during the electrons and photons reconstruction. This
optimal use of the detector information enhances the spatial resolution and the
energy resolution.

Even if care is dedicated to reducing noise and fake signal atdeposits level, it is
still possible to reconstruct a jet from a non physical origin (mainly from calorime-
ter and/or readout electronics noise). Fortunately, specific jet variables can provide
information for the rejection of non-physical jets (called“fake jets” or “fakes” in jet
context). Different jet identification criteria can be defined, the choice of the proce-
dure depending of the nature of the jets and the efficiency andpurity needed for the
study. These identification conditions are defined in pure noise data samples recorded
in non-collision state (during cosmic test or LHC operationwith empty bunches).

The typical variables for the CaloJets and JPTJets identification are the electromag-
netic energy fraction (EMF), the minimum number of calorimeter hits clustered into a
jet which contain 90% of the jet energy (N90

hits) and the fraction of energy contributed
by the highest energy HPD readout (fHPD). The typical variables for the PFJets are the
fraction of charged and neutral contribution in the HCal (respectively CHF and NHF)
and in the ECal (respectively CEF and NEF), the number of constituents (NC) and
the number of charged constituents (ChMult). There is no specific jet identification
procedure for TrackJets, knowing that the fakes in the Tracker are particularly infre-
quent, amplified by the good quality requirement applied on the tracks before the jet
algorithm.

The jet identification threshold used in the dileptonictt analysis is summarized in
Tab.2.6.
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Table 2.6: Thresholds used for CaloJets, JPTJets (a) and PFJets (b) identification. The
description of the variables is available in the text.

Variable Threshold

EMF > 0.01

N90
hits > 1

for |η| < 2.5 only:
fHPD < 0.98

Variable Threshold

NHF < 0.99

NEF < 0.99

NC > 1

for |η| < 2.4 only:
CHF > 0

CEF < 0.99

ChMult > 0

a) b)

2.5.3 Performance of jet reconstruction and identification

The jet reconstruction efficiency can be estimated in simulation from the jet match-
ing efficiency. For this purpose, the standard reconstructed CaloJets, JPTJets, PFJets
and TrackJets are identified under the generic term “RecoJets”, and generator jets
(“GenJets”) are obtained by applying jet algorithm on the set of stable particles at the
generator level of the simulation (with special treatment of the neutrinos, the muons
and the neutral particles, in order to simulate what should be expected by the Reco-
Jets). For the TrackJet case, I have also produced ChargedGenJets, using charged
generator-level particles only. The matching efficiency isobtained by evaluating the
fraction of GenJets which do not match with any RecoJets. This method depends on
the matching criterion, usually chosen as a geometrical matching of the jet axis po-
sition in theη-φ space:∆R(GenJet, RecoJet) < Rmax. In Fig.2.19, the matching
efficiency forRmax = 0.5 is given for CaloJets and TrackJets with respect to thepT

of the GenJet (or ChargedGenJet). A∼ 100% reconstruction efficiency is reached for
pT > 30 GeV/c (resp. pT > 20 GeV/c) for central CaloJets (resp. TrackJets). The
reconstruction efficiency can also be evaluated from data, using tag and probe method
in back-to-backZ+Jet data (where the tag is the TrackJet in the direction opposed to
theZ boson and the probe is the CaloJet matching the TrackJet) [122].

The pT resolution can also be evaluated from simulation for corrected CaloJets, JP-
TJets and PFJets, in a sample of QCD dijet events. The RecoJets and the GenJets
are then associated by geometrical matching (the maximum distance being∆R <

0.2, with smaller value for good position resolutions condition in order to conserve
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Figure 2.19: Matching efficiency between the jets reconstructed from generator-level
particles and CaloJets (a) and TrackJets (b) with respect tothe generator jetpT . The
matching criterion is∆R(GenJet, RecoJet) < 0.5. The CaloJets are reconstructed
with the SISCone 0.5 algorithm in aZ+Jets sample and is restricted to central jets for
differentpT threshold. The TrackJets are reconstructed with the anti-kT 0.5 algorithm
in a minimum bias sample, is restricted to|η| < 2 and is compared with usual gener-
ator jets (GenJets) and charged-particle-only generator jets (ChargedGenJets). From
[122] (a) and [119] (b).
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Figure 2.20: JetpT resolution from simulation. Theσ of the Gaussian fit is shown for
CaloJets (blue circles), JPTJets (red squares) and PFJets (green triangles) as a function
of thepT (GenJet), for the two extremeη regions (0< |η| < 0.5 and 2< |η| < 2.5).
From [123].
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a similar matching efficiency between the three kind of jets). Only the two high-
estpT matched GenJets are considered. The jet response for each pair is defined as
pT (RecoJet)/pT (GenJet). The jet resolution is then given by the standard deviation
of the Gaussian fit in the core region of the jet response distribution, and can be evalu-
ated by|η| andpT ranges (Fig.2.20). In special case where the tails of the distribution
have to be taken into account, which is not the case of the following study, a more
complex fit can be used.
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Figure 2.21: JetpT resolution from data for CaloJets (a), JPTJets (b) and PFJets (c),
in the 0≤ |η| ≤ 1.1 region (for 36 pb−1 of integrated luminosity for proton-proton
collision at

√
s = 7 TeV). The dijet asymmetry method (blue dots) and theγ+Jet

balance method (red triangles) are compared. From [117].
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Figure 2.22: Dijet momentum asymmetry(pT1 − pT2)/(pT1 + pT2) for di-TrackJet
events withpT > 10 GeV/c (in dijet minimum bias events after 100µb−1 of integrated
luminosity). The distributions are normalized to the number of events in each plot.
From [119]

The RecoJetspT resolution can also be evaluated directly from data, using the dijet
asymmetry method [117]. This method exploits the momentum balance in the trans-
verse plane in the dijet production events. In a sample of collision data triggered by
dijet pT average triggers (15 and 30 GeV/c thresholds), the events with two jets az-
imuthally separated by∆φ > 2.7 and a third jets below a given threshold are selected.
The asymmetry variable is defined byA = (pjet1

T − pjet2
T )/(pjet1

T + pjet2
T ) (jet1 and

jet2 are the two corrected jets satisfying the previous selection, not sorted inpT ). Ne-
glecting the effect of the presence of soft radiation (limited by the third jet veto), the
variance of the asymmetry distribution is directly relatedto the relativepT resolution
for a jet ofpT = (pjet1

T + pjet2
T )/2. The third jetpT can be used to correct the soft

radiation effect. Additional physics effects, as proton remnants contribution or parti-
cles from the parton emitted outside the jet reconstructioncone, can be corrected by
evaluating their impacts on the dijet asymmetry method in simulation. After correc-
tion, a reasonable agreement between simulation and data isobserved. These results
are also available for higher integrated luminosity and theγ+Jet balance method can
also cross check the results [117]. Both results are shown in Fig.2.21. The asymmetry
variable has also been observed for TrackJets, in minimum bias data after∼ 100µb−1

of integrated luminosity, Fig.2.22, and appears to agree with simulation.
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It finally appears thatpT resolution for CaloJets, JPTJets and PFJets is the order of
10% for central jets withpT > 100 GeV, while for lowerpT jets, the resolution is
clearly improved for JPTJets and PFJets. The final jet energyscale uncertainty used
in the dileptonictt study detailed in this thesis is taken at 5%.

The jet position resolution can also be evaluated, from simulation, using the same
method as describe in thepT resolution determination from simulation, by calculating
the standard deviation of the Gaussian fit on the distribution of ∆η = (η(RecoJet) −
η(GenJet)) × sign(η(GenJet)) and∆φ = (φ(RecoJet) − φ(GenJet)). These results
can be cross-checked in data by using TrackJets as referencejets, knowing that they
are based on tracks for which the position resolution is smaller and well modelled.

A detailed description of the commissioning of TrackJets with first data is also avail-
able in AppendixA.

2.5.4 Transverse Missing Energy and b-tagging

Additional reconstruction related to jets can be performed. The missing transverse
energy and the b-tagging is briefly described in this section.

Missing transverse energy. The missing transverse energy (6ET ) is the measure of
the energy imbalance in the transverse plane. Although a small part of the energy
imbalance can be the result of known detector artifacts, it indicates the presence of
neutral weakly interacting particles which have escaped the detector without produc-
ing any direct response in any subdetector. Such particles are the neutrinos, but also
the long-lived neutral weakly interacting particles predicted in beyond standard model
scenarios. The missing transverse energy vector is the opposite of the vector sum of
the transverse momenta of all final-state particles reconstructed in the detector. The
missing transverse energy is then the magnitude of this vector. Several reconstruction
techniques are available, mainly based on the jet reconstruction algorithm used to de-
termine the momentum vector of the jets. The calorimeter-based 6ET ( 6ECalo

T ) [125] is
calculated from calorimeter tower energies with noise suppression threshold and cor-
rection for deposits associated to the muons. The track-corrected6ET (tcMET) [126]
is obtained from the calorimeter-based6ET but also takes into account the information
from tracker in a similar way than in the JPTJets reconstruction. The particle-flow
6ET ( 6EPF

T ) [121] is calculated from the reconstructed PFCandidates in the particle-flow
algorithm. The6ET can benefit from the energy correction applied to jets (type1) and
additional corrections from energy deposits not clusteredinto jets (type2). The6ET

resolution simulated and measured in multijet QCD events isvisible in Fig.2.23.
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Figure 2.23: Calibrated6ET resolution with respect to the scalar sum of the transverse
energies of the PFCandidates for corrected6ECalo

T , tcMET and6EPF
T in data and simula-

tion (in minimum bias events containing at least two jets after∼12 nb−1 of integrated
luminosity). From [124].

B-tagging algorithm. Several techniques [127] can be used to the identification of
jets originating from the decay of a bottom quark, leading todifferent efficiency and
purity compromises and systematic uncertainties. These b-tagging algorithms are
based on the long lifetime of the heavy flavour particle or in the presence of soft
lepton from a semileptonic decay of the heavy flavour particle.

The different b-tagging algorithms are the “Track Counting” method, based on the
number of tracks with a significance of the impact parameter exceeding a given thresh-
old, the “Simple Secondary Vertex” method, based on the reconstruction of at least
one secondary vertex, the “jet probability algorithm”, based on a discriminant built
from the probability of each track to be originating from theprimary vertex, and the
“soft lepton” method, based on the reconstruction of muons or electrons inside the
jet. For each discriminant, three standard operating pointhave been chosen, “loose”,
“medium” and “tight”, which correspond to 10%, 1% and 0.1% ofacceptance of jets
from light partons respectively. Additionally, the two first methods are defined in a
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high purity or a high efficiency scenarios, which can be used according to the need of
a given analysis.

The distributions of input variables [98] used in the different discriminant have been
tested in

√
s = 7 TeV data and the simulation have been found generally quiteclose

the observation, which indicates that the ingredients of b-tagging are reasonably well
understood.
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Chapter 3
Dileptonic Analysis

This chapter describes the measurement of the top pair production (“tt”) cross section
in the dileptonic channel after 3.1 pb−1 of integrated luminosity at CMS, for a centre-
of-mass energy of

√
s = 7 TeV, as published in 2010 [1]. The reference theoretical

cross section used in this analysis isσtt̄ = 158+23
−24 pb, computed next-to-leading

order for a top mass of 172.5 GeV/c2, cf. Tab.1.1. As stated before (cf. Section1.1.1),
the dileptonictt final state is divided in three channels: theee channel, composed of
two opposite sign electrons, theµµ channel, composed of two opposite sign muons
and theeµ channel, composed of two opposite sign leptons, one being anelectron, the
other being a muon. These electrons and muons are obtained from the direct decays of
W bosons or through intermediate tau leptons which have decayed leptonically. These
three channels correspond to∼6.5% of the totaltt cross section, taking into account
the contribution of the leptonic decay of intermediate tau leptons. The dileptonic
final state, accompanied by two jets and large missing transverse energy, is a clear
signature, which suffers from really low background and canallow a first cross-section
measurement after only few inverse picobarns of integratedluminosity.

The backgrounds that I have studied in this thesis have been described in Section1.2.3,
and the data and the simulation used in this analysis have been presented in Section
1.2.4. The reconstruction of the events and its different physical objects has been
described in Section2.

This chapter starts with the description of the selection ofsignal events, for a scenario
that I have developed (“TrackJets scenario”) and a scenarioon which I have made
major contributions (“baseline scenario”). Two additional confirmation techniques are
also presented. Methods for estimation of background from data are then described.

81
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The next section focuses on the systematic uncertainties study. Based on all these
results, I extract the cross section. And finally, a brief survey of the latest results on
cross-section determination is made in the last section.

3.1 Selection of the dileptonic tt topology

The dileptonictt topology is based on the presence of two leptons coming fromW

bosons. The general reconstruction of the leptons (Section2.3.2and Section2.4.2)
provides a global set of reconstructed candidates usable inall studies. The selection of
the reconstructed leptons that procures a sufficiently pureset of leptons coming from
W bosons is performed in Section2.3.3and2.4.3. From these selected leptons, event
selections can be applied to discriminate the signal of the backgrounds. Two scenarios
have been considered, and their selection methods are validated by comparing the
observed data and the simulations. Two additional techniques are also presented to
confirm that the selected events behave mainly as expected bytt events.

Table 3.1: Summary of the lepton selection for thett analysis. For a better readability,
the variables refer to CMS jargon, while a detailed description of each cut is available
in Section2.3.3for muons and2.4.3for electrons.

Muon Electron

Algorithm GlobalMuon and TrackerMuon GSF ECalDriven +Ecalo
T > 10 GeV

Veto / ∆R(µ) > 0.1

pT > 20 GeV/c > 20 GeV/c
|η| < 2.5 < 2.5

Isolation < 0.15 < 0.15

d0 < 0.02 cm < 0.04 cm
γ-conv. cut / flag6= 0

Lepton ID GlobalMuonPromptTight Fixed threshold WP90
ECal cleaning / S < 0.95



3.1. SELECTION OF THE DILEPTONICTT TOPOLOGY 83

3.1.1 Event selection with a minimal use of the calorime-
ters

Originally, our idea of providing an analysis that makes a minimal use of the calorime-
ters information was motivated by several reasons. A first reason was to provide
a simple and consistent analysis without complex methods tocombine information
from different subdetectors. In this context, the tracker performance was well known
thanks to its intensive tests before LHC start-up to justifya study relying only on this
subdetector. A second reason was the possibility of recovering runs excluded from
the global analysis, due to a malfunctioning of one specific subdetector or a part of
it. The use of the tracker offers also the possibility to profit from the vertex position
to increase the robustness against pile-up. Finally, this study allows complementary
results with different systematic uncertainties with respect to a full detector analysis.
The two first motivations have been weakened thanks to the outstanding CMS perfor-
mance. However, the two last motivations are still valid.

This event selection, called “TrackJets scenario” in this thesis, is divided into two steps.
The first one is based on the selected leptons defined in Section 2.3.3and2.4.3, sum-
marized in Tab.3.1. The second one relies on the reconstruction of jets from tracks.

Dileptonic selection. The dileptonictt events are characterized by two opposite sign
leptons from the same vertex. A first requirement is then obviously the presence of
two selected isolated leptons with opposite charge. It is worth noting that, in this
context, calorimeter information is used in lepton identification and isolation. Even
if I have studied the possibility of a tracker only isolation, this information is local-
ized around the lepton position, and is then less affected bypresence of hot cells or
increases of calorimeter activity due to the pile-up than global variable (e.g.,6ET or
number of CaloJets). The two selected leptons should also beconsistent with respect
to their associated primary vertex. This selection discards the case of two single lep-
tons processes from two different proton-proton interactions due to the presence of
pile-up events at LHC regime. The lepton is associated to theclosest good primary
vertex (has defined in the vertex reconstruction description Section2.2.2) in the longi-
tudinal axis within a 1 cm window. If no such vertex is found, the event is rejected. I
also reject the event if the two selected leptons have not thesame associated primary
vertex.

An event with exactly two selected leptons is trivially classified asee, µµ or eµ event.
In case of more than two selected leptons, the chosen pair of opposite sign leptons is
the one that maximizes the scalar sum of transverse momenta.In the following, the
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Table 3.2: Expected signal and background yields after the selection of two opposite
sign isolated leptons, using only simulation to estimate the different processes, after
3.1 pb−1 of integrated luminosity, for theee channel, theµµ channel, theeµ channel
and for all channels combined. The uncertainties are from the number of simulated
events and are small enough to be neglected. The “Data” line gives the number of
observed events in data. “S/B” and “S/

√
B” lines give the signal-over-background

ratio and the approximated statistical significance from simulation.

Process ee µµ eµ all

Dileptontt 3.1 3.5 6.5 13.2
Single top -tW 0.2 0.3 0.5 1.0
V V 0.8 0.9 1.3 3.0
Drell-Yanee, µµ 1088 1256 0.3 2345
Drell-Yan ττ 2.8 2.2 5.3 10.3
Non-dileptontt 0.1 0.02 0.05 0.2
W+jets 1.1 0.06 1.3 2.5

Total simulated 1096 1263 15 2375
Data 1065 1224 17 2306

S/B 2.8×10−3 2.8×10−3 0.8 5.6×10−3

S/
√

B 0.09 0.10 2.2 0.27

term “selected leptons” refers to these two leptons. Using only simulation to estimate
the different processes, the results of this selection are displayed in Tab.3.2. The
dominant background at this step is clearly the Drell-Yan intheee andµµ channels
while the other backgrounds are already of the order of the signal. The reduction of the
Drell-Yan inττ with respect to the Drell-Yan inee andµµ is due to the leptonic decay
branching ratio of the tau lepton, but also of the effect of the transverse momentum
cut in the lepton selection. In theeµ channel, even if its contamination is reduced by
two order of magnitude, the Drell-Yan process is still the dominant background. The
observed data are statistically compatible with the expectations from simulation.

From the two selected leptons, the dileptonic invariant mass can be reconstructed,
leading to distributions presented in Fig.3.1. The two first figures, for theee and the
µµ channels, are similar and show the large peak correspondingto the decay of an
on-shellZ0 boson in the Drell-Yan process. The slight discrepancy in the ee channel
between data and simulation concerning the position of the peak is explained by a
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Table 3.3: Expected signal and background yields after the dileptonic selection, us-
ing only simulation to estimate the different processes, after 3.1 pb−1 of integrated
luminosity, for theee channel, theµµ channel, theeµ channel and for all channels
combined. The statistical uncertainties from the number ofsimulated events are small
enough to be neglected. The “Data” line gives the number of observed events in data.
“S/B” and “S/

√
B” lines give the signal-over-background ratio and the approximated

statistical significance from simulation.

Process ee µµ eµ all

Dileptontt 2.4 2.7 6.5 11.6
Single top -tW 0.2 0.2 0.5 0.9
V V 0.5 0.5 1.3 2.3
Drell-Yanee, µµ 94 112 0.3 206
Drell-Yan ττ 2.6 2.1 5.3 10.0
Non-dileptontt 0.1 0.01 0.05 0.2
W+jets 1.1 0.04 1.3 2.3

Total simulated 101 118 15 234
Data 107 127 17 251

S/B 2.4×10−2 2.3×10−2 0.8 5.2×10−2

S/
√

B 0.24 0.25 2.2 0.78

non-optimal calibration of the electromagnetic calorimeter. For the third figure, in the
eµ channel, the Drell-Yan background contributes only via thedecay of intermediate
tau leptons, which leads to a purer selection with respect tothe ee andµµ channels.
The events with dileptonic masses below 10 GeV/c2 correspond to a region containing
a negligible part of the signal but possibly affected by fakeleptons and processes not
taken into account in the simulation (cf. Tab.1.3), and are then rejected. In theee and
µµ channels, I reject the large Drell-Yan contribution by vetoing the events for which
the dileptonic invariant mass is contained between 76 and 106 GeV/c2 (“Z-veto”). As
visible in Tab.3.3 when compared with Tab.3.2, this method reduces by∼90% the
amount of the Drell-Yan background while the signal is reduced by∼ 10%, but the
contribution of off-peak Drell-Yan events still constitutes the dominant background.
The observed data are statistically compatible with the simulated expectations.

Jet selection. In addition to the two isolated leptons, the dileptonictt signature is
characterized by the presence of two jets arising from the hadronization of the two
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Figure 3.1: Distributions of the dileptonic invariant massreconstructed from the two
selected leptons, after the selection of two opposite sign isolated leptons, for theee
channel (a), theµµ channel (b) and theeµ channel (c), after 3.1 pb−1 of integrated
luminosity. The plain histograms are from simulation only,and the uncertainty from
the number of simulated events are small enough to be neglected. The black dots
correspond to data, with statistical uncertainty.

bottom quarks. The dominant backgrounds at this stage are not expected to provide
large hadronic activity, and the number of jets is then a powerful discriminant.

The jets used in this study are the TrackJets, described in Section 2.5.2and Appendix
A, which do not use any information from calorimeters. They are reconstructed from
anti-kT algorithm with clustering parameter equals to 0.5. The reconstruction algo-
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Figure 3.2: Distributions of the transverse momentum of thefirst (a), second (b)
and third (c) corrected TrackJets, after the dileptonic selection without theZ-veto,
for all channels combined, after 3.1 pb−1 of integrated luminosity. The jet selection
described in the text is applied, excepted thepT cut which has been relaxed up to
> 10 GeV/c. The plain histograms are from simulation only, and the uncertainty from
the number of simulated events are small enough to be neglected. The black dots
correspond to data, with statistical uncertainty.

rithm of a TrackJet takes into account only the tracks which are originating from the
same primary vertex. Consistently, I only taken into account the TrackJets correspond-
ing to the primary vertex associated to the two selected leptons, avoiding contamina-
tion from jets from pile-up. The jet momenta are corrected with L2 and L3 corrections,
which compensates the absence of neutral particles. The selected jets are the ones with
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pT > 30 GeV/c and|η| < 2.5. I apply a cleaning with respect to the two selected lep-
tons: the reconstructed jets close to one selected leptons (∆R < 0.4) are vetoed.

Table 3.4: Expected signal and background yields after the TrackJets scenario se-
lection, using only simulation to estimate the different processes, after 3.1 pb−1 of
integrated luminosity, for theee channel, theµµ channel, theeµ channel and for all
channels combined. The statistical uncertainties from thenumber of simulated events
are small enough to be neglected. The “Data” line gives the number of observed
events in data. “S/B” and “S/

√
B” lines give the signal-over-background ratio and

the approximated statistical significance from simulation.

Process ee µµ eµ all

Dileptontt 1.72 1.87 4.63 8.23
Single top -tW 0.06 0.06 0.15 0.27
V V 0.03 0.03 0.08 0.14
Drell-Yanee, µµ 2.00 2.10 0.03 4.10
Drell-Yan ττ 0.08 0.10 0.07 0.24
W+jets 0.06 <0.02 0.02 0.08

Total simulated 4.0 4.2 4.9 13.1
Data 2 9 5 16

S/B 0.75 0.80 17 1.7
S/

√
B 1.1 1.2 8.9 3.7

Fig.3.2 shows the distributions for the transverse momentum of the first, the second
and the third jets by decreasing transverse momentum order for all channels com-
bined, after the dileptonic selection without theZ-veto. The signal distributions peak
at∼50 GeV/c for the first jet and at∼40 GeV/c for the second jet, which corresponds
to the presence of the two expected jets from bottom quark hadronization. The low jet
production of the background is also visible, justifying a cut atpT > 30 GeV/c. Ob-
served data appear to be in good agreement with expectationsfrom simulation for jets
beyond the 30 GeV/c threshold. The events with less than two selected jets are rejected,
leading to the yields listed in Tab.3.4. 98% (resp. 30%) of the expected backgrounds
(resp. signal) have been rejected. The expected signal proportion in the total expected
events, which was∼ 5% before the jet selection, has increased up to∼ 60% for a total
of 13.1 expected events, while 16 selected events are observed in data. The presence
of tt process is also directly visible in TrackJets multiplicitydistributions after the
dileptonic selection shown in Fig.3.3. These distributions illustrate the low jet multi-
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plicity of backgrounds while the signal is peaked at two jets, as expected from the two
bottom-quark decay.
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Figure 3.3: Distributions of corrected TrackJet multiplicity for jets with pT >

30 GeV/c after the TrackJets scenario selection without the two jetscut, for theee

channel (a), theµµ channel (b), theeµ channel (c) and for all channels combined
(d), after 3.1 pb−1 of integrated luminosity. The plain histograms are from simulation
only, and the uncertainty from the number of simulated events are small enough to be
neglected. The black dots correspond to data, with statistical uncertainty.
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3.1.2 Event selection with the full CMS detector

As developed in each section of Chapter2, it has rapidly appeared that the CMS detec-
tor behaved outstandingly. This has allowed the use of more complex reconstruction
techniques with the whole detector, which can be used in the selection called “base-
line scenario” in this thesis. However, several characteristics of an early analysis are
maintained. Special care is still applied on the robustnessof the selection and the
cross-section extraction method is kept as simple as in the TrackJets scenario. With re-
spect to this previous scenario, the baseline study appliesexactly the same dileptonic
selection. The status of the selection after the dileptonicselection is thus identical to
the one developed in the previous section, and allows a direct and easy comparison
for the next selection steps. The calorimeters informationis then exploited in the jet
reconstruction and in the missing transverse energy. B-tagging methods are not used
because no significant gain has been observed in simulation.

Jets selection. The jets are reconstructed with the methods described in Section
2.5.2, and results can be obtained using CaloJets, JPTJets and PFJets (the TrackJets
being used in the previous section). There is no big difference in the selection effi-
ciency using CaloJets, JPTJets and PFJets in simulations, the choice of objects has
then been determined by the resolution and the systematic uncertainties associated to
it. CaloJets relies only on calorimeters, which have lower resolution for jets close
to the appliedpT threshold. On the other hand, it appears that the understanding of
the more complex methods for the JPTJets and PFJets reconstruction is better than
expected in the conservative approach adopted before data taking. This leads to good
reliability and lower systematic uncertainties. Because there is no big advantage at
this stage to favour one kind on the other, the study can be realized for both. But to
avoid to present similar results for both choices, I presenthere the final results done
for JPTJets only. These jets are reconstructed with the sameparameter than in the
TrackJets scenario (the possible effect of the clustering parameter which does not cor-
respond to the same amount of particles at the tracker level and at the calorimeter
surface appears to be negligible after correction). They are reconstructed with anti-kT

algorithm with 0.5 clustering parameter, corrected at L2 and L3 levels and the same
threshold ofpT > 30 GeV/c is applied. A lepton cleaning (the jets with∆R < 0.4 with
respect with one of the two selected leptons are vetoed) and|η| < 2.5 cuts have also
been applied. Unlike the TrackJets where it appears to be notnecessary, an additional
rejection of non physical or misreconstructed jets can be provided by jet identification
criteria. The jet identification criteria required for CaloJets and JPTJets and for PFJets
are detailed in Tab.2.6. Additional corrections are also available for these jets,in par-
ticular the small residual correction, adjusting the simulation-based correction to the
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real data observations. This correction being small, it hasnot been applied. The more
advanced reconstruction techniques dealing with the pile-up and being consistent with
a given primary vertex have not been used in this study. Therefore, no condition on
the primary vertex origin of the jets has been applied on the contrary of the TrackJets
scenario case.
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Figure 3.4: Distributions of the transverse momentum of thefirst (a), second (b)
and third (c) corrected JPTJets, after the dileptonic selection without theZ-veto, for
all channels combined, after 3.1 pb−1 of integrated luminosity. The jet selection de-
scribed in the text is applied, excepted thepT cut which has been relaxed up to>
10 GeV/c. The plain histograms are from simulation only, and the uncertainty from
the number of simulated events are small enough to be neglected. The black dots
correspond to data, with statistical uncertainty.
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As done in the TrackJets study, the distribution of the threeleading jets can be studied.
These distributions are really similar among the differentkind of jets. This is illus-
trated by Fig.3.4displaying these distributions for the JPTJets, which can be directly
compared with Fig.3.2. The events with less than two selected jets are rejected.

Missing transverse energy. Due to the leptonic decays of the twoW bosons, the
dileptonictt contains also neutrinos which are not detected and lead to some missing
transverse energy. Again, this characteristic is not expected in dominant backgrounds,
and the value of the6ET can be used as a discriminant. The missing transverse energy
reconstruction is addressed in Section2.5.4. Consistently with the choice of the JPT-
Jets and PFJets, the tcMET and the6EPF

T have been used. The6ECalo
T corrected for jet

and muon response appears to be less efficient for the Drell-Yan rejection. The back-
ground rejection efficiency for tcMET and6EPF

T are similar, while6EPF
T has a slightly

better resolution (but that appears to be negligible in the current study).

Table 3.5: Expected signal and background yields after the baseline scenario se-
lection, using only simulation to estimate the different processes, after 3.1 pb−1 of
integrated luminosity, for theee channel, theµµ channel, theeµ channel and for all
channels combined. The statistical uncertainties from thenumber of simulated events
are small enough to be neglected. The “Data” line gives the number of observed
events in data. “S/B” and “S/

√
B” lines give the signal-over-background ratio and

the approximated statistical significance from simulation.

Process ee µµ eµ all

Dileptontt 1.50 1.68 4.48 7.65
Single top -tW 0.05 0.05 0.15 0.25
V V 0.03 0.03 0.08 0.13
Drell-Yanee, µµ 0.14 0.28 0.01 0.43
Drell-Yan ττ 0.04 0.07 0.07 0.18
Non-dileptontt 0.05 0.01 0.09 0.15
W+jets 0.03 <0.01 0.06 0.09

Total simulated 1.8 2.1 4.9 8.9
Data 3 3 5 11

S/B 5.0 4.0 10.7 6.1
S/

√
B 2.7 2.6 6.9 6.8
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Figure 3.5: Distributions of the tcMET after the dileptonicselection without theZ-
veto, for theee channel (a), theµµ channel (b), theeµ channel (c) and for all channels
combined (d), after 3.1 pb−1 of integrated luminosity. The plain histograms are from
simulation only, and the uncertainty from the number of simulated events are small
enough to be neglected. The black dots correspond to data, with statistical uncertainty.
The last bin contains overflow events.

Fig.3.5 shows the distributions for tcMET in the different channelsafter the dilep-
tonic selection withoutZ-veto. Some discrepancies can be observed for values around
40 GeV, inee andµµ channels. It seems to be an excess of Drell-Yan events with re-
spect to expectation, because no pathologies have been identified in missing energy
or jet energy estimation and because the excess events are consistent with Drell-Yan
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Figure 3.6: Distributions of the tcMET after the baseline scenario selection with-
out the 6ET cut (with corrected JPTJets), for theeµ channel (a) and for all channels
combined (b), after 3.1 pb−1 of integrated luminosity. The plain histograms are from
simulation only, and the uncertainty from the number of simulated events are small
enough to be neglected. The black dots correspond to data, with statistical uncertainty.
The last bin contains overflow events.

(with respect to the light flavour characteristics of the jets or the dileptonic invariant
mass shape). A method to estimate the amount of Drell-Yan background from data
has been developed, cf. Section3.2.1, which avoids thus any effect of this discrep-
ancy on the cross section determination. Fig.3.6 shows the distributions for tcMET
in theeµ channel and for all channels combined after the dileptonic selection and the
jet selection. Because the Drell-Yan background is more important in theee andµµ

channels, the cut on the6ET is harder: events with6ET below 30 GeV are rejected. For
the eµ channel, even if it appears to be unnecessary from simulation study, a miss-
ing transverse energy cut is also applied, in order to rejectpossible unexpected data
events which do not have the kinematical characteristics oftt events: events with6ET

value below 20 GeV are rejected. The events yields after thisselection step is given
in Tab.3.5. The expected signal proportion in the total expected events is∼ 86% for
a total of 8.9 expected events, while 11 selected events are observed in data. 8 events
are selected in both TrackJets and baseline scenarios. The non-common events are the
consequence of the absence of6ET cut in the TrackJets scenario (6 events are kept in
the TrackJets scenario while they do not satisfy the tcMET cut, which is consistent
with the simulation expectation) and of the different resolution of the jets in the two
scenarios, where the second jet can be close to the threshold(2 (resp. 3) events are se-
lected in the TrackJets scenario and not in the baseline scenario (resp. in the baseline
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Figure 3.7: Distributions of corrected JPTJet multiplicity for jets withpT > 30 GeV/c
after the baseline selection without the two jets cut, for the ee channel (a), theµµ

channel (b), theeµ channel (c) and for all channels combined (d), after 3.1 pb−1 of
integrated luminosity. The plain histograms are from simulation only, and the uncer-
tainty from the number of simulated events are small enough to be neglected. The
black dots correspond to data, with statistical uncertainty.

scenario and not in the TrackJets scenario) due to this effect). The JPTJets multiplicity
after the dileptonic selection and the missing transverse energy is shown in Fig.3.7.
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3.1.3 Additional tt characterizations

The previous selections allow the creation of a purett sample. But two other charac-
teristics of thett events can also be exploited to increase the confidence on thefact
that the selected events arett events. The first one is the fact that the two jets are ob-
tained from bottom quarks, which can be discriminated with respect to other jets from
lighter quarks or from gluons using b-tagging algorithms. The second characteristic
is the fact that the top-quark mass measurement techniques for dileptonictt return a
more suitable observed mass values fortt events than for background events.

These two characteristics are not suited for an early analysis. The gain after b-tagging
selection, studied in simulation, appeared to be small: thesignal over background ratio
is enhanced, but the statistical uncertainty, which is the dominant uncertainty, is also
increased, and the systematic uncertainty from the b-tagging (large due to the lack of
calibration from data at the time of this analysis) has also to be taken into account. This
explains why no b-tag is applied in the baseline scenario despite its good performance
in data. Concerning the top-quark mass extraction, these complex methods have to
be carefully applied and should benefit of a larger data sample. Two preliminary
methods have been exploited to extract a value related to thetop-quark mass. It is
worth noting that these methods were not fully optimized fora mass measurement
at the time of this early study and that the presented resultsare not to be taken as a
real mass measurement but more as an additional discriminant to confirm the signal
presence. These methods have later been improved and applied to a larger amount of
data [128].

B-tagging. The b-tag algorithm used is the track-counting tagger looseworking
point (cf. Section2.5.4). The jet is identified as a b-jet if the impact parameters of
at least two tracks satisfies the loose working point requirement. This loose working
point has been chosen in order to reduce the rejection of signal events. This tagger
has an 80% efficiency on b-jets and suffers of 10% of fake rate from jets not originat-
ing from bottom quark. The distribution of the number of b-tagged jets is shown in
Fig.3.8. The uncertainties considered here are only determined from the scale factor
observed in data [127], and do not account for the correlation between bins and the
jets momentum dependency. Even if the statistical uncertainty is large, the data show
indeed a tendency to contain one or two b-tagged jets, as it isexpected fromtt events
from simulation.

Mass measurement methods. Because the top-quark measurement in itself is be-
yond the scope of this thesis, the methods are only briefly described, no uncertainties
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Figure 3.8: Distributions of b-tagged JPTJet multiplicityfor jets withpT > 30 GeV/c
and track-counter loose working point b-tagger, after the baseline scenario selection,
for the ee channel (a), theµµ channel (b), theeµ channel (c) and for all channels
combined (d), after 3.1 pb−1 of integrated luminosity.Z → ℓℓ containsZ → ττ .
The plain histograms are from simulation only, and the uncertainty from the number
of simulated events are small enough to be neglected. The shaded area displays the
uncertainty on the number of signal events corresponding tothe uncertainty in the
b-tag selection, based on the b-tagging knowledge for earlydata. The black dots
correspond to data, with statistical uncertainty. From [1].

study is developed and no measured top-quark mass value are unveiled. Two methods
have been tested, and the consistent results between the twostrengthen the confidence
in these methods.
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The “Kinematic Method” has been developed and used at the CDFexperiment [129].
The dileptonictt topology has six particles in its final states: two charged leptons,
two neutrinos and two bottom quarks. Each particle being described by four quad-
rimomentum components, there are twenty-four independentparameters (including
known masses). The eight parameters corresponding to the charged leptons (Pℓ− and
Pℓ+) are directly measured. The eight parameters corresponding to the bottom quarks
(Pb andPb̄) are given by the two leading jets of the events, even if non negligible
uncertainty on these values is introduced by the detector resolution. The six parame-
ters corresponding to the neutrinos, supposed to be massless, are constrained by the
measurement of the missing transverse energy,~6ET = ~pT,ν1

+ ~pT,ν2
. Again, large un-

certainty due to the resolution of the detector has to be taken into account. The world
average value for theW boson mass is assigned to the twoW bosons being produced
on-shell in the top decay and the condition that both top and antitop quark have the
same mass,mt = mt̄, is also imposed. These measurements and constraints lead to
a system with one degree of freedom. This extra degree of freedom is related to the
longitudinal balance with which thett system is produced described by the variable
pz:

pz = pz,t + pz,t̄ = pz,b1 + pz,ℓ1 + pz,ν1
+ pz,b2 + pz,ℓ2 + pz,ν2

, (3.1)

which is not expected to have a strong dependence in the top-quark mass. Assuming
the pz value from the Gaussian distribution obtained from simulation, the system is
then totally constrained for each of the two lepton-jet assignment. Varying the jets
and missing transverse energy values according to their reconstruction resolutions and
varying thepz value according to the simulated Gaussian distribution, all solutions for
which |mt1 −mt2 | < 3 GeV/c2 are accepted. The lepton-jet assignment chosen for the
mass measurement is the one that provides most of the solutions. The equations been
quadratic, more than one solution might be found for a given lepton-jet assignment
and a given smearing configuration. It has been found that thesolution corresponding
to the softer value of[Pb1 + Pℓ1 + Pν1

]2 + [Pb2 + Pℓ2 + Pν2
]2 reflects better the true

kinematics of thett events. This solution is then chosen such that there is at most one
solution for each smearing configuration. For a given event,the final top mass value
is extracted from a Gaussian fit on the(mt1 + mt2)/2 distribution.

The “Matrix Weighting Algorithm” has been developed and used at the DØ exper-
iment [130]. It uses, for each event, the solutions kinematically consistent with a
dileptonictt for a given top-quark mass hypothesis. Each of these solutions are then
weighted by the matrix element from the two leptons momenta for a top-quark mass
hypothesis. Repeating the process for each top-quark mass hypothesis and summing
the weights of each solution leads to a distribution of weights with respect to the top-
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quark mass. The higher weight mass value is assigned to the event, and finally, the
masses distribution is fit with simulated templates to extract the top-quark mass.

The kinematic event reconstruction is based on the measuredleptons and jets variables
and on the total transverse momentum of all other jets and particles (~pT,tt̄), which
corresponds to the transverse momentum of the top quarks pair.

Using theW boson and top-quark masses, the positively charged lepton momentum
and the associated bottom quark momentum allows the reduction of the top quark
transverse momentum (~pT,t) to an ellipse in thepx − py plane (and inversely for the
negatively charged lepton and the antibottom quark for the antitop quark). Knowing
that~pT,t+~pT,t̄ = ~pT,tt̄, the solutions for the two top quarks transverse momenta corre-
spond to the intersection of the ellipses defined for~pT,t and~pT,tt̄ − ~pT,t̄. The ellipses
intersection leads to a maximum number of solution of four, which is doubled due to
the ambiguity of the lepton-jet association. Due to the detector resolution and the ef-
fect of hard gluon radiation, the jets momenta do not always exactly correspond to the
bottom quarks momenta and lead to system with no solution (in∼ 15% of the cases).
This effect is compensated by computing solutions many times per event (1 000 for
data events, 100 for simulation events to save CPU time) withsmeared jets momenta.
The smearing is a normal distribution centred on the measured value with a width cor-
responding to the expected detector resolution. In summary, for each event, for each
top quark mass hypothesis and for each jets smearing configuration, a maximum of
four solutions are found when the positively charged leptonis associated to the lead-
ing jet, and a maximum of four solutions are found when the positively charged lepton
is associated tot the second leading jet. For each top quark mass hypothesis, the total
number of solution for one event is given by the sum of all the solutions for each jets
smearing configuration.

In order to emphasize the most probable kinematical solutions for amt top quark mass
hypothesis, a matrix element weightw using the two leptons momenta is computed:

w =
∑

F (x1)F (x2)p(E⋆
l+ |mt)p(E⋆

l− |mt) (3.2)

wherex1 andx2 are the Björkénx values for the initial state partons,F (x) is the
parton distribution function evaluated atQ2 = m2

t . The sum is done over the possible
leading order initial state partons (uū, ūu, dd̄, d̄d andgg). P (E⋆|mt) is the probability
density of observing a charged lepton of energyE⋆ in the rest frame of the top quark.

p(E⋆|mt) =
4mtE

⋆(m2
t − m2

b − 2mtE
⋆)

(m2
t − m2

b)
2 + M2

W (m2
t − m2

b) − 2M4
W

(3.3)

It leads to a weight curve distribution with respect to the top mass hypothesis, which
has been evaluated for 100 to 400 GeV/c2 by 1 GeV/c2 step. The value of the mass
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for which the weight is the higher, called “peak mass”, is used as measured top quark
mass before correction, which is biased by the simplified assumptions in the recon-
struction but strongly correlated with the top mass.
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Figure 3.9: Distributions of the top mass values extracted with the Matrix Weighting
Algorithm method (WMT) and the Kinematic method (KIN) detailed in the text, for
the eleven events (dots) passing the baseline scenario selection and for simulation
(dashed line and plain histogram), after 3.1 pb−1 of integrated luminosity. The last bin
contains overflow. From [1].

The top quark masses distributions, obtained from the eleven data events passing the
selection, and the expected distributions from simulations, are given in Fig.3.9, for the
two methods. The top quark mass can then be extracted by comparing these masses
distributions to simulated distribution templates for a range of top quark masses hy-
pothesis. The background contribution can also be taken into account using tem-
plates from simulation. These templates can be normalized from simulation, from
data-driven background estimation or as a free parameter inthe fit procedure.
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3.2 Data-driven background estimate

Even if the simulation appears to describe well the data in most of the cases, expec-
tations induced by real data are preferred, especially for the dominant backgrounds
or for behaviour depending of the tails of distributions, such as the probability of a
non-prompt lepton to pass the selection optimized to selectthe prompt leptons. In or-
der to reduce this dependence of the simulation, I use two methods [131] to determine
directly from data the amount of backgrounds:

• The Drell-Yan estimation from data, which uses the large amount of Drell-Yan
events in theZ mass peak in the invariant mass distribution in order to estimate
the amount of Drell-Yan events in the selected region;

• The estimation of fake leptons, which uses the probability of a fake lepton to
pass the lepton selection, obtained from data, to estimate the contamination of
these fake leptons into the selection.

The remaining backgrounds are the single-toptW , the diboson processes not con-
tributing to theZ mass peak and the Drell-Yan into two tau leptons. These back-
grounds are small with respect to the others and are therefore predicted with simula-
tion with a conservative uncertainty on their normalization (50%).

I apply both data-driven background estimate techniques tothe TrackJets scenario and
the baseline scenario.

3.2.1 Estimation of Drell-Yan background

The characteristic peak corresponding to theZ0 boson mass in the dileptonic invari-
ant mass distribution is rejected in the analysis, but can beused as a control region to
evaluate the number of Drell-Yan events selected. Assumingthat the simulated shape
of the Drell-Yan dileptonic invariant mass distribution isreliable, the scale factor be-
tween the amount of observed Drell-Yan events in the peak region and the predicted
events in simulation can be use to rescale the amount of predicted events outside the
peak region. In this context, the peaking background processes have to be distin-
guished from the non-peaking processes. The peaking background are the processes
containing aZ0 boson decaying into two electrons or two muons, which is the case of
the Drell-Yan and diboson processes. This is shortened inDY in the notation, due to
the dominance of the Drell-Yan contribution.

The scale factorRout/in is first determined in simulation after dileptonic selection
without Z-veto by comparing the number ofDY background events outside theZ
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window (Nout
DY MC) and the number ofDY background events inside theZ window

(N in
DY MC):

Rout/in =
Nout

MC DY

N in
MC DY

(3.4)

The estimated number of selected events for theseDY processes can then be estimated
from data, using the number of theseDY processes in theZ window region:

Nout
estimated DY = N in

obs DY · Rout/in (3.5)

Of course, the numberN in
obs DY is not directly known, due to the presence of other

processes. To evaluate these processes, the channeleµ, free ofDY background, is
considered. With respect to theeµ channel, the non-DY processes yield in theµµ

channel incurs a factor 1/2, but has also to be corrected for the difference between the
electron and the muon selection efficiencies:ǫµ/ǫe. This efficiency correction factor
can be extracted from the number of dileptonic events obtained from a loose selec-
tion (events passing the dileptonic selection withoutZ-veto in the TrackJets scenario,
and the same selection plus the jet selection without6ET for the baseline analysis),
assuming a same geometrical acceptance (Aℓℓ) for both channels:

Nobs loose
µµ

Nobs loose
ee

=
N true

µµ

N true
ee

· Aµµ

Aee
· ǫ2µ
ǫ2e

; (3.6)

The correction factorkµµ is therefore:

kµµ =
1

2

√

Nobs loose
µµ

Nobs loose
ee

(3.7)

which can be evaluated in an identical way for theee case.

This leads to the final equation of the estimation ofDY events outside the peak win-
dow for aℓℓ channel:

Nout
estimated DY ℓℓ = (N in

obs ℓℓ − kℓℓ · N in
obs eµ) · Rℓℓ

out/in (3.8)

The results in the TrackJets scenario are presented in Tab.3.6. The estimate of the
Drell-Yan contribution (Nout

estimated DY ) can be compared to the total number of data
events (Nout

total data) which also contain non Drell-Yan contributions. ForNjets = 0

andNjets = 1 bins where the Drell-Yan process dominates, it shows a consistent
results. TheNjets ≥ 2 bin provides the final number of the estimation of the Drell-
Yan used in the cross-section determination. The closure test performed with simu-
lations is also shown. I have evaluated the systematic uncertainty on the background



3.2. DATA-DRIVEN BACKGROUND ESTIMATE 103

Table 3.6: Results of the data-driven estimation of the Drell-Yan-like background to
ee andµµ channels in the TrackJets scenario, scaled to 3.1 pb−1 of integrated lumi-
nosity, in function of the TrackJet multiplicity.Rout/in is the ratio of Drell-Yan-like
background events in and out theZ0 peak region evaluated by simulation.kℓℓ is
the correction factor for the lepton efficiency evaluated indata.Nout

estimated DY is the
estimation of the Drell-Yan contamination in the out region. Nout

total data is the total
number of events observed in the out region, containing alsothe non Drell-Yan data.
Nout

MC DY est. is the estimation of the Drell-Yan contamination in the out region using
only simulated data.Nout

MC DY is the expected Drell-Yan-like contamination in the out
region in simulation. Uncertainties are based on the used statistic.

ee channel Njets = 0 Njets = 1 Njets ≥ 2

Rout/in 0.093± 0.002 0.104± 0.002 0.102± 0.002
kee 0.465± 0.029 0.470± 0.082 0.463± 0.179
Nout

estimated DY 77.912± 3.138 10.422± 1.062 2.041± 0.458
Nout

total data 90 15 2
Nout

MC DY est. 80.287± 3.198 11.673± 1.127 2.118± 0.467
Nout

MC DY 80.259± 1.056 11.645± 0.377 2.063± 0.166

µµ channel Njets = 0 Njets = 1 Njets ≥ 2

Rout/in 0.098± 0.002 0.105± 0.002 0.088± 0.002
kµµ 0.537± 0.036 0.532± 0.098 0.540± 0.223
Nout

estimated DY 90.875± 3.540 14.709± 1.281 2.367± 0.458
Nout

total data 103 15 9
Nout

MC DY est. 97.143± 3.697 13.311± 1.215 2.161± 0.438
Nout

MC DY 97.130± 1.181 13.284± 0.435 2.108± 0.174

yield estimate from this method at 25%, based on discrepancies between inclusive and
Njets ≥ 2 bins (15%) and in theNjets = 0 bin (25%). I have also evaluated the effect
of possible discrepancies between the real and the simulated Drell-Yan process shape
by varying the window edges. A2 GeV/c2 shift of the two boundaries in the same
direction, corresponding to a shift of theZ peak, leads to a∼ 6% variation of the
estimated background yield. A shift of the two boundaries inthe opposite direction,
corresponding to a wider or a narrowerZ peak, leads to a higher effect of∼ 12%. The
accuracy of theZ peak simulation can be evaluated in Drell-Yan dominated region,
and the possible effect is contained in the conservative uncertainty associated to this
method.
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Table 3.7: Results of the data-driven estimation of the Drell-Yan-like background toee
andµµ channels in the baseline scenario, scaled to 3.1 pb−1 of integrated luminosity,
in function of the JPTJet multiplicity, with and without themissing transverse energy
selection.Rout/in is the ratio of Drell-Yan-like background events in and out theZ0

peak region evaluated by simulation.Nout
estimated DY is the estimation of the Drell-Yan

contamination in the out region.Nout
total data is the total number of events observed in

the out region, containing also the non Drell-Yan data.Nout
MC DY is the expected Drell-

Yan-like contamination in the out region in simulation. Uncertainties are based on the
used statistic.

without 6ET selection:

ee channel Njets = 0 Njets = 1 Njets ≥ 2

Rout/in 0.092 0.11 0.11± 0.01
Nout

estimated DY 76± 3 12± 1 2.9± 0.6
Nout

total data 87 15 6
Nout

MC DY 79 13 2.6± 0.1

µµ channel Njets = 0 Njets = 1 Njets ≥ 2

Rout/in 0.096 0.12 0.11± 0.01
Nout

estimated DY 88± 3 17± 1 3.8± 0.7
Nout

total data 99 21 7
Nout

MC DY 96 15 2.9± 0.1

with 6ET selection:

ee channel Njets = 0 Njets = 1 Njets ≥ 2

Rout/in 0.26± 0.05 0.17± 0.03 0.10± 0.02
Nout

estimated DY 0.01+0.3
−0.01

+0.2
−0.01 0.3± 0.2± 0.2 0.8± 0.4± 0.4

Nout
MC DY 0.20± 0.04 0.27± 0.05 0.14± 0.03

µµ channel Njets = 0 Njets = 1 Njets ≥ 2

Rout/in 0.44± 0.06 0.28± 0.03 0.15± 0.03
Nout

estimated DY 0.0+0.3
−0.0

+0.2
−0.0 1.7± 0.7± 0.8 0.6± 0.4± 0.3

Nout
MC DY 0.54± 0.07 0.68± 0.07 0.28± 0.05

The results in the baseline scenario are presented in Tab.3.7. The systematic uncer-
tainty for this method is dominated by the dependence ofRout/in on event selection,
mainly on the6ET cut and slightly on the overall scale of the event. The systematic
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uncertainty is then evaluated at 50%, based on the differences between the results with
jets with and without6ET cut, which is conservative in theNjets ≥ 2 bin.

3.2.2 Estimation of fake leptons

The multijet QCD processes, theW+Jets process and the semileptonictt process can
contaminate the signal selection if some reconstructed andselected leptons are in fact
non-prompt fromW boson. These leptons are called “fake leptons” and regroup the
reconstructed leptons that do not correspond to a real lepton but also the leptons from
heavy flavour decays, decays in flight of mesons or photon conversions. These leptons
pass the lepton selection if they are located in the tails of the discriminant distributions
for which the simulation is less reliable.

In order to evaluate the rate of fake lepton passing the lepton selection, the fake rate
(FR) or tight-to-loose ratio (RTL, or R as used in the following formulae) is deter-
mined [132]. The previously defined lepton selection is called “tight selection” and a
second selection, looser than the tight selection, the “loose selection” is defined. The
fake rate is defined as the ratioR, obtained for differentpT andη regions, between
the number of leptons passing the tight selection and the number of leptons passing
the loose selection.

The loose selection for muons consists of relaxing the cut onthe normalizedχ2 of the
global fit of the track to< 50, the cut on the transverse impact parameter with respect
to the beam-spot to< 2 mm and the cut on the combined isolation to< 0.4. The loose
selection for electrons consists of removing the electron identification and the cut on
the impact parameter with respect to the beam-spot.

The fake rate is evaluated from a multijet QCD sample. It is assumed that the number
of leptons in the event does not affect the fake rate and that the evaluation of the fake
rate in multijet QCD sample corresponds to the fake rate in the signal region. The
initial idea was to obtain a QCD sample triggered by jets. Unfortunately, the lowpT

jet triggers are heavily prescaled, which leads to insufficient statistics. Single lepton
triggers have been used instead, to obtain a QCD sample populated with lepton, and
a jet trigger has been simulated by an offline jet requirement(at least one jet with
puncorr

T > 15 GeV/c). If there is no lepton identification or isolation requirements in
the lepton trigger (which is the case here), this leads to a similar sample than the one
that should be obtained by asking a jet trigger and an offline lepton requirement. In
case of events with one lepton and one jet, these two objects should be well separated
(∆R > 1) to avoid trigger bias. The lepton considered for the fake rate evaluation
is the one corresponding to the lepton trigger (∆R < 0.4 between the offline and the
online lepton). In this sample, there is a contamination of prompt leptons, mainly
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from W decays. This contamination can be reduced by requiring low missing energy
(tcMET < 20 GeV) and a low transverse mass (MT < 25 GeV), which has no signifi-
cant impact on results from multijet QCD process. TheW contamination is however
still significant for leptons withpT higher than 35 GeV/c, especially for muons. To
avoid this and because the leptons in multijet QCD background are expected to popu-
late lowpT region, the fake rate is evaluated up topT = 35 GeV/c, and this last value
is used as the fake rate for leptons with higherpT . The obtained values of the fake rate
for muons and electrons for differentpT and|η| bins are given in Tab.3.8and Tab.3.9.

Table 3.8: Fake rate (R) values for muons obtained for differentη andpT bins from
the method discussed in the text.
muons 0. ≤ |η| < 1. 1. ≤ |η| < 1.479 1.479 ≤ |η| < 2. 2. ≤ |η| ≤ 2.5

10 < pT ≤ 15 0.320± 0.004 0.357± 0.007 0.352± 0.007 0.381± 0.012
15 < pT ≤ 20 0.246± 0.009 0.257± 0.014 0.306± 0.014 0.345± 0.025
20 < pT ≤ 25 0.241± 0.017 0.289± 0.030 0.255± 0.026 0.253± 0.048
25 < pT ≤ 30 0.206± 0.026 0.218± 0.047 0.340± 0.049 0.147± 0.061
30 < pT ≤ 35 0.243± 0.051 0.143± 0.059 0.343± 0.080 0.188± 0.098

Table 3.9: Fake rate (R) values for electrons obtained for differentη andpT bins from
the method discussed in the text.
electrons 0. ≤ |η| < 1. 1. ≤ |η| < 1.479 1.479 ≤ |η| < 2. 2. ≤ |η| ≤ 2.5

10 < pT ≤ 15 0.191± 0.006 0.226± 0.008 0.205± 0.009 0.227± 0.007
15 < pT ≤ 20 0.180± 0.009 0.257± 0.016 0.291± 0.019 0.236± 0.012
20 < pT ≤ 25 0.160± 0.015 0.294± 0.028 0.336± 0.031 0.243± 0.018
25 < pT ≤ 35 0.193± 0.022 0.256± 0.035 0.396± 0.034 0.291± 0.021

Dileptonic events can then be divided in three categories: events containing two lep-
tons passing the tight selection (nn events), events containing one lepton passing the
tight selection and a second lepton passing only the loose selection and not the tight se-
lection (nn̄ events) and events containing two leptons passing only the loose selection
and not the tight selection (n̄n̄ events).

The multijet QCD events passing the selection are dominatedby two fake leptons. The
fake rate (R) being the probability of having a fake lepton passing the tight selection,
the number of multijet QCD events having two leptons passingthe selection can be
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estimated from the number ofn̄n̄ events (Nn̄n̄):

NQCD
nn =

∑

i,j

RiRj

(1 − Ri)(1 − Rj)
N ij

n̄n̄, (3.9)

wherei andj stand for thepT -η binning and the flavour of each lepton.

In the same way, theW+Jets background (and also the semileptonictt) being mainly
composed of one prompt lepton and one fake lepton, the estimation of the number of
events passing the selection is obtained from the number ofnn̄ events (Nnn̄):

NWj,raw
nn =

∑

i,j

Rj

(1 − Rj)
N ij

nn̄. (3.10)

However, theNnn̄ number can be contaminated by multijet QCD events where only
one fake lepton passes the tight selection. In the opposite way, this number can also
contain signal events where one prompt lepton does not pass the tight selection. In
order to correct for these contribution, the final estimate for W+Jets is given by:

NWj
nn = NWj,raw

nn − 2NQCD
nn − ∆signal. (3.11)

The QCD contamination corresponds indeed to 2NQCD
nn , and the signal spillage is

∆signal = Nnn · SRℓℓ′ , with the spillage rateSRℓℓ′ . The signal spillage for the
ee andµµ cases is evaluated from a sample dominated by pure prompt andisolated
leptons dileptonic events. This is achieved by selectingZ events passing the loose
selection. For example, in theee case:

SRee =
1

NZee
nn

∑

i,j

Rj

1 − Rj
N ij,Zee

nn̄ (3.12)

And the signal spillage for theeµ case is given bySReµ = 0.5(SRee + SRµµ). The
fact that the signal region contains two more jets with respect to the usedZ sample
is supposed to have a negligible effect in theee case thanks to the choice of the loose
selection for electron not relaxing the isolation. But it can have an effect on theµµ

case, the isolation being affected by the presence of jets, which is then underestimating
the spillage. For analysis with higher integrated luminosity, where aZ sample with
two jets is statistically sufficient, this bias can be avoided by adding the jet selection.

The first source on systematic uncertainties comes from differences between the QCD
sample used to determine the fake rate and the sample on whichthe fake rate is ap-
plied. The main differences are the jet momentum spectrum, which affects the lepton
isolation, and the flavour content. Other subdominant biases are induced by the trig-
gers used or by the electroweak signal contribution or statistical limitation during the
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Table 3.10: Estimated contamination in the TrackJets scenario of multijet QCD
(NQCD

nn ), uncorrected for spillageW+Jets (NWj,raw
nn ) and for the positive defined

total of fake leptons contamination after 3.1 pb−1 of integrated luminosity for each
channel. This can be compared with the expected contamination from fake leptons in
simulation, the total number of events expected in simulation and the total observed
data events.∆signal is the signal spillage forW+Jets. The uncertainties are statistical,
systematic + statistical or not given if negligible or straightforward. The uncertainty
for 0 is computed assuming 1 event atR = 0.3.

Channel ee µµ eµ

NQCD
nn 0.3 ± 0.3 ± 0.3 0.2 ± 0.1 ± 0.2 0.0 +0.2

−0.0
+0.1
−0.0

NWj,raw
nn 0.2 ± 0.2 ± 0.1 0.2 ± 0.2 ± 0.2 0.0 +0.4

−0.0
+0.2
−0.0

Simulation with fakes 0.06 0.02 0.02

Total from simulation 5.0 4.2 5.0

Events in data 2 9 5

∆signal 0.10 ± 0.07 0.11 ± 0.04 0.06 ± 0.03

Fakes in data −0.19 ± 0.42 ± 0.35 −0.05 ± 0.26 ± 0.29 −0.06 +0.47
−0.0

+0.20
−0.0

Fakes in data pos. def. 0.0 +0.42
−0.0

+0.35
−0.0 0.0 +0.26

−0.0
+0.29
−0.0 0.0 +0.47

−0.0
+0.20
−0.0

fake rate determination. The systematic uncertainty on thefake rate has been conser-
vatively estimated to±50% for electrons and+50

−100% for muons (because the loose
selection relaxes the isolation condition, which increases the bias of the jet momen-
tum spectrum). This leads to an uncertainty of 50% (resp. 100%) on the rawW+Jets
estimation (resp. on the QCD estimation) for the electrons and +50

−100% (resp. +100
−100%)

for the muons.

The results obtained with the fake lepton estimation methodare given for each channel
in Tab.3.10and Tab.3.11for the TrackJets scenario and the baseline scenario respec-
tively. Due to the subtraction of the QCD contamination and the signal spillage, the
final number can be negative. This is due to the statistical fluctuation of the indepen-
dent samples used to evaluate the different contributions.The statistical uncertainties
being taken into account, negative results are compatible with positive solutions, and
I then use the positive defined solution with the same uncertainty in the cross-section
determination. The results can also be detailed for each jetmultiplicity bins for all
channels combined, cf. Tab.3.12for the baseline scenario.
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Table 3.11: Estimated contamination in the baseline scenario of multijet QCD
(NQCD

nn ), uncorrected for spillageW+Jets (NWj,raw
nn ) and for the positive defined

total of fake leptons contamination after 3.1 pb−1 of integrated luminosity for each
channel. This can be compared with the expected contamination from fake leptons in
simulation, the total number of events expected in simulation and the total observed
data events.∆signal is the signal spillage forW+Jets. The uncertainties are statistical,
systematic + statistical or not given if negligible or straightforward. The uncertainty
for 0 is computed assuming 1 event atR = 0.3.

Channel ee µµ eµ

NQCD
nn 0.0 +0.1

−0.0
+0.1
−0.0 0.08 ± 0.08 ± 0.08 0.09 ± 0.09 ± 0.09

NWj,raw
nn 0.4 ± 0.4 ± 0.2 0.2 ± 0.2 ± 0.2 0.0 +0.4

−0.0
+0.2
−0.0

Simulation with fakes 0.07 0.01 0.15

Total from simulation 1.8 2.1 4.9

Events in data 3 3 5

∆signal 0.13 ± 0.08 0.07 ± 0.04 0.17 ± 0.08

Fakes in data 0.3 ± 0.4 ± 0.2 0.1 ± 0.2 ± 0.2 −0.3 +0.4
−0.1

+0.2
−0.1

Fakes in data pos. def. 0.3 ± 0.4 ± 0.2 0.1 ± 0.2 ± 0.2 0.0 +0.4
−0.0

+0.2
−0.0

Table 3.12: Estimated contamination in the baseline scenario of multijet QCD
(NQCD

nn ), uncorrected for spillageW+Jets (NWj,raw
nn ) and for the positive defined

total of fake leptons contamination after 3.1 pb−1 of integrated luminosity for JPTJet
multiplicity bin. This can be compared with the expected contamination from fake
leptons in simulation, the total number of events expected in simulation and the total
observed data events.∆signal is the signal spillage forW+Jets. The uncertainties are
statistical, systematic + statistical or not given if negligible or straightforward.

Mode Njets = 0 Njets = 1 Njets ≥ 2

NQCD
nn 0.2 ± 0.1 ± 0.2 0.1 ± 0.1 ± 0.1 0.2 ± 0.1 ± 0.1

NWj,raw
nn 0.3 ± 0.3 ± 0.2 1.1 ± 0.7 ± 0.6 0.6 ± 0.5 ± 0.3

Simulation with fakes 1.1 0.3 0.2

Total from simulation 3.8 4.8 8.9

Events in data 5 5 11

∆signal 0.2 ± 0.1 0.2 ± 0.1 0.4 ± 0.1

Fakes in data 0.0 +0.3
−0.3

+0.3
−0.3 0.9 ± 0.7 ± 0.6 0.1 ± 0.5 ± 0.3

Fakes in data pos.def. 0.0 +0.3
−0.0

+0.3
−0.0 0.9 ± 0.7 ± 0.6 0.1 +0.5

−0.1
+0.3
−0.1
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3.3 Systematic uncertainties

I have considered several sources of systematic uncertainties in this study: the lim-
itations or the approximations in theory used to model the simulated events, the ex-
perimental effects and biases which affect the event selections, and the determination
of the integrated luminosity. The current section describes the two first point, the
experimental uncertainties containing the effect of the pile-up and the selection effi-
ciency. The theoretical and experimental systematic uncertainties on the backgrounds
are treated together in the last part of this section. At the time of this study, the
integrated luminosity uncertainty was assumed to be 11%, asstated in [90]. This
uncertainty has been reexamined later to 4% without modification of the integrated lu-
minosity value. However, the results presented in this thesis use the 11% uncertainty
value to correspond to the published results. This uncertainty is quoted separately.

The summary of the systematic uncertainties that are developed in the following sec-
tion is available in Section3.4.2, in Tab.3.14and Tab.3.15for the TrackJets scenario
and the baseline scenario respectively.

3.3.1 Theoretical uncertainties

In order to evaluate the systematic uncertainties on the selected events due to an ef-
fect of a theoretical tuning of the Monte Carlo generator, signal samples have been
produced in different configurations.

The signal has been simulated with increased or reduced initial and final state radia-
tions rate. Compared to the nominal setup, there is a 0.98± 0.01 factor (the uncer-
tainty is statistical only) on the number of selected eventsfor the larger radiation rate
and 0.99± 0.01 for the smaller radiation rate. Within the statisticaluncertainties, these
results are consistent with an absence of any effect with 1% systematic uncertainty. I
have not evaluated theQ2 scale parameter uncertainty for this study. However, more
recent results have shown that a reasonable variation of theQ2 scale in simulation
leads to uncertainties of the order of 2%. This uncertainty is not included in the final
results.

In order to evaluate an effect in the simulation of the tau andthe heavy flavour hadronic
decays, the signal has been simulated with tools dedicated to model more accurately
these processes and not used to generate the signal sample used in the analysis. These
tools areEVTGEN [133] for the heavy flavour hadronic decays andTAUOLA [134]
for the tau decays. Using or not these tools on the signal generation, the amount of
selected events varies by 2%, which is the value used as systematic uncertainty.
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The signal sample has been generated with MADGRAPH, which uses the leading order
value of 1/9 as a branching ratio for the leptonic decay of theW boson. The current
world average is 0.1080± 0.0009 [28]. Because the final result is the inclusive cross
section extracted from a dileptonic selection, the simulated signal acceptance is tuned
by a scale factor of (0.1080· 9)2 = 0.9448, with a corresponding systematic uncer-
tainty of 1.7%.

Some uncertainties also arise from parton distribution functions. Using the weight
method [135] at generator level with the default CTEQ6.1 PDF in the MADGRAPH

signal sample, the uncertainty on the acceptance can be obtained. The generator level
selection is consistent with the analysis selection, asking two leptons with|η| < 2.5
andpT > 20 GeV/c and two jets with|η| < 2.5, pT > 30 GeV/c and not close to a
selected lepton (∆R > 0.4). This leads to a relative uncertainty of 0.5%. Reweighting
the central value of the acceptance to correspond to the MSTW2008 NLO [14] at 68%
C.L. and NNPDF2.0 PDFs [136] leads to a variation smaller than 0.1%, as well as a
reweighting using the CTEQ6.6 PDFs [137] with maximal and minimalαs. Because
these variations are negligible, the PDF uncertainties arenot taken into account in the
total systematic uncertainty.

3.3.2 Pile-up uncertainties

During the harvesting of the 3.1 pb−1 of integrated luminosity, the proton beams con-
ditions were such that during each bunch crossing, on average, two proton-proton
interactions were expected. Even if an extra contribution due to the pile-up is softer
than a dileptonic interaction (the probability of two hard interactions occurring simul-
taneously decreases exponentially), it can have an effect on the event selection, due to
higher hadronic activity. Firstly, more jets and a higher missing energy are observed.
This increases the probability of passing the jets and missing transverse energy selec-
tion for the background. For the signal, the effect is smaller, because rejected signal
events for these cuts are already small. Secondly, the lepton isolation is deteriorated,
reducing the probability to pass the selection. These two effects have thus opposite
consequences on the selection, which contribute to the systematic uncertainty of the
selection. The lepton isolation efficiency is however determined in data, and therefore
takes into account pile-up effects.

In order to evaluate the total effect of pile-up on the selection, simulated signal samples
with and without realistic pile-up conditions are compared. If the predicted effects on
isolation and jets are indeed observed, the net effect appears to be negligible and no
additional systematic uncertainties are assigned due to pile-up.
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I have also tested pile-up effects on data, after the dileptonic selection without the
Z-veto. If two proton-proton interactions happen in one event, there is a high prob-
ability that the corresponding two primary vertices will bereconstructed separately
(cf. Section2.2.2). Therefore, the subset of events with only one primary vertex
is dominated by events where no additional proton-proton interaction has happened,
while the complementary set of events with more than one primary vertex is dominated
by events affected by pile-up. Comparing these two sets allows the determination of
the effect of pile-up in data. The considered reconstructedvertices have to correspond
to a vertex reconstructed from tracks, with a number of degrees of freedom higher
than four for the vertex fit, and have to be located sufficiently close to the centre of
the detector (the distance in the transverse plane (ρ) should be less than 2 cm and
the longitudinal distance (z) should be less than 24 cm). The Fig.3.10(a) shows the
vertex multiplicity in data, after the dileptonic selection without theZ-veto.
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Figure 3.10: Effect of the pile-up in data, after the dileptonic selection without theZ-
veto for 3.1 pb−1 of integrated luminosity for all channels combined. The uncertainties
are statistical. (a) Vertex multiplicity, for a vertex selection as described in the text.
(b) Distribution of the transverse momentum of TrackJets for events with one primary
vertex, and for events with more than one primary vertex separated for the TrackJets
associated to the dileptonic interaction vertex and the others.

An effect on isolation is observed in the calorimeter isolation, but for a 0.3 cone iso-
lation and a relative combined isolation cut at 0.15, this effect has no impact on the
selection.

The effect of the pile-up on jets multiplicity can also be observed by comparing the
one-vertex events and the more-than-one-vertex events. This effect is visible for low
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pT jets only, and appears to be negligible for a cut at 30 GeV/c on the jet transverse
momentum as used in this study. The additional jets from the extra interactions have
indeed low transverse momentum, as visible using TrackJetswhere jets from the dilep-
tonic interaction primary vertex are separated from jets from another vertex, Fig.3.10
(b).

Additional pile-up interactions can also affect the momentum of the jets belonging
to the dileptonic interaction, if some particles from the additional interaction create
deposits clustered inside the dileptonic interaction jet.The effect is already reduced
by several techniques: the offset correction already rejects typical low energy pile-up
deposits, and pile-up correction factor depending on the number of vertices can also
be applied. Moreover, for track corrected jets, this effectcan be avoided by asking
that the considered tracks belong to the interesting primary vertex. This is however
not the default configuration of the PFJets and JPTJets reconstructions and this feature
has not been used in this study. In order to check this effect in data, TrackJets, which
are not affected thanks to the default vertex association during the reconstruction (cf.
AppendixA.4), can be used. I have performed a geometrical matching between the
TrackJets and a CaloJet, and I have compared thepT ratio between these two jets for
one vertex events and for more than one vertex events. For theregion of interest of
this study, no statistically relevant shift in the CaloJetpT has been observed.

3.3.3 Uncertainties from leptonic and jet selections

The leptonic selection efficiencies can be factorized in several parts: the trigger selec-
tion for dileptonic events, the reconstruction efficiency,the identification and isolation
efficiency and the charge identification. These efficiency uncertainties have been dis-
cussed in Section1.2.4for trigger efficiency, Section2.3.4and2.4.4for the reconstruc-
tion efficiency, the identification and selection efficiencyand the charge identification.
These efficiencies are in general valid for Drell-Yan events, and have to be corrected
for dileptonictt events, as stated in Section2.3.4.

Comparing the data and the simulation for these four efficiencies, it appears that the
results are consistent and that no scale factor correction is needed for the lepton effi-
ciency. The systematic uncertainties are evaluated as 100%of the differences between
results from data and simulation. And the systematic uncertainty for the Drell-Yan to
dileptonictt correction has been taken as 50%. This is summarized in Tab.3.13for
each channel and for the three channels combined.

The uncertainty due to the jet energy scale has also to be evaluated. In the Track-
Jets scenario, I have considered apT resolution of 5%, which is conservative with
respect to the results for TrackJets (cf. AppendixA). Therefore, I have performed
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Table 3.13: Summary of relative systematic uncertainties for dileptonictt selection
for each lepton selection contribution, for the each channel and the three channels
combined.

Channel ee µµ eµ All

Trigger 0.1% 1% 0.3% 0.3%
Reconstruction 3% 3% 2.1% 2.1%
Identification and isolation 5% 1% 2.5% 2.5%
Opposite sign 0.4% <0.1% 0.2% 0.2%
Simulationtt vs Z 4% 4% 2.8% 2.8%

Combined 7.1% 5.2% 4.4% 4.4%

the selection with a±5% variation on the momentum scale of the jets. The system-
atic uncertainty is evaluated as 100% of the variation of theselected events, which is
3.1%, 2.9% and 3.2% for theee, µµ andeµ channels respectively. For the baseline
analysis, the jet energy scale for jets in the interest region is evaluated at 5%, which is
the recommended value for the jets corrected with respect totracker information. The
selection is performed with a simultaneous± 5% variation on the hadronic energy of
the jets and of the missing transverse energy. The systematic uncertainty is evaluated
as 100% of the variation of the selected events, which is 3.8%, 4.0% and 3.4% for the
ee, µµ andeµ channels respectively.

3.3.4 Background uncertainties

The backgrounds are affected by the same systematic uncertainties than the signal, but
in addition, the uncertainty on their total cross sections,impacting directly their rate,
has to be considered. The backgrounds uncertainty for the background predicted by
data-driven methods is given by the results of these methods, as discussed in Section
3.2. For the Drell-Yan into two electrons or two muons, it is described in Section3.2.1
and the systematic uncertainty is evaluated at 25% for the TrackJets scenario and 50%
for the baseline scenario. For the multijet QCD, theW+Jets and the semileptonictt,
it is described in Section3.2.2and the systematic uncertainties are visible in Tab.3.10
and Tab.3.11. The remaining backgrounds are small and totally rely on thesimulation
prediction. I have assigned a 50% fractional systematic uncertainty to these back-
ground, which is conservative (considering 15-20% for theoretical cross-section, 11%
for luminosity, 5% for leptonic selection and 10% for energyscale). The background
uncertainty is higher for the TrackJets scenario, where thesignal-over-background
ratio is higher.
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3.4 First cross-section determination

This section describes the method used to extract the cross section, summarizes the
expectations from simulations or data-driven methods and presents the final results.

3.4.1 Simple counting method

The cross-sectionσtt̄
data determination is based on a simple counting method for the

sum of the events in the three channels:

σtt̄
data = σtt̄

SM

Sobs

SF · Sexp
=

Sobs

SF · L · A, (3.13)

whereσtt̄
SM is the theoretical cross section,Sobs the number of observed signal events

(Sobs = N−B whereN is the number of observed events andB the expected number
of background events),Sexp the expected number of signal events directly from sim-
ulation andSF a scale factor taking into account the differences between simulation
and real data. This equation can also be expressed in term of integrated luminosityL
and the acceptance of the selectionA obtained directly from simulation. The Standard
Model NLO prediction for the theoretical cross section isσtt̄

SM = 157.5 pb [24].

More complex methods to extract the cross section or to combine the different channel
are possible, but at this early stage dominated by statistical uncertainty, no real gain is
reached.

The scale factorSF is the product of all the factors to consider to adjust the simulation
to reality and to take into account the systematic uncertainties. These corrections are:

• The correction due to the theoretical modelling of the fraction of events passing
the selection;

• The differences in event selections, for leptons, for jets and missing transverse
energy;

• The scaling factor between the observed integrated luminosity and the real inte-
grated luminosity.

As shown in Section3.3, the majority of these factors are centred on the unity. Only
the branching ratio induces a factor 0.945, cf. Section3.3.1, which leads toSF =

0.945.
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The equations for statistical and systematic uncertainties can be derived from Eq.3.13.
The absolute statistical uncertainty on the observed crosssection (δstat(σ

tt̄
data)) is

given by:

δstat(σ
tt̄
data) = σtt̄

SM

√
N

Sexp
= σtt̄

data

√
N

Sobs
, (3.14)

whereN is the total number of observed events. The absolute systematic uncertainty
on the observed cross section (δsyst+lumi(σ

tt̄
data)) is given by:

δsyst+lumi(σ
tt̄
data) = σtt̄

data

√

(

δB

Sobs

)2

+ (δSF )2, (3.15)

whereδB is the systematic uncertainty on the expected number of events for back-
grounds, from simulations or data-driven methods, andδSF is the systematic uncer-
tainty on the scale factor. Assuming all scale factor uncertainties to be uncorrelated
and with Gaussian behaviour,δSF =

√
∑

i(δSFi)2. It is informative to separate the
integrated luminosity uncertainty from other systematic uncertainties, and for the fol-
lowing, δsyst+lumi(σ

tt̄
data) is divided and renamed inδsyst(σ

tt̄
data) andδlumi(σ

tt̄
data),

whereδsyst does not contain the luminosity part.

3.4.2 Results with the first data

Using the data-driven methods described in Section3.2, the summary of expected sig-
nal and backgrounds compared to observed data is presented in Tab.3.16and Tab.3.17
for the TrackJet scenario and the baseline scenario respectively. For illustration, the
JPTJets multiplicity after the full selection with data-driven expected background and
combined background uncertainties is shown in Fig.3.11.

Applying the number of events (summarized in Tab.3.16and Tab.3.17) and the uncer-
tainties values (summarized in Tab.3.14and Tab.3.15) to the formulae described in
Section3.4.1, I have derived the cross section.

For the TrackJets scenario:

σ(pp → tt̄) = 221 ± 81(stat.) ± 34(syst.) ± 24(lumi.)pb

For the baseline scenario:

σ(pp → tt̄) = 194 ± 72(stat.) ± 24(syst.) ± 21(lumi.)pb
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Table 3.14: Summary of relative systematic uncertainties on the observed cross section
for each channel and the three channels combined, for the TrackJets scenario. The
details of the extraction of these numbers are given in Section 3.3.

Channel ee µµ eµ All

Lepton selection 7.1% 5.2% 4.4% 4.4%
TrackJets momentum scale 3.1% 2.9% 3.2% 3.1%
ISR/FSR 1% 1% 1% 1%
Decay model 2% 2% 2% 2%
Branching ratio 1.7% 1.7% 1.7% 1.7%
Subtotal (no backgrounds, no luminosity) 8.2% 6.6% 6.1% 6.1%

Backgrounds (δB/Sexp) 51% 45% 11% 19%

Total without luminosity 51% 45% 13% 20%

Integrated luminosity 11% 11% 11% 11%

Table 3.15: Summary of relative systematic uncertainties on the observed cross section
for each channel and the three channels combined, for the baseline scenario. The
details of the extraction of these numbers are given in Section 3.3.

Channel ee µµ eµ All

Lepton selection 7.1% 5.2% 4.4% 4.4%
Energy scale 3.8% 4.0% 3.4% 3.7%
ISR/FSR 1% 1% 1% 1%
Decay model 2% 2% 2% 2%
Branching ratio 1.7% 1.7% 1.7% 1.7%
Subtotal (no backgrounds, no luminosity) 8.6% 7.1% 6.2% 6.4%

Backgrounds (δB/Sexp) 50% 40% +10
−5 % 15%

Total without luminosity 50% 40% +12
−8 % 16%

Integrated luminosity 11% 11% 11% 11%

This is consistent with less than one standard deviation with the NLO theoretical cross
section of 157.5+23.2

−24.4 pb for a top quark mass ofmt = 172.5 GeV/c2. The dominant
uncertainty is statistical. The two methods provide similar precision, with a total
uncertainty of∼ 40%, slightly better for the baseline scenario. This is due to the worse
signal-over-background ratio of the TrackJets scenario which increases the systematic
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Table 3.16: Expected signal and background yields after theTrackJets scenario se-
lection, from simulation (MC) and data-driven estimation (data), after 3.1 pb−1 of
integrated luminosity, for theee channel, theµµ channel, theeµ channel and for all
channels combined. The uncertainties are statistical and systematic. The last line
gives the number of observed events in data.

Channel ee µµ eµ all

Drell-Yan (data) 2.0 ± 0.7 2.4 ± 0.7 N/A 4.4 ± 1.3

QCD (data) 0.3 ± 0.4 0.3 ± 0.2 0.0 ± 0.2 0.5 ± 0.5

W+Jets (data) −0.5 ± 0.7 −0.2 ± 0.4 −0.06 ± 0.6 −0.8 ± 1.0

Others (MC) 0.16 ± 0.08 0.19 ± 0.09 0.29 ± 0.14 0.6 ± 0.3

Total background 2.2 ± 0.9 2.6 ± 0.8 0.3 ± 0.5 5.1 ± 1.6

Dileptonictt (MC) 1.7 ± 0.1 1.9 ± 0.1 4.6 ± 0.3 8.2 ± 0.5

Total expected 3.9 ± 0.9 4.4 ± 0.9 4.9 ± 0.6 13.3,±1.6

Observed data 2 9 5 16

Table 3.17: Expected signal and background yields after thebaseline scenario selec-
tion (using JPTJets), from simulation (MC) and data-drivenestimation (data), after
3.1 pb−1 of integrated luminosity, for theee channel, theµµ channel, theeµ channel
and for all channels combined. The uncertainties are statistical and systematic. The
last line gives the number of observed events in data.

Channel ee µµ eµ all

Drell-Yan (data) 0.8 ± 0.4 ± 0.4 0.6 ± 0.4 ± 0.3 N/A 1.4 ± 0.5 ± 0.5

Evts with fakes (data)0.3 ± 0.4 ± 0.2 0.1 ± 0.2 ± 0.2 −0.3 +0.4
−0.1

+0.2
−0.1 0.1 ± 0.5 ± 0.3

V V (MC) 0.03 ± 0.02 0.03 ± 0.02 0.08 ± 0.04 0.13 ± 0.07

Single top (MC) 0.05 ± 0.03 0.05 ± 0.03 0.15 ± 0.08 0.25 ± 0.13

Drell-Yan ττ (MC) 0.04 ± 0.02 0.07 ± 0.03 0.07 ± 0.04 0.18 ± 0.09

Total backgrounds 1.2 ± 0.7 0.8 ± 0.6 0.3 +0.4
−0.1 2.1 ± 1.0

Dileptonictt (MC) 1.5 ± 0.1 1.7 ± 0.1 4.5 ± 0.3 7.7 ± 0.5

Total expected 2.7 ± 0.7 2.6 ± 0.6 4.8 ± 0.5 9.8 ± 1.1

Observed data 3 3 5 11

uncertainty due to the background and compensates the slightly better jet energy scale
uncertainty and statistical uncertainty. For comparison,the last results from the CDF
Run I [138] after 109± 7 pb−1 of integrated luminosity were accompanied by 48%
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Figure 3.11: Distributions of corrected JPTJet multiplicity for jets with pT >

30 GeV/c after the baseline scenario selection without the two jets cut, for theee chan-
nel (a), theµµ channel (b), theeµ channel (c) and for all channels combined (d), after
3.1 pb−1 of integrated luminosity. The plain histograms are from simulation or data-
driven estimates. The shaded area describes the total uncertainty on the background
contribution. The black dots correspond to data, with statistical uncertainty. From [1].

of uncertainty and the first CDF Run II results [139] after 197± 12 pb−1 by 36%.
This result, at 3.1 pb−1 of integrated luminosity, shows a good control of the detector
and the tools used to extract the cross section, and paves theway for a more precise
measurement at higher luminosity.
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3.5 Latest results on cross-section determina-
tion

Since this first result, the CMS collaboration has continuedits efforts. Following this
early measurement,tt cross-section results have been published for the data harvested
during the year 2010 (35.9± 1.4 pb−1 of integrated luminosity) [17], using the dilep-
tonic and the semileptonic channels.

The dileptonic results [128] are mainly based on an update from the baseline scenario
technique described in this thesis. In addition to the baseline selection, two other
selections have been defined, providing three selections inthe three channels (ee, eµ,
µµ). Using the simple counting method describes in Section3.4.1, this lead to nine
measurements, which are combined together used the best linear unbiased estimator
technique (BLUE) [140].

The first selection is very similar to the one described in thebaseline scenario. The trig-
gers are of course adapted to the ones used for these data, butstill provide really high
efficiency for the dileptonic selection. The consistency with respect to triggers has
been improved, requiring at least one lepton consistent with the trigger requirement.
The lepton selection is slightly improved (Ecalo

T > 15 GeV and no ECal cleaning for
electrons,|η| < 2.4 for muons) and the threshold in the dileptonic invariantmass is
slightly increased up to 12 GeV/c2 (to reject Upsilon meson tail). The selected jets are
reconstructed with the Particle Flow algorithm and benefitsfrom residual corrections
derived from data. The jet identification criteria have alsobeen updated. No missing
transverse energy cut is applied in theeµ channel.

The second selection is defined on top of the first selection and uses b-tagging al-
gorithm, which has been found to be reliable in the measurements after 3.1 pb−1 of
integrated luminosity. The high efficiency track counting algorithm (cf. Section2.5.4)
has been used to select events with at least one b-tagged jet.

The third selection of events is similar to the first one, but selects events with exactly
one jet. This leads to more background-contaminated samples, but can provide some
gain in the combination. Due to the large background contamination, this selection
also requires a missing transverse energy of at least 50 GeV for theee andµµ channels
and a sum of the transverse mass of the two leptons higher than130 GeV for theeµ
channel, the transverse mass being defined relative to the value and the direction of

the missing energy transverse vector:M ℓ
T =

√

2pℓ
T ET/ [1 − cos(φET/ − φℓ)].

The data-driven methods used for estimate the backgrounds are identical to the ones
presented in this thesis (Section3.2). The main sources of systematic uncertainties
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on the signal are the jet energy scale and the lepton selection model that results
from the difference in the lepton isolation between a Drell-Yan and att environ-
ment. The selection with exactly one jet is also more affected by theQ2 scale vari-
ation in the simulation of the signal process and the selection using the b-tagging
contains the systematic uncertainty due to b-tagging. The uncertainty on the nor-
malization of the integrated luminosity for 2010 data is 4% [141]. The finaltt cross
section for the dileptonic case is obtained from the nine cross sections combination:
σtt̄(dileptonic) = 168 ± 18(stat.) ± 14(syst.) ± 7(lumi.)pb.

The semileptonic study has been divided in two analyses, one[142] using a b-tagging
algorithm to identify the b-jets and one [143] using the kinematical properties of the
semi-leptonictt, using no b-jet identification. The semi-leptonic selection consists
into selecting one energetic isolated lepton in the fiducialregion of the detector (pT >

30 GeV/c and|η| < 2.5 for the electron,pT > 20 GeV/c and|η| < 2.1 for the muon).
The isolation is determined as in the dileptonic case. A selection is also applied on the
jets multiplicity, based on the jets with corrected transverse momentum higher than
30 (25) GeV/c in |η| < 2.4 region for the no b-tags analysis (for the b-tag analysis).
The b-tag analysis also requires a missing transverse energy of at least 20 GeV and the
presence of at least one b-tagged jet using the simple secondary vertex reconstruction
as b-tag discriminator (cf. Section2.5.4).

In the b-tag analysis, the cross section is extracted using asimultaneous fit of the
secondary vertex mass (from tracks associated with the vertex with a pion mass as-
sumption) and the jets and b-tagged jets multiplicity. For each channel (lept) and
each number of jets (jets) and b-tagged jets (tag), the predicted number of events for a
processi is given by:

N pred
i (lept, jets, tag) = ki ·NMC

i (lept, jets, tag) ·
∏

X

P X
i (lept, jets, tag|RX) (3.16)

wherek is the scale factor parameter optimized by the fit,NMC is the number of events
predicted by simulation and corrected for discrepancies between data and simulated
events, X is a systematic effect that can be the b-tag efficiency, the mistag rate, the
jet energy scale or theQ2 scale,RX is the nuisance parameter corresponding to the
systematic X andP X is a polynomial function, obtained from simulation, describing
the effect of the nuisance parameter.

The result of the fit, performed under constraints to guarantee a physically consistent
result, returns the value ofk andRX . The b-tag scale factor is evaluated to 97.5+5

−4%,
which is consistent with other b-tag studies. The jet energyscale factor is slightly
harder than expected. The scale factors with respect to the NLO prediction forWb

andWc processes are respectively 1.9+0.6
−0.5 and 1.4± 0.2, which is consistent with
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recent observations at the TEVATRON [144][145][146]. The systematic uncertainties
have been taken into account directly in the fit procedure or additionally on the cross-
section results. The dominant systematic uncertainties are the jet energy scale, the
b-tag efficiency and theQ2 scale variation on theW+Jets background. Finally, thett
cross section is extracted:σtt̄(semi-leptonic with b-tag) = 150±9(stat.)±17(syst.)±
6(lumi.)pb.

In the no b-tags analysis, the cross section is extracted from a fit on the missing trans-
verse energy for events with exactly three jets and on the M3 variable (invariant mass
of the three jets of highest vectorial sum of the transverse momentum of their compo-
nents) for events with at least four jets.

The fit is performed on template distributions, obtained from simulation or from data-
driven method (for multijet QCD). Some constraints are applied to force the result
of the fit in a region that is consistent with physics. The effect of a given systematic
uncertainty on the result of the fit is evaluated by simulating templates with±1σ vari-
ation on the systematic uncertainty. The dominant systematic uncertainties are the jet
energy scale and theQ2 scale variation on theW+Jets background. The obtainedtt

cross section is:σtt̄(semi-leptonic without b-tag) = 173+39
−32(stat.+syst.)±7(lumi.)pb.

The final tt cross section provided by the CMS collaboration is obtainedby com-
bining the results from the semi-leptonic analysis using the b-tagging algorithm and
from the dileptonic analysis. This combination, using the BLUE technique, divides
the uncertainties between the uncorrelated and the correlated ones. The uncorrelated
uncertainties are the statistical uncertainties in the twoanalyses and the uncertainties
from the background modelling in the dileptonic analysis. All the other uncertainties
are considered correlated. The finaltt cross section from the CMS Collaboration is:

σtt̄(CMS 36 pb−1) = 158 ± 10(unc.) ± 15(cor.) ± 6(lumi.)pb

This result can be compared with theoretical cross sections, cf. Tab.1.1, and shows a
good agreement between the theory and the observed result.

More recently, a dileptonic analysis for 1.14 fb−1 of integrated luminosity has been
made public [147]. It consists mainly of an update of what has been realized inthe
36 pb−1 dileptonic analysis, with a selection very similar to the second selection de-
scribed previously (two opposite sign isolated leptons, two jets, missing transverse
energy in theee andµµ channels and at least one b-tagged jet). The final number,
obtained by combination of the cross sections obtained in the three channels, is:

σtt̄(CMS 1.14 fb−1) = 169.9 ± 3.9(stat.) ± 16.3(syst.) ± 7.6(lumi.)pb



Conclusion

The measure of the inclusive top quark pair cross section plays an important role
at several points of view. First, the precision on the normalization of thett cross
section can improve the study of many interesting signals wherett is a background.
The presence of excess or deficit can point out new physics impacting the production
or the decay of the top quark or mimicking its signature. Finally, the difference in
tt production implies a complementary of the LHC with respect to the TEVATRON

results, where some theoretical hypotheses can be constrained after a precision on the
tt cross section of 20% [57].

The results of this thesis have been obtained from data harvested between March and
September 2010 in proton-proton collisions at a centre-of-mass energy of 7 TeV, cor-
responding to an accumulated luminosity of 3.1 pb−1. Given the complexity of the
topology and possible uncertainties related to the qualityof early data, special care
on the reconstruction techniques have been applied that guaranty the robustness of
the analysis. Thus, two scenarios have been developed: The first, called the TrackJet
scenario, is based on a minimal use of the CMS calorimeters and relies mainly on
the CMS tracker subdetector information; The second, called the baseline scenario,
makes use of the whole detector. In both cases, the data selection has been opti-
mized to guaranty the robustness of the analysis. The eventsselection is based on the
presence of two energetic isolated opposite sign leptons (electrons or muons) and the
presence of at least two jets. The presence of transverse missing energy induced by
the neutrinos is also requested in the baseline scenario.

It has been shown that the two scenarios are complementary and allows a direct cross-
check, increasing the confidence on the results. In particular independent methods
to estimate the amount of dominant backgrounds from data (the Drell-Yan process
and the contribution from non-prompt or fake leptons) have been developed. The two
cross section measurement uncertainties are dominated by the statistical uncertainty

123



124 CHAPTER 3. DILEPTONIC ANALYSIS

around 37%, with systematic uncertainties of 15% and 12% forthe TrackJets scenario
and the baseline scenario, respectively.

The result for the baseline scenario is:

σ(pp → tt̄) = 194 ± 72(stat.) ± 24(syst.) ± 21(lumi.)pb

This analysis has proved that robust and early scenarios were able to provide remark-
able results, mainly limited by statistical uncertainty. It has also demonstrated the
potential of the LHC, considered as a top quark factory, and the outstanding perfor-
mances of the CMS detector. This study has opened the way for top physics at CMS,
currently in full activity. The baseline scenario developed and tested on real data in
this study is indeed used as a basis for the dileptonic studies with high integrated
luminosity. The TrackJets scenario has appeared to providecompetitive results avoid-
ing pile-up contamination and systematic uncertainties from the calorimeter detectors.
This could be exploited in the context of a more and more challenging pile-up contam-
ination due to the increase of the instantaneous luminosityat LHC.

With a better understanding of the reconstruction techniques and of the detector, sev-
eral points of this early analysis should be developed, leading to a better resolution
on the measured cross section. The statistical uncertaintywill decrease with accu-
mulated data, allowing more stringent selection enhancingthe purity of the signal and
decreasing the systematic uncertainty from the backgrounds. After∼1 fb−1, the statis-
tical uncertainty is already around 2% for the dileptonic channel. Improvement of the
luminosity measurement techniques should also allow a reduction of the luminosity
uncertainty. In the presented study, the other systematic uncertainties are dominated
by the uncertainties on the background normalization, the lepton reconstruction and
the jet energy scale. The background uncertainties can be reduced in several ways:
they are conservative in this study and are based on limited data samples, and a more
stringent selection will reduce the effect of the background. The lepton reconstruction
and jet energy scale uncertainties should also decrease with a better understanding of
the detector. Other uncertainties can appear in more complex studies at higher instan-
taneous luminosity, e.g., related to the b-tagging algorithm or the presence of pile-up.
More advance combination methods will also improve the results, as well as the con-
sideration of the other complementary channels. The possibility to measure the ratio
between thett cross section and the Drell-Yan cross section can also provide results
where some systematic uncertainties cancel. Eventually, the LHC precision on the
inclusive top quark pair cross-section measurement is expected to reach 5%, while the
current approximated NNLO predictions have an uncertaintyof ∼6%.



Appendix A
TrackJets Commissioning

A reconstruction of jets from tracker detector only has several advantages with respect
to the usual jet reconstructions dominantly based on calorimeters deposits. It provides
a simple reconstruction and an independent measurement with respect to the calorime-
ter based reconstructions and benefits from the good energy and direction resolutions
of the tracker, especially for low energy. Thanks to the association of each tracks
to a given vertex, it is also totally transparent to pile-up superposition effect. The
counterpart is the absence of the contribution of neutral particles.

In this context, the TrackJets have been used in underlying event analysis [148], as
validation for the calorimeter based jets [123] and in order to recover the benefits of a
jet selection in conservative scenario which does not use the calorimeters, as it is the
case in this thesis.

The jets are essential in the dileptonictt selection, because it is a powerful discrimi-
nant with respect to the large Drell-Yan process. The TrackJets play therefore a central
role in the scenario which makes a minimal use of the calorimeters. To validate this
scenario, I have participated to the commissioning of the TrackJets which has involved
the following study.

This appendix contains summary of the commissioning of TrackJets [119] and spe-
cific comparison with CaloJets in the dileptonictt framework [10]. The goal of this
appendix is to provide a complete definition of the TrackJetsand to convince the
reader that the different assertions made in the main chapters have been tested and are
correct.

The first section, SectionA.1, describes the reconstruction and the performance of the
reconstruction of TrackJets. The second section, SectionA.2, presents comparisons
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between simulation and data for TrackJets, and a good agreement has been found in
dijet and inclusive minimum bias events. The third section,SectionA.4, illustrates
the TrackJet robustness with respect to pile-up events. Finally, the last section, Sec-
tion A.5, compares the usual CaloJets and the TrackJets in the dileptonic tt context,
showing that the use of TrackJets is a satisfactory alternative to CaloJets in dileptonic
tt environment.

A.1 TrackJet Reconstruction at CMS

TrackJets are reconstructed from tracks of charged particles. Since this study aims
at validating TrackJets on a broad scale, the tracks used as input for the TrackJet
reconstruction are selected with a minimal set of quality requirements, ensuring a low
fake rate and at the same time sufficient efficiency to reconstruct TrackJets down to
transverse momenta of a few GeV/c.

The TrackJets are reconstructed from tracks built by the standard CMS reconstruction,
with the following requirement:

• in order to reject tracks not originating from hard interaction, a loose cut on the
distance between the track and a primary vertex is applied (|dxy| < 0.2 cm and
|dz| < 1 cm);

• a minimal transverse momentum is required (pT > 300 MeV), which is kept
very low to ensure an optimal reconstruction of lowpT TrackJets;

• in order to reject badly reconstructed tracks, a combined cut is applied on the
momentum error and the track fitχ2 (σ(pT )

pT
max(1, χ2/ndof ) < 0.2);

• the selected track should satisfy the “highPurity” flag which is defined during
the reconstruction (cf. Section2.2.2).

This strict track selection implemented for TrackJets ensures a straightforward associ-
ation to the primary vertex, retaining very good angular resolution and very high jet
finding efficiencies.

TrackJets are built by clustering the selected tracks usingthe anti-kT algorithm [116]
with jet cone size ofR = 0.5.

All TrackJets are clustered separately for each primary vertex in the event, and the
association of tracks to the primary vertex (PV) requires|z(track)PV − z(PV)| <

0.5 cm, wherez(track)PV is thez coordinate of the track helix at the point of closest
approach to the primary vertex in the transverse (xy) plane.
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One of the most important characteristics of jet reconstruction is the correspondence
between the reconstructed jets and the “true” jets. I have studied this using simulated
minimum bias events, where the “true” jets are built by applying the same clusteriza-
tion algorithm to the simulated stable particles after thePYTHIA hadronization step
(“GenJets” in the following) or to the charged ones only (“ChargedGenJets”). It is
worth noting that the transverse momentum scale of the ChargedGenJets corresponds
only to the charged particles, there is therefore a factor∼ 0.6 with respect to the
transverse momentum of the GenJets. The same factor appliesfor TrackJets.
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Figure A.1: (a) The efficiency of matching GenJets and ChargedGenJets with to re-
constructed TrackJets as a function of the GenJet and ChargedGenJetpT; (b) the mis-
match rate of reconstructed TrackJets to GenJets or ChargedGenJets, as a function of
the TrackJetpT.

The efficiency of matching GenJets and ChargedGenJets with|η| < 2 to reconstructed
TrackJets within∆R =

√

∆φ2 + ∆η2 < 0.5 as a function of the GenJet and Charged-
GenJetspT is displayed in Fig.A.1 (a), and shows that TrackJets have efficiencies
greater than99% to correspond to true GenJets withpT > 15 GeV/c.

Fig.A.1 (b) illustrates the fraction of reconstructed TrackJets that are not matched
(within ∆R < 0.3) to GenJets or ChargedGenJets, as a function of the TrackJetpT,
and reveals that such mis-matched fraction of TrackJets that do not correspond to a
true GenJet is lower than1% for TrackJets withpT > 10 GeV/c.
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A.2 Validation of TrackJets

TrackJets in data have been compared with simulation, for dijet and inclusive cases.
The data sample is a minimum bias sample corresponding to∼ 100µb−1 of integrated
luminosity. The selected events correspond to LHC bunch crossing accompanied with
activity in the beam scintillator on each side of the CMS detector. A veto on beam halo
effect events has also been applied. The beam scraping events have been rejected and
the presence of one good vertex (|z| < 15 cm andNtracks ≥ 4) has been requested.
4212310 events have been selected. No correction has been applied on the TrackJet
momentum.

In order to compare the data with simulation, a multijet QCD sample produced by
PYTHIA 8.1 andGEANT4 at

√
s = 7 TeV with simulation of realistic misalignment

and miscalibration of the detector.

Events with high-pT dijets provide a clean sample for the validation of jet reconstruc-
tion since they are expected to be reasonably well modelled by the leading order QCD
as implemented in thePYTHIA event generator. Dijet events have been selected by
requiring at least two reconstructed TrackJets with uncorrectedpT > 10 GeV/c, which
resulted in 10086 dijet events in data.

ThepT spectrum of the two leading jets are shown in Fig.A.2 where the simulation
is normalized to the data luminosity estimate, and seems to overestimate the rate of
dijets in the region between 10 and 30 GeV/c.

The distribution of the azimuthal angle between the two jets∆φ12 and of the momen-
tum asymmetry of the two jets(pT1 − pT2)/(pT1 + pT2) are shown in Fig.A.3 for
selected dijet events. The data dijet events appear to be slightly more back-to-back
than the simulation expectations. The momentum asymmetry observable of the dijets
peaks towards zero which shows that the measured jets are balanced inpT. Here the
data reveals a slightly broader distribution with respect to the simulation.

The inclusive jet analysis provides an overall validation for the performance of Track-
Jets in CMS. A minimum (uncorrected)pT > 10 GeV/c is required on the TrackJets,
in order to select a sample that is better modelled by the current simulation that is
known to underestimate the production of low-pT particles [148].

In Fig.A.4 the TrackJet multiplicity per event is shown, as well as the (uncorrected)
pT distribution for inclusive TrackJets, where simulation isnormalized to the data lu-
minosity estimate. The overall shape of both distributionsis well described by the
simulation. However, as for the dijet spectrum, the simulation overestimates the num-
ber of TrackJets in the region between 10 and 30 GeV/c. Theη andφ distributions for
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Figure A.2: Transverse momentum (uncorrected) distribution of (a) the first and (b)
the second leading TrackJets in events with at least two TrackJets. The simulations
are normalized to the data luminosity estimate, and the green area reflects a 10% lu-
minosity uncertainty.
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Figure A.3: (a) Dijet azimuthal separation∆φ12 and (b) dijet momentum imbalance
(pT1 − pT2)/(pT1 + pT2) for di-TrackJet events with (uncorrected)pT > 10 GeV/c.
The distributions are normalized to the number of events in each plot.

inclusive TrackJets, shown in Fig.A.5, exhibit an excellent agreement between data
and simulation.
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In Fig.A.6 constituent properties of TrackJets are compared between data and simu-
lation. The general shape of these distributions is well described. There is however
a trend that the number of tracks per jet is lower in the data than in the simulation,
while the leading trackpT fraction is higher in the data. The excess of data at high
leading-trackpT fraction corresponds to TrackJets consisting of only a few number of
tracks. Tests with different MC tunes indicates that this can be attributed to the larger
number of tracks per event in data compared to the underestimated simulation.

TrackJets Multiplicity
1 2 3 4 5 6 7 8 9 10

N
um

be
r 

of
 E

ve
nt

s

1

10

210

310

410

510

610

710

TrackJets Multiplicity
1 2 3 4 5 6 7 8 9 10

N
um

be
r 

of
 E

ve
nt

s

1

10

210

310

410

510

610

710

=7TeVs

-1bµCMS Preliminary    -    L = 100 

Data

Pythia8

(a)

 [GeV/c]
T

p
10 20 30 40 50 60 70 80

N
um

be
r 

of
 T

ra
ck

Je
ts

1

10

210

310

410

510

 [GeV/c]
T

p
10 20 30 40 50 60 70 80

N
um

be
r 

of
 T

ra
ck

Je
ts

1

10

210

310

410

510

=7TeVs

-1bµCMS Preliminary    -    L = 100 

Data

Pythia8

(b)

Figure A.4: (a) TrackJet multiplicity per event and (b)pT (uncorrected) for inclusive
TrackJets. The simulations are normalized to the data luminosity estimate, and the
green area reflects a 10% luminosity uncertainty.

A.3 Comparison of TrackJets to other jet recon-
struction algorithms

Given the very low mis-match rates and high jet finding efficiency of TrackJets, even at
low transverse momenta, TrackJets can also be used to cross-check jets reconstructed
using calorimetry (“CaloJets”) and particle-flow objects (“PFJets”).

A more robust jet measurement can be achieved if two or more jet reconstruction
methods give the same results. In order to demonstrate this,I have realized a study
comparing TrackJets on the one hand, and CaloJets or PFJets on the other hand.
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Figure A.5: Inclusive TrackJets (a)η and (b)φ distributions, normalized to the number
of contributing TrackJets.
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Figure A.6: (a) Number of jet constituents and (b) leading trackpT fraction for inclu-
sive TrackJets. The distributions are normalized to the number of TrackJets in each
plot.

These results are obtained for the minimum bias sample described in the previous
sections.

In the previous sections the TrackJet momenta are not corrected to the GenJet momen-
tum scale, and only the measured tracking quantities are compared in the data and
the simulation. In order to compare to “true” (GenJet) energies, a factor of roughly
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1.7 needs to be applied to correct for the average fraction ofneutral particles per jet
and for the track selection inefficiencies. At the time of this study, the L2 and L3
corrections for TrackJets were not available and are therefore not applied.

In this section, for all jet types the corrected transverse momentum (pcor
T = 1.7 ×

puncor
T ) is used to compare jets at the same momentum scale. The CaloJet and PFJet

reconstructions follow the ones described in Ref. [123]. The two jets of dijet events
(|∆φ12| > π−1) with pcor

T > 10 GeV/c are compared with the jets withpcor
T > 5 GeV/c

in the same event.

Based on the comparison of the jet directions, a matching efficiency is defined as
the fraction of the matched jets within∆R < 0.5. This efficiency is first measured
for CaloJets or PFJets with respect to TrackJets. Fig.A.7 shows these efficiencies as a
function of CaloJet and PFJet transverse momenta, measuredin data and simulation. A
good agreement between the results in data and simulation isobtained and around 60%
of the CaloJets at about 10 GeV of transverse momentum are also found as TrackJets.
This fraction reaches up to 95% for CaloJets above 40 GeV. Thematching efficiency
between PFJets and TrackJets is better that 95% already justabove10 GeV/c.
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Figure A.7: Matching efficiency of CaloJets and PFJets to TrackJets in simulation and
data.

In Fig.A.8, the efficiency of matching TrackJets to CaloJets or to PFJets is presented
as a function of the TrackJetpT. Just above 10 GeV/c, the cross-check between PFJets
and TrackJets results in an efficiency close to 100% and is very consistent between
data and simulation.
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Figure A.8: Matching efficiency of TrackJets with respect toCaloJets and PFJets in
simulation and data.

Considering the high jet-finding efficiency of TrackJets, the low efficiency for Calo-
Jets matching to TrackJets at low transverse momenta can be understood as mis-
measurement of the CaloJet direction [125]. This is mostly because of charged parti-
cles deflecting in the strong 3.8 T magnetic field of the CMS detector.

In the case of PFJets the lower matching efficiency in the firstbin is due to thepcor
T >

10 GeV/c cut applied for PFJets, combined with the energy resolutionof the TrackJet
with pcor

T = 5 GeV/c.

For corrected jetpT above40 GeV/c all three types of jet reconstruction find the jets to
be in the same direction over 95% of the time, within the matching criteria.

A.4 Systematic effects and resilience against
multiple interactions

Several instrumental effects can influence tracking efficiency and fake rates, affecting
the performance for TrackJet reconstruction.

Two instrumental effects are considered that directly impact the data: the tracker noise
and beam backgrounds.

The combined effect of electronics noise and beam induced noise has been assessed by
analyzing events with single beam crossings with no minimumbias trigger activity. In
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these events, the average of noisy cluster producing hits used for track reconstruction
is 8 [98]. The probability to reconstruct a track from the noisy clusters is 10−5.

The impact of physical beam backgrounds as beam-gas interactions have also been
studied using both single beam events, with minimum bias activity, and double beam
events without signals in the beam scintillator counters. In both cases no significant
effect has been found that would disrupt the TrackJet reconstruction.

Two other systematic influences give rise to uncertainties in the knowledge of tracking
efficiencies and fake rates. The tracker misalignment is found to have less than 0.1%
impact on the TrackJet matching efficiency and mis-match rate. The material budget is
estimated to have less than a 1% effect on tracking efficiency, and a negligible effect on
the fake rate [148], witch leads to even smaller effects on the TrackJet performances.
The effect of changing the track selection is studied, comparing the use of “loose”
tracks [98] with the standard “high purity” ones. Though this is not a systematic
uncertainty as such, the fact that this important change in track selection is found to
only induce an effect on the TrackJet matching efficiency andmis-match rates below
1%, demonstrates the robustness of TrackJet reconstruction.

A very important effect influencing jet reconstruction in general at the LHC is the
presence of multiple collisions in the same bunch-crossing, often referred to as pile-up.
This effect will become increasingly important as LHC bunchintensities are increased
and the beam is further reduced in transverse size.

To assess the importance of pile-up, the primary vertex reconstruction was redone
using only tracks as selected throughout this note, and asking a longitudinal separation
of the vertices to be larger than1 cm.

In Fig.A.9 the distribution ofHT, the sum of thepT of the jets in an event, is shown
for TrackJets, where the sum runs over the TrackJets associated to each primary vertex
separately, with each vertex contributing in the distribution. The fact that the measured
HT is the same for events with one or two vertices proves that TrackJets are robust in
the presence of two pile-up interactions.

Given the primary vertexz resolution [98] and average expected separation, simula-
tion studies [149] have shown that also in the presence of more pile-up interactions,
TrackJets are expected to be transparent to pile-up effectseven in higher LHC lumi-
nosity scenarios.
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Figure A.9: TrackJetHT for pT > 3 GeV/c and|η| < 2.5, using jets associated to each
primary vertex separately, for events with a single primaryvertex and two primary
vertices. TheHT distribution that is obtained from all TrackJets in two-vertex events,
without associating the TrackJets to their vertex, is also shown.

A.5 TrackJet and CaloJet comparison in the dilep-
tonic tt framework

I have also tested the behaviour of the TrackJets in the dileptonictt phase space, where
both leptonic and hadronic activities are expected, and where the jets arise from heavy
flavour fragmentation.

The definitions of dileptonic selection and the jet reconstruction and selection are the
ones used in the study, described in Section3.1.1. This implies that L2 and L3 correc-
tion are applied on both TrackJets and CaloJets. The TrackJets can be compared after
dileptonic selection withoutZ-veto with CaloJets. ThepT spectrum of these jets are
illustrated in Fig.3.2for TrackJets and Fig.A.10 for CaloJets. For each event, the two
leading selected TrackJets (resp. CaloJets) can be found, and according to the presence
or not of a CaloJets (resp. TrackJets), the matching efficiency can be obtained with
respect to the TrackJets (resp. CaloJets) transverse momentum. These efficiencies are
visible on Fig.A.11. Even if a large statistical uncertainty affects the results for data,
these efficiencies are consistent between data and simulation expectation, especially
for pT > 30 GeV/c.
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From each pair of matching jets, the two-dimensional plot comparing the TrackJets
pT and its matched CaloJetspT can be obtained, after the dileptonic selection without
theZ-veto, for data and for a Drell-Yan simulation, which is the dominant process in
this selection, Fig.A.12. The correlation between thepT of the paired jets while the
matching depends only of the jet direction confirms that TrackJets and CaloJets are
consistent.

This also illustrates the effect of secondary vertex from the bottom quark fragmenta-
tion. I have indeed found that it has a negligible impact on the TrackJets reconstruc-
tion, the vertex reconstruction and primary vertex-track association parameters being
not stringent enough to veto the tracks from this secondary vertex.
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Figure A.10: Distributions of the transverse momentum of the first (a), second (b) and
third (c) corrected CaloJets, after the dileptonic selection without theZ-veto, for all
channels combined, after 3.1 pb−1 of integrated luminosity. The CaloJet is selected
with the same condition that are applied to JPTJets in Section 3.1.2, excepted the
pT cut which has been relaxed up to> 10 GeV/c. The plain histograms are from
simulation only, and the uncertainty from the number of simulated events are small
enough to be neglected. The black dots correspond to data, with statistical uncertainty.
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Figure A.11: Matching efficiency for TrackJets to CaloJets (left) and for CaloJets
to TrackJets (right), for the two leading jets in events passing the dileptonic selec-
tion without theZ-veto. The data is represented by the black dot and corresponds to
3.1 pb−1 of integrated luminosity. The simulation is represented bythe blue square
and is a Drell-Yan sample, which corresponds to the dominantprocess after this selec-
tion.
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Figure A.12: TrackJetpT versus CaloJetpT for the two leading jets in events passing
the dileptonic selection without theZ-veto, for data (a) and simulation of the Drell-
Yan process (b) which corresponds to the dominant process after this selection.
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