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## Introduction

The Standard Model of fundamental introduction is the theory that describes reality at the smallest scales which can be currently probed by experiments. It has been formulated by S. Glashow, A. Salam and S. Weinberg in the 1960's as a gauge theory based on the $S U(2)_{L} \times U(1)_{Y}$ groups which unifies electromagnetism and weak interactions [1-3]. The electromagnetic and weak force, before considered as of completely different nature, are now shown to be two sides of the same coin, with weak interactions being "weak" because they are mediated by massive particles, the $W$ and the $Z$ bosons, unlike electromagnetism, which is mediated by the massless photon. Gauge theories, however, forbid their mediators to have a mass, since any mass term in the Lagrangian would explicitly break gauge invariance. The mechanism which allows gauge bosons to acquire a mass was formulated in the same decade by P. W. Higgs, R. Brout, F. Englert, G. Guralnik, C. Hagen and T. Kibble [4-9]. This mechanism consists in adding to the Standard Model Lagrangian a new scalar doublet field, charged under the $S U(2)_{L} \times U(1)_{Y}$ group, and interacting with the gauge bosons in a gauge invariant manner. This new field has the remarkable property of having a non-vanishing vacuum expectation value, which is not $S U(2)_{L} \times U(1)_{Y}$-symmetric. Once the theory is expanded around this vacuum expectation value, mass-terms for the weak gauge boson appears. This mechanism does not explicitly break gauge invariance, since the interactions of the scalar doublet with the gauge fields do not violate it, and is known as the spontaneous symmetry breaking mechanism. Besides giving mass to Standard Model particles, this mechanism predicts the existence of an new scalar state, called the Higgs boson.
In the same period, the last ingredient was added to the Standard Model, which consisted in formulating also the strong interactions, those relevant for binding the nucleons (protons and neutrons), as a gauge theory, Quantum Chromo-Dynamics
(QCD), based on the $S U(3)$ group. This formulation, which was driven by some astonishing results in experiments which were probing nucleons with highly-energetic electrons, was proposed by M. Gell-Mann, H. Fritzsch, D. Gross, F. Wilczek and H. D. Politzer [10-13], and considers hadrons as bunches of partons, quarks and gluons.

After the inclusion of strong interactions, the Standard Model has remained the same for almost forty years, obtaining more and more confirmations of its validity by various experiment, where the parameters of the theory have been measured with astonishing precision. However, people had to wait until 2012 when the last missing confirmation of the validity of the Standard Model was found. Until then, no evidence of the existence of the Higgs boson was found: on July 4th 2012 the two experiments at the Large Hadron Collider at the CERN (Geneva), ATLAS and CMS, claimed the observation of a new particle, with mass of about 125 GeV and with properties compatible with these predicted for the Higgs boson [14,15]. This claim was based on data acquired on both the 7 TeV and 8 TeV runs, with about $5 \mathrm{fb}^{-1}$ of integrated luminosity per run per experiment. At present, one year later, after the end of the 8 TeV run with the integrated luminosity exceeding $20 \mathrm{fb}^{-1}$, data seems to point towards the fact that these new particle has indeed the right characteristics to be considered as the Higgs boson [16-18].

These great achievements would not have been possible without the enthusiastic work of thousands of people, either involved in building and running the accelerator and the experiments, or in providing the best possible theoretical predictions for the various production channels of the Higgs boson, and for the corresponding backgrounds.
As the LHC is a hadron collider, strong interactions dominate the scene. First of all, processes mediated by strong interactions represent an overwhelming background for all kind of searches, their typical rates being orders of magnitude larger than those of any electro-weak process (see also Fig. 1.1). Second, even for processes driven by electro-weak reactions, thousands of hadrons originating from the remnants of the colliding protons typically accompany the event. And finally, as observables can only be computed in perturbation theory, typically identifying the expansion parameter with the strong coupling $\alpha_{s} \simeq 0.1$, QCD can induce sizable corrections to observables. While this last point has not been an issue for the discovery of the Higgs boson, as it happened exploiting channels with a clear mass-peak signature, it does affect the determination of the properties of the new particle.

In the last years lots of efforts have been spent in order to have computations that include QCD corrections, at least at the first non-trivial order (called next to leading


Figure 1.1: Cross-sections for the most important processes at hadron colliders. Image from [19]
order, NLO). One result of these efforts is the amazing precision to which the crosssection of all Higgs production processes can be computed, see Fig. 2.3 in the text. In parallel to these efforts, lot of work have also been done towards providing event simulations which are as much realistic as possible, giving a picture of the final state in terms of hadrons, rather than in terms of partons as typical for perturbative computations.
These efforts have lead to the possibility of computing NLO observables for virtually any process, in an automatic way, with a realistic simulation of the final state, the only limitation being the computing time.

In this thesis I will present the state-of-the-art predictions for the second most important Higgs boson production channel, called vector-boson fusion (VBF). The to-
tal cross-section of this process is now known including NNLO QCD corrections (i.e.corrections up to the second non-trivial order in $\alpha_{s}$ ) as well as electroweak NLO corrections. For more differential observables, I will present the computation of NLO corrections with a fully hadronic simulation of the final state.

In Chapter 2 I will introduce the Standard Model of fundamental interactions, with particular focus on the role of the Higgs boson in originating particle masses. Chapter 3 will be devoted to the presentation of VBF, the topic of this thesis. In Chapter 4 I will detail the computation of NNLO QCD corrections to the total cross-section of VBF, with the main result of reducing the residual theoretical uncertainties down to few percents in the whole scanned mass range. Once these corrections are combined with NLO electroweak corrections, VBF can be considered to be the best known total cross-section at the LHC. After the computation of the total cross-section, I will turn to the computation of more exclusive observables: in Chapter 5 I will present the computation of NLO corrections to many different observables, with a fully differential hadronic description of the final state.

This thesis is based on the following publications

- [20] P. Bolzoni, F. Maltoni, S. Moch, and M. Zaro, Higgs production via vector-boson fusion at NNLO in QCD, Phys.Rev.Lett. 105, 011801 (2010), arXiv:1003.4451,
- [21] P. Bolzoni, F. Maltoni, S.-O. Moch, and M. Zaro, Vector boson fusion at NNLO in QCD: SM Higgs and beyond, Phys.Rev. D85, 035002 (2012), arXiv:1109.3717,
- [22] S. Frixione, P. Torrielli, and M. Zaro, Higgs production through vectorboson fusion at the NLO matched with parton showers, Submitted to Phys. Lett. B (2013), arXiv:1304.7927,
on the results in the VBF sections of the CERN Yellow Reports
- [23] LHC Higgs Cross Section Working Group, S. Dittmaier et al., Handbook of LHC Higgs Cross Sections: 1. Inclusive Observables, (2011), arXiv:1101.0593,
- [24] LHC Higgs Cross Section Working Group, S. Dittmaier et al., Handbook of LHC Higgs Cross Sections: 3. Higgs Properties, (in preparation) (2013),
and on the conference proceedings [25-27].


## The Higgs boson in the Standard Model

In this first chapter I will present a brief introduction to she Standard Model (SM) of strong and electroweak interactions. I will first introduce in Sec. 2.1 the gauge structure of the interactions, and the particle content of the SM, building, in Sec. 2.2, the SM Lagrangian. As I will show, gauge symmetries require all particles to be massless, and this is in neat contrast with the experimental observation of massive fermions (e.g. the top quark) and massive gauge bosons. This is the so-called "problem of masses". In order to solve the problem of masses, i.e.to allow mass terms in the Lagrangian without breaking gauge invariance, in the 1960's, P. W. Higgs, R. Brout, F. Englert, G. Guralnik, C. Hagen and T. Kibble have proposed a mechanism [4-9] in which gauge symmetries are spontaneously broken by the introduction of an extra field. This field, called the Higgs field, has a vacuum-expectation-value which breaks gauge symmetries, therefore allowing gauge bosons to acquire a mass. I will explain this mechanism in Sec. 2.3. After giving mass to gauge bosons, the remnant of the Higgs field is a scalar particle, the Higgs boson.
Almost fifty years after the hypothesis of its existence, and several particle-physics experiments looking for it, the Higgs boson has finally been discovered [14, 15] by both the ATLAS and CMS experiments at the Large Hadron Collider (LHC) at the CERN. I will terminate this chapter by presenting in Sec. 2.4 the main production mechanisms at the LHC.

### 2.1 The SM before electroweak symmetry breaking

The Glashow-Weinberg-Salam electroweak theory [1-3] which describes the electromagnetic and weak interactions between quarks and leptons, is a gauge theory based on the symmetry group $S U(2)_{L} \times U(1)_{Y}$. Combined with Quantum Chromo-Dynamics (QCD) the theory of strong interactions based on the $S U(3)_{C}$ group [10-13], it provides a unified framework to describe these three forces of nature. This framework is the Standard Model. The model, before introducing the electroweak symmetry breaking mechanism discussed in Sec. 2.3, has two kind of fields: matter and gauge fields.

### 2.1.1 The matter content of the SM

The SM matter fields consist in three generations of left-handed and right-handed chiral Dirac fermions, classified into the two families of quarks and leptons. Left handed fields are in doublets with respect to the weak isospin group $S U(2)_{L}$, while righthanded are singlets.
Leptons of the first, second and third family are respectively called of "electronic", "muonic" and "tauonic" flavor. Each leptonic family consist in one electrically charged lepton, with relative charge $Q_{l}=-1$, (called electron, muon and tau), and one neutral, massless particle: the neutrino. Right handed neutrinos completely decouple in the SM, and therefore will not be considered in what follows.
Each of the three families of quarks consist in an up- and down-type quark. Up and down quarks have relative electric charge respectively $Q_{u p}=2 / 3, Q_{\text {down }}=-1 / 3$. Unlike leptons, quarks are charged under the strong interactions, and they are triplets in the $S U(3)$ gauge group. The three up type quarks are called up (u), charm (c) and top $(t)$, and the three down type down $(d)$, strange $(s)$ and bottom $(b)$.
I will dub $L^{i}$ and $Q^{i}$ the left-handed lepton and quark isospin doublets of the $i$-th family,

$$
\begin{array}{ll}
L_{1}=\binom{v_{e}}{e^{-}}_{L}, & Q_{1}=\binom{u}{d}_{L}, \\
L_{2}=\binom{v_{\mu}}{\mu^{-}}_{L}, & Q_{2}=\binom{c}{s}_{L}, \\
L_{3}=\binom{v_{\tau}}{\tau^{-}}_{L}, & Q_{3}=\binom{t}{b}_{L}, \tag{2.1}
\end{array}
$$

and $u_{R}^{i}, d_{R}^{i}, e_{R}^{i}, v_{R}^{i}$ the right-handed up-type quark, down-type quark, charged leptons and neutrinos

$$
\begin{array}{llll}
u_{R}^{1}=u^{R}, & d_{R}^{1}=d_{R}, & e_{R}^{1}=e_{R}^{-}, & v_{R}^{1}=v_{e R}, \\
u_{R}^{2}=c^{R}, & d_{R}^{2}=s_{R}, & e_{R}^{2}=\mu_{R}^{-}, & v_{R}^{2}=v_{\mu_{R}}, \\
u_{R}^{3}=t^{R}, & d_{R}^{3}=b_{R}, & e_{R}^{3}=\tau_{R}^{-}, & v_{R}^{3}=v_{\tau R} \tag{2.2}
\end{array}
$$

The upper and lower component of each doublet have respectively isospin $I_{f_{L}}= \pm 1 / 2$, while right-handed singlets have $I_{f_{R}}=0$. The hypercharge (i.e.the charge with respect to the $U(1)_{Y}$ group) depends on the electric and isospin charge as

$$
\begin{equation*}
Y_{f}=2 Q_{f}-2 I_{f} . \tag{2.3}
\end{equation*}
$$

Right handed neutrinos, which have zero isospin, electric charge and hypercharge, are completely decoupled in the SM, and will not enter in what follows.

### 2.1.2 The gauge content of the SM

The SM gauge fields are spin-one bosons that mediate the gauge interactions. In the electroweak sector, there is the field $B_{\mu}$ corresponding to the generator Y of $U(1)_{Y}$ and the three fields $W_{\mu}^{a}$ corresponding to the generators $I^{a}$ of $S U(2)_{L}$. These generators can be written in terms of the Pauli matrices as

$$
\begin{equation*}
I^{a}=\frac{1}{2} \tau^{a} . \tag{2.4}
\end{equation*}
$$

These generator obey the commutation relations

$$
\begin{equation*}
\left[T^{a}, T^{b}\right]=\mathrm{i} \epsilon^{a b c} T_{c}, \quad\left[T^{a}, Y\right]=[Y, Y]=0 . \tag{2.5}
\end{equation*}
$$

For what concerns strong interactions, gauge fields are an octet of gluon fields $G_{\mu}^{a}$ corresponding to the eight generators of the $S U(3)_{C}$ group (the Gell-Mann matrices $t^{a}$ ) which obey the relations

$$
\begin{equation*}
\left[t^{a}, t^{b}\right]=\mathrm{i} f^{a b c} t_{c} \tag{2.6}
\end{equation*}
$$

in terms of the $S U(3)_{C}$ structure constants $f^{a b c}$, and which are normalized such that

$$
\begin{equation*}
\operatorname{Tr}\left(t^{a}\right)=0, \quad \operatorname{Tr}\left(t^{a} t^{b}\right)=\frac{1}{2} \delta_{a b} \tag{2.7}
\end{equation*}
$$

The field strengths are

$$
\begin{align*}
G_{\mu \nu}^{a} & =\partial_{\mu} G_{v}^{a}-\partial_{\nu} G_{\mu}^{a}+g_{s} f^{a b c} G_{\mu}^{b} G_{v}^{c},  \tag{2.8}\\
W_{\mu \nu}^{a} & =\partial_{\mu} W_{v}^{a}-\partial_{\nu} W_{\mu}^{a}+g_{2} \epsilon^{a b c} W_{\mu}^{b} W_{v}^{c},  \tag{2.9}\\
B_{\mu \nu}^{a} & =\partial_{\mu} B_{v}^{a}-\partial_{\nu} B_{\mu}^{a}, \tag{2.10}
\end{align*}
$$

with $g_{s}, g_{2}$ and $g_{1}$ the coupling constants respectively of $S U(3)_{C}, S U(2)_{L}, U(1)_{Y}$.

### 2.2 The SM Lagrangian and the problem of masses

After having presented the SM fields, I now turn to discuss their interactions. The matter fields $\psi$ are minimally coupled to gauge fields by means of the covariant derivative $D_{\mu}$ which is defined as

$$
\begin{equation*}
D_{\mu} \psi=\left(\partial_{\mu}-\mathrm{i} g_{2} T_{a} W_{\mu}^{a}-\mathrm{i} g_{1} \frac{Y_{f}}{2} B_{\mu}\right) \psi \tag{2.11}
\end{equation*}
$$

In the case of quarks, the extra term $-i g_{s} t_{a} G_{\mu}^{a}$ corresponding to the strong interactions has to be added, while for right-handed fermions the isospin term has to be dropped.

The SM Lagrangian, without mass terms for fermions and gauge bosons is then given by

$$
\begin{align*}
\mathcal{L}_{S M}= & -\frac{1}{4} G_{\mu \nu}^{a} G_{a}^{\mu \nu}-\frac{1}{4} W_{\mu \nu}^{a} W_{a}^{\mu \nu}-\frac{1}{4} B_{\mu \nu} B^{\mu \nu}+  \tag{2.12}\\
& +\bar{L}_{i} \mathrm{i} D_{\mu} \gamma^{\mu} L_{i}+\bar{e}_{i}^{R} \mathrm{i} D_{\mu} \gamma^{\mu} e_{i}^{R}+\bar{Q}_{i} \mathrm{i} D_{\mu} \gamma^{\mu} Q_{i}+\bar{u}_{i}^{R} \mathrm{i} D_{\mu} \gamma^{\mu} u_{i}^{R}+\bar{d}_{i}^{R} \mathrm{i} D_{\mu} \gamma^{\mu} d_{i}^{R}
\end{align*}
$$

and is invariant under local $S U(3)_{C} \times S U(2)_{L} \times U(1)_{Y}$ gauge transformations for fermions and gauge fields. In the case of the electroweak sector, for instance, one has

$$
\begin{align*}
L(x) & \rightarrow L^{\prime}(x)=\exp \left(\mathrm{i} \alpha_{a}(x) T^{a}+\mathrm{i} \beta(x) Y\right) L(x), \\
R(x) & \rightarrow R^{\prime}(x)=\exp (\mathrm{i} \beta(x) Y) R(x), \\
W_{\mu}^{a}(x) & \rightarrow W_{\mu}^{\prime a}(x)-\frac{1}{g_{2}} \partial_{\mu} \alpha^{a}(x)-\epsilon^{a b c} \alpha^{b}(x) W_{\mu}^{c}(x), \\
B_{\mu}(x) & \rightarrow B_{\mu}^{\prime}(x)-\frac{1}{g_{1}} \partial_{\mu} \beta(x) . \tag{2.13}
\end{align*}
$$

Up to now, gauge fields and fermions have been kept massless. Since experimentally weak gauge bosons have been proved to be massive, a mass term of the form $\frac{1}{2} M_{V}^{2} W_{\mu} W^{\mu}$ should appear in the Lagrangian. However such a term will violate the $\times S U(2)_{L} \times U(1)_{Y}$ gauge invariance. In the simpler case of quantum electro-dynamics (QED), the $U(1)_{E M}$ gauge invariance indeed forces the photon to be massless. The presence of masses is troublesome also in the fermionic sector, since a mass term of the form $-m \bar{\psi}_{R} \psi_{L}$ couples the right and left handed fermions, which carry different $U(1)_{Y}$ and $S U(2)_{L}$ charges.

As said, experimental evidences show that weak bosons and fermions do have a mass, and this has forced people in the scientific community to look for a mechanism to generate mass terms without breaking gauge invariance. Such a mechanism has been found more than forty years ago, and is known as the Higgs-Brout-Englert-Guralnik-Hagen-Kibble mechanism of spontaneous symmetry breaking [4-9], or simply as the Brout-Englert-Higgs (BEH) mechanism. I will explain the BEH mechanism in the following section, applying it explicitly to the case of the SM.

### 2.3 The BEH mechanism

### 2.3.1 The Goldstone theorem

The starting ingredient for understanding the BEH mechanism is the Goldstone theorem [28-32].
Consider the Lagrangian for a simple real scalar field $\psi$,

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-V(\phi), \quad \text { with } \quad V(\phi)=\frac{1}{2} \mu^{2} \phi^{2}+\frac{1}{4} \lambda \phi^{4} . \tag{2.14}
\end{equation*}
$$

Such a Lagrangian is invariant under the reflexion symmetry $\phi \rightarrow-\phi$ since no cubic terms are present. If the mass terms $\mu^{2}$ is positive, the potential $V(\phi)$ is also positive (if also $\lambda>0$ ), and the minimum of the potential is obtained for

$$
\begin{equation*}
\langle 0| \phi|0\rangle=\phi_{0}=0 . \tag{2.15}
\end{equation*}
$$

In this case, $\mathcal{L}$ is simply the Lagrangian for a scalar field of mass $\mu$.

In the opposite case, if $\mu^{2}<0$, the potential $V(\phi)$ has no more a minimum at $\phi=0$. Asking its derivative to be zero one has

$$
\begin{equation*}
\frac{\partial V}{\partial \phi}=\mu^{2} \phi+\lambda \phi^{2}=0 \tag{2.16}
\end{equation*}
$$

Which is solved for

$$
\begin{equation*}
\langle 0| \phi|0\rangle=\phi_{0}= \pm \sqrt{-\frac{\mu^{2}}{\lambda}} \equiv v . \tag{2.17}
\end{equation*}
$$

$v$ is called the vacuum expectation value (vev) of the scalar field $\phi$. In this case, to obtain the correct interpretation of $\mathcal{L}$ one has to expand around one of the mimima $v$ by defining a rescaled field $\sigma=\phi-v$. In terms of $\sigma$ the new Lagrangian (up to constants) is

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} \sigma \partial^{\mu} \sigma-\left(-\mu^{2}\right) \sigma^{2}-\sqrt{-\mu^{2} \lambda} \sigma^{3}-\frac{\lambda}{4} \sigma^{4} \tag{2.18}
\end{equation*}
$$

corresponding to a scalar field of mass $m^{2}=-2 \mu^{2}$ with cubic and quartic self-interactions. The presence of a cubic interaction breaks the reflexion symmetry present in the original Lagrangian. However, the second Lagrangian has been obtained by simply rescaling, the $\phi$ field appearing in the first, so the correct formulation of the above sentence is that the original reflection symmetry is no more manifest in the new Lagrangian, because the choice of vacuum state broke it. This is the simplest example of a spontaneously broken symmetry.

In the previous example, the original symmetry of the Lagrangian was a discrete symmetry. A slightly more complicated case is the that of a continuous symmetry. Consider the Lagrangian for four real scalar fields $\phi_{i}, i=0,1,2,3$

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} \phi_{i} \partial^{\mu} \phi_{i}-\frac{1}{2} \mu^{2}\left(\phi_{i} \phi_{i}\right)-\frac{1}{4} \lambda\left(\phi_{i} \phi_{i}\right)^{2} . \tag{2.19}
\end{equation*}
$$

This Lagrangian is invariant under the (continuous) transformations

$$
\begin{equation*}
\phi_{i}(x) \rightarrow R_{i j} \phi_{j}(x) \tag{2.20}
\end{equation*}
$$

for any (orthogonal) matrix $R$ belonging to $O(4)$, the rotation group in four dimensions. As for the single scalar field, in the case $\mu^{2}<0$, the minimum of the potential occurs for

$$
\begin{equation*}
\phi_{i} \phi_{i}=-\frac{\mu^{2}}{\lambda} \equiv v^{2} . \tag{2.21}
\end{equation*}
$$

Unlike the single scalar field case, where the minima were a discrete set, now they are a four-dimensional sphere.
I rewrite now the Lagrangian expanding the fields around the minimum

$$
\begin{equation*}
\phi_{\text {min }}=(v, 0,0,0), \tag{2.22}
\end{equation*}
$$

and defining $\sigma=\phi_{0}-v$ and $\phi_{i}=\pi_{i}$, for $i=1,2,3$. In terms of $\sigma$ and of the three $\pi_{i}$ the Lagrangian becomes

$$
\begin{align*}
\mathcal{L}= & \frac{1}{2} \partial_{\mu} \sigma \partial^{\mu} \sigma-\frac{1}{2}\left(-2 \mu^{2}\right) \sigma^{2}-\lambda v \sigma^{3}-\frac{\lambda}{4} \sigma^{4}+ \\
& +\frac{1}{2} \partial_{\mu} \pi_{i} \partial^{\mu} \pi_{i}-\frac{\lambda}{4}\left(\pi_{i} \pi_{i}\right)^{2}-\lambda v \pi_{i} \pi_{i} \sigma-\frac{\lambda}{2} \pi_{i} \pi_{i} \sigma^{2} . \tag{2.23}
\end{align*}
$$

This Lagrangian corresponds to a massive field $\sigma$, as for the previous case, but with in addition three massless scalar fields $\pi_{i}$. These $\pi_{i}$ fields enjoy an $O(3)$ symmetry, which is the leftover of the original $O(4)$.
Since the number of generators of $O(N)$ is $N(N-1) / 2$, three out of the six generators of the original $O(4)$ correspond to broken symmetries. Indeed the choice of the minimum in Eq. (2.22) breaks the three generators corresponding to rotations that mix the first component with the others, but not those that act only on the last three components. For each broken generator the corresponding massless $\pi_{i}$ field has appeared. The Goldstone theorem [28-32], states exactly what has been proved: for any spontaneously broken continuous symmetry, the theory must contain a massless particle, called the Goldstone boson.

### 2.3.2 The BEH mechanism in an abelian theory

The Goldstone theorem is valid for global symmetries. I will now consider what happens in the case of a local $U(1)$ symmetry. Consider the Lagrangian for a complex scalar field coupled to an electromagnetic field $A^{\mu}$ :

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+D_{\mu} \phi D^{\mu} \phi^{*}-V(\phi) \tag{2.24}
\end{equation*}
$$

where the electromagnetic covariant derivative is defined as

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}-\mathrm{i} e A_{\mu} \tag{2.25}
\end{equation*}
$$

and the scalar potential is

$$
\begin{equation*}
V(\phi)=\mu^{2} \phi^{*} \phi+\lambda\left(\phi \phi^{*}\right)^{2} . \tag{2.26}
\end{equation*}
$$

This Lagrangian is invariant under the local $U(1)$ transformation

$$
\begin{align*}
\phi(x) & \rightarrow \exp (\mathrm{i} \alpha(x)) \phi(x),  \tag{2.27}\\
A_{\mu} & \rightarrow A_{\mu}-\frac{1}{e} \partial_{\mu} \alpha(x) . \tag{2.28}
\end{align*}
$$

The case $\mu^{2}>0$ corresponds to the QED Lagrangian for a charged scalar particle with mass $\mu$ and quartic self-interaction. The opposite case, $\mu^{2}<0$ the field $\phi$ acquires a vev, with the potential minimum at

$$
\begin{equation*}
\langle\phi\rangle=\sqrt{-\frac{\mu^{2}}{2 \lambda}} \equiv \frac{v}{\sqrt{2}} . \tag{2.29}
\end{equation*}
$$

As before the physical Lagrangian is obtained by rescaling the field $\phi$. In this case it is more convenient to introduce two real fields $\phi_{1}, \phi_{2}$ defined as

$$
\begin{equation*}
\phi=\frac{1}{\sqrt{2}}\left(v+\phi_{1}(x)+\mathrm{i} \phi_{2}(x)\right), \tag{2.30}
\end{equation*}
$$

in terms of which the new (rescaled) Lagrangian is

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F_{\mu \nu} F^{\mu v}+\frac{1}{2}\left(\partial_{\mu} \phi_{1}\right)^{2}+\frac{1}{2}\left(\partial_{\mu} \phi_{2}\right)^{2}-v^{2} \lambda \phi_{1}^{2}+\frac{1}{2} e^{2} v^{2} A_{\mu} A^{\mu}-e v A_{\mu} \partial^{\mu} \phi_{2} .( \tag{2.31}
\end{equation*}
$$

Some interaction terms, which are not relevant for the discussion, have been omitted. In the new Lagrangian a photon mass term has appeared, corresponding to a photon mass $M_{A}=e v=-e \mu / \lambda$, as well as a mass term for $\phi_{1}\left(M_{\phi_{1}}=-\sqrt{2} \mu\right)$, while no mass term appears for $\phi_{2}$.
However, in this form, the Lagrangian in Eq. (2.31) has one extra degree of freedom with respect to the original one in Eq. (2.24), because the photon is now massive, thus with three possible polarization states instead of two. Therefore, one degree of freedom in Eq. (2.31) has not to be physical. The same conclusion can be drawn by noticing the presence of the bilinear term $e v A^{\mu} \partial_{\mu} \phi_{2}$ which has to be eliminated. $U(1)$ gauge symmetry comes to help: in Eq. (2.30), the field $\phi_{2}$ appears as imaginary part of $\phi$. It can be eliminated by a $U(1)$ gauge transformation with parameter $\alpha=\arg (\phi)$. This choice of gauge makes $\phi_{2}$ disappear from the Lagrangian Eq. (2.31), only leaving the physical degrees of freedom. It is called unitary gauge, and can be interpreted as the photon absorbing the Goldstone boson as its longitudinal polarization state, thus becoming massive. The original $U(1)$ symmetry is not apparent any longer, and it is said to be spontaneously broken. This is the BEH mechanism [4-9], through which gauge bosons masses are generated.

### 2.3.3 The BEH mechanism in the SM

After having discussed the case for an abelian theory, I extend the discussion to the case of the SM Lagrangian Eq. (2.13). After spontaneous symmetry breaking, one should obtain the correct mass pattern in the electroweak sector, i.e.massive $W^{ \pm}$and $Z$ bosons and a massless photon. Since the three massive bosons would incorporate at least three degrees of freedom in their longitudinal polarization state, the simplest choice for the scalar field is to have a complex $S U(2)_{L}$ doublet

$$
\begin{equation*}
\Phi=\binom{\phi^{+}}{\phi^{0}}, \tag{2.32}
\end{equation*}
$$

with hypercharge $Y_{\Phi}=1$. The Lagrangian for the dynamic of the scalar doublet is

$$
\begin{equation*}
\mathcal{L}_{S}=\left(D_{\mu} \Phi\right)^{\dagger} D^{\mu} \Phi-\mu^{2} \Phi^{\dagger} \Phi-\lambda\left(\Phi^{\dagger} \Phi\right) . \tag{2.33}
\end{equation*}
$$

As in the previous sections, the $\mu^{2}<0$ case has to be considered. Since electromagnetism must not be broken, the vev acquired by $\Phi$ should correspond to the neutral component:

$$
\begin{equation*}
\langle 0| \Phi|0\rangle=\binom{0}{\frac{v}{\sqrt{2}}}, \tag{2.34}
\end{equation*}
$$

with, as usual

$$
\begin{equation*}
v=\sqrt{-\frac{\mu^{2}}{\lambda}} . \tag{2.35}
\end{equation*}
$$

Introducing the rescaled fields $\theta_{i}, i=1,2,3$ and H , the $\Phi$ doublet can be written as (the dependence on $x$ of all fields is understood)

$$
\begin{equation*}
\Phi=\binom{\theta_{2}+\mathrm{i} \theta_{1}}{\frac{1}{\sqrt{2}}(v+H)-\mathrm{i} \theta_{3}} . \tag{2.36}
\end{equation*}
$$

As learned from the abelian case discussed in Sec. 2.3.2, not all the fields in Eq. (2.36) are physical. Indeed, since three degrees of freedom will be acquired by the massive weak bosons, the three $\theta_{i}$ fields can be eliminated by a suitable gauge transformation, so that, in the unitary gauge, one has

$$
\begin{equation*}
\Phi=\frac{1}{\sqrt{2}}\binom{0}{v+H} . \tag{2.37}
\end{equation*}
$$

The masses for the weak bosons are generated by the kinetic term in Eq. (2.33):

$$
\begin{align*}
\left|D^{\mu} \Phi\right|^{2} & =\left|\left(\partial_{\mu}-\mathrm{i} g_{2} \frac{\tau_{a}}{2} W_{\mu}^{a}-\mathrm{i} g_{1} \frac{1}{2} B_{\mu}\right) \Phi\right|^{2}=  \tag{2.38}\\
& =\frac{1}{2}\left|\left(\begin{array}{cc}
\partial_{\mu}-\frac{\mathrm{i}}{2}\left(g_{2} W_{\mu}^{3}+g_{1} B_{\mu}\right) & -\mathrm{i} \frac{g_{2}}{2}\left(W_{\mu}^{1}-\mathrm{i} W_{\mu}^{2}\right) \\
-\mathrm{i} \frac{g_{2}}{2}\left(W_{\mu}^{1}+\mathrm{i} W_{\mu}^{2}\right) & \partial_{\mu}+\frac{\mathrm{i}}{2}\left(g_{2} W_{\mu}^{3}-g_{1} B_{\mu}\right)
\end{array}\right)\binom{0}{v+H}\right|^{2}= \\
& =\frac{1}{2}\left(\partial_{\mu} H\right)^{2}+\frac{1}{8} g_{2}^{2}(v+H)^{2}\left|W_{\mu}^{1}+\mathrm{i} W_{\mu}^{2}\right|^{2}+\frac{1}{8}(v+H)^{2}\left|g_{2} W_{\mu}^{3}-g_{1} B_{\mu}\right|^{2} .
\end{align*}
$$

In particular, from Eq. (2.38) two mass terms arise: one, which corresponds to the first two components of the $W_{\mu}$ field, and the second which corresponds to a linear combination of $W_{\mu}^{3}$ and $B_{\mu}$.
The first two components of the $W_{\mu}$ field, can be combined to obtain the charged $W_{\mu}^{ \pm}$ fields as

$$
\begin{equation*}
W_{\mu}^{ \pm}=\frac{1}{\sqrt{2}}\left(W_{\mu}^{1} \mp \mathrm{i} W_{\mu}^{2}\right), \tag{2.39}
\end{equation*}
$$

which therefore acquire a mass

$$
\begin{equation*}
M_{W}=\frac{1}{2} v g_{2} . \tag{2.40}
\end{equation*}
$$

For what concerns the $Z$ boson, it appears as the linear combination

$$
\begin{equation*}
Z_{\mu}=\frac{g_{2} W_{\mu}^{3}-g_{1} B_{\mu}}{\sqrt{g_{2}^{2}+g_{1}^{2}}} \tag{2.41}
\end{equation*}
$$

with a corresponding mass

$$
\begin{equation*}
M_{Z}=\frac{1}{2} v \sqrt{g_{1}^{2}+g_{2}^{2}} \tag{2.42}
\end{equation*}
$$

Starting from the four fields $B_{\mu}, W_{\mu}^{i} \mathrm{I}$ have obtained three massive vector bosons. One more field remains, which do not receive any mass term from the Higgs. It is the photon, $A_{\mu}$, which can be obtained as the combination of $W_{\mu}^{3}$ and $B_{\mu}$ orthogonal to the $Z$ boson. Introducing the weak mixing angle $\theta_{w}$, defined from

$$
\begin{equation*}
\cos \theta_{w}=\frac{g_{2}}{\sqrt{g_{1}^{2}+g_{2}^{2}}} \tag{2.43}
\end{equation*}
$$

both the $Z$ and the photon can be obtained from the rotation

$$
\binom{Z_{\mu}}{A_{\mu}}=\left(\begin{array}{cc}
\cos \theta_{w} & -\sin \theta_{w}  \tag{2.44}\\
\sin \theta_{w} & \cos \theta_{w}
\end{array}\right)\binom{W_{\mu}^{3}}{B_{\mu}} .
$$

In terms of $\theta_{w}$ The $W$ and $Z$ boson mass are linked by the relation

$$
\begin{equation*}
\frac{M_{W}}{M_{Z}}=\cos \theta_{w} . \tag{2.45}
\end{equation*}
$$

### 2.3.3.1 Generation of fermion masses

I will now discuss the mechanism, originally introduced by Weinberg [2], through which fermion masses can be generated in the SM without violating gauge invariance. This can be achieved with the same scalar doublet $\Phi$ which generates the gauge boson masses, together with its "conjugate" isodoublet $\widetilde{\Phi}=\mathrm{i} \tau_{2} \Phi^{*}$. The hypercharge of $\widetilde{\Phi}$ is opposite to that of $\Phi$.
For any fermionic generation, it is possible to build an $S U(2)_{L} \times U(1)_{Y}$ invariant Lagrangian, corresponding to a Yukawa interaction between $\Phi$ and the fermions

$$
\begin{equation*}
\mathcal{L}_{F}=-\lambda_{e} \bar{L} \Phi e_{R}-\lambda_{d} \bar{Q} \Phi d_{R}-\lambda_{u} \bar{Q} \widetilde{\Phi} u_{R}+\text { h.c.. } \tag{2.46}
\end{equation*}
$$

Replacing $\Phi$ with the rescaled expression in the unitary gauge given in Eq. (2.37) one obtains (taking the electron case as representative)

$$
\begin{equation*}
\mathcal{L}_{F}=-\frac{1}{\sqrt{2}} \lambda_{e}\left(\bar{v}_{e}, \bar{e}_{L}\right)\binom{0}{v+H} e_{R}+\ldots=-\frac{1}{\sqrt{2}} \lambda_{e}(v+H) \bar{e}_{L} e_{R}+\ldots, \tag{2.47}
\end{equation*}
$$

where the constant in front of $\bar{e}_{L} e_{R}$ can be identified with the fermion mass

$$
\begin{equation*}
m_{f}=\frac{\lambda_{f} v}{\sqrt{2}} . \tag{2.48}
\end{equation*}
$$

### 2.3.4 The Higgs particle in the SM

After having explained the BEH mechanism for the generation of masses, I now introduce the Higgs particle, corresponding to the field $H$ in the $\Phi$ isodoublet.
The Higgs boson Lagrangian can be obtained from that relevant for the $\Phi$ doublet Eq. (2.33):

$$
\begin{equation*}
\mathcal{L}_{H}=\frac{1}{2} \partial_{\mu} H \partial^{\mu} H-V(H), \tag{2.49}
\end{equation*}
$$

where the potential in terms of the $H$ field is (recalling the relation $v=-\mu^{2} / \lambda$

$$
\begin{equation*}
V(H)=-\frac{1}{2} \lambda v^{2}(v+H)^{2}+\frac{1}{4} \lambda(v+H)^{4}=+\lambda v^{2} H^{2}+\lambda v H^{3}+\frac{\lambda}{4} H^{4} \tag{2.50}
\end{equation*}
$$

In the potential Eq. (2.50) a mass term for $H$ appears, corresponding to a Higgs mass

$$
\begin{equation*}
M_{H}^{2}=2 \lambda v^{2}=-2 \mu^{2} \tag{2.51}
\end{equation*}
$$

as well as tri- and quadri-linear Higgs self interactions.

The terms which are responsible for the interactions of the Higgs particle with the other SM particles can be immediately derived by Eq. (2.38) and Eq. (2.47), respectively for interactions with weak bosons and fermions.
The interactions between the Higgs and weak bosons are governed by the terms

$$
\begin{equation*}
\mathcal{L}_{H V}=2 \frac{M_{V}^{2}}{v} V^{\mu} V_{\mu}^{\dagger} H+\frac{M_{V}^{2}}{v^{2}} V^{\mu} V_{\mu}^{\dagger} H^{2} \tag{2.52}
\end{equation*}
$$

where $V=W^{+}, Z\left(V^{\dagger}=W^{-}, Z\right)$.
For what concerns Higgs and fermions, the relevant terms are

$$
\begin{equation*}
\mathcal{L}_{H F}=-\frac{m_{f}}{v} H \bar{f}_{L} f_{R}+h . c . \tag{2.53}
\end{equation*}
$$

In general one can notice that the couplings between the Higgs boson and another particle is proportional to the particle mass. Therefore the Higgs boson will interact most with the heaviest particles in the SM (the top quark and the weak bosons).
The Feynman rules for Higgs self-coupling and interactions with bosons and fermions are shown in Fig. 2.1.

To conclude this paragraph I want to highlight that the SM Higgs boson is the "minimal solution" to the problem of fermion and boson masses, as all masses are generated by means of a single Higgs field, and all are proportional to the Higgs field vev. Other solutions exist, where more Higgs field come in extra doublets or in higher $S U(2)_{I}$ representations, but will not be discussed in this thesis.

Before the Higgs discovery on July 4th 2012 [14, 15], the only free parameter of the SM was the Higgs mass, related to the Higgs self-coupling constant $\lambda$ by Eq. (2.51). For what concerns the vev, it is related to the $W$ boson mass, which is also related to





Figure 2.1: Feynman rules for the Higgs boson in the Standard Model.
the Fermi coupling constant $G_{F}$ measured from the muon decay $\left(G_{F}=1.1663787(6) \times\right.$ $10^{-5} \mathrm{GeV}^{-2}$ [33]). The relation

$$
\begin{equation*}
M_{W}=\frac{1}{2} g_{2} v=\left(\frac{\sqrt{2} g_{2}^{2}}{8 G_{F}}\right)^{1 / 2} \tag{2.54}
\end{equation*}
$$

leads to $v=246 \mathrm{GeV}$. After the measurements of the weak boson masses, also the constants $g_{1}, g_{2}$ can be determined.

### 2.4 Higgs boson production at the LHC

In this section, I will introduce the main production mechanisms of the Higgs boson at hadron collider, with particular focus on the LHC. As seen in the previous chapter,
the Higgs boson couples to particles with a strength which is proportional to the particle mass, the most important production mechanisms will involve the coupling of the Higgs boson to the $W$ and $Z$ bosons and the top-quark.

At the LHC the Higgs boson is produced through four production mechanisms. These mechanisms are (in order of decreasing total-rate): gluon fusion (mediated by a topquark loop), vector boson fusion, $V H$ associated production (where $V=W^{ \pm}, Z$ ) and $t \bar{t} H$ associated production (see Fig. 2.2 for representative diagrams).

An exhaustive study of the four channels will require more space than it is allowed in this thesis and can be found e.g. in the review [34].




Figure 2.2: Representative Feynman diagrams for the four main Higgs boson production channel at the LHC. From left: gluon fusion (blue), vector-boson fusion (red), $V H$ associated production (green) and $\bar{t} \bar{H}$ associated procuction (purple).

The state-of-art predictions for the total rates of the four production channels at the LHC $\sqrt{S}=8 \mathrm{TeV}$ are shown in Fig. 2.3 (from [35]). The total cross-section for gluonfusion is known up to next-to-next-to-leading order (NNLO) in QCD [36-42], including soft gluon resummation up to NNLL [43]. Efforts towards the computation of the NNNLO total cross-section are on-going [44,45]. Electroweak corrections have also been computed $[46,47]$, and have been combined with QCD corrections in the multiplicative scheme [48-51] (see Sec. 4.2.2 for an overview on possible QCD-EW combinations). For what concerns VBF, the total cross-section has been computed up to NNLO in QCD [20, 21,52-54] including EW corrections (in the multiplicative scheme), which have been computed in $[55,56]$. As VBF is the main topic of this thesis, details will be given later on (specially in Chapter 4 for what concerns the computation of the total cross-section). Like VBF, $V H$ associated production is also known up to NNLO QCD [57-60] and NLO EW [61]. Finally $t \bar{t} H$ is known up to NLO QCD [62-67].

In the last years, in parallel with the efforts in computing as accurate as possible total rates, lot of energies have been spent in developing tools for fully differential predic-


Figure 2.3: Total cross-section predictions for the Higgs boson production at the LHC $\sqrt{S}=$ 8 TeV (from [35]). The colored bands represent the theoretical uncertainties on each prediction.
tion of observables. One such tool, aMC@NLO [68], allows the user to automatically generate the code to generate events at NLO accuracy for virtually any process in the SM (more details will be given in Chapter 5 where VBF will be studied). These events can be passed to a parton shower Monte-Carlo, to have a complete, fully differential picture of the final state. To show the flexibility and the usefulness of such a tool, in Fig. 2.4 I show the Higgs boson transverse-momentum distributions for the production channels discussed above. These distributions are computed at NLO accuracy and correspond to events showered with HERWIG6 $[69,70]$.


Figure 2.4: Transverse momentum of the Higgs boson in the gluon fusion (blue solid), VBF (red long-dashed), $W H$ (green short-dashed), $Z H$ (cyan dot-dashed) and $t \bar{t} H$ (magenta dotted) production mechanism, for a $M_{H}=125 \mathrm{GeV}$ Higgs boson at the LHC, $\sqrt{S}=8 \mathrm{TeV}$. Each curve corresponds to fifty-thousands events generated with AMC@NLO, including NLO and parton-shower corrections. The MSTW 2008 parton distributions [71] have been used. Renormalization and factorization scales are fixed to the Higgs boson mass.

## Vector boson fusion

### 3.1 Introduction

Vector boson fusion (VBF) is the second Higgs boson production channel in total rate at the LHC. Although its rate is almost one order of magnitude smaller than the dominant production channel, gluon fusion, VBF has played quite an important role in the discovery of the Higgs boson, and will also be crucial for the determination of the Higgs properties. This is because, typically, VBF events are less polluted by QCD radiation than gluon fusion ones, and, due to the particular final state-topology, backgrounds can be more easily suppressed by imposing appropriate selection cuts.
I will begin this chapter with Sec. 3.2, trying to define VBF in a way that is as unambiguous as possible, not only at lowest order, but also in view of including higher order QCD and EW corrections. After this, in Sec. 3.3, by looking at the VBF LO amplitude, I will present the distinguishing features of VBF-like events, which are the presence of two hard jets in the opposite rapidity hemispheres, and the lack of radiation in the central region. I will conclude the chapter with Sec. 3.4 showing that these features are not spoiled even if extra radiation is considered.

### 3.2 A working definition for VBF

In this section I will look for a definition of VBF which can be safely used in order to consistently compute higher order corrections. In general, the definition of "production-channel" is itself ambiguous, since production channels are always defined on simple conventions typically based on leading-order Feynman diagrams.

While this poses no problems at LO, it might lead to ambiguities when decays of resonant states and/or higher order effects are included. Consider, as a simple example, the class of processes which involve only the electroweak coupling $\alpha_{E W}$ at the leading order, such as Drell-Yan (with the decay into two jets), single-top production and Higgs boson production via coupling with a vector boson. Most of such processes can be easily defined at leading order considering the corresponding resonant intermediate or final states, while some, such as VBF are (quantum-mechanically) ambiguous already at the leading order: $p p \rightarrow H j j$ with vector bosons in the $t$-channel can interfere with $p p \rightarrow H V^{(*)} \rightarrow H j j$, i.e., with Higgs associated production with a vector boson then decaying into two jets. Such interference, however, is quite small everywhere in the phase space and it can formally be reduced to zero by just taking the narrow width limit. This suggests that considering the two processes distinct is a handy approximation, at least at the leading order. For all of the processes in this class, i.e., single-top and Higgs electroweak production, aiming at a better precision by including higherorder QCD effects creates further ambiguities as it opens up more possibilities for interferences (one notable example is $t W$ at NLO overlapping with $t \bar{t}$ production) and the reliability of the approximations made has to be carefully assessed.

In general two complementary approaches can be followed. The first is to consider all interferences exactly, and introduce a gauge-invariant scheme to properly handle the width effects. This can be consistently done at NLO order in QCD and electroweak corrections, following well-known and established techniques, such as the use of the complex-mass scheme [72]. This is the path followed for instance in Ref. [56] for the calculation of QCD and electroweak effects in the order $\alpha_{E W}^{3}$ process $p p \rightarrow H j j$. The advantage of this approach is that all interference effects are correctly taken into account in any region of phase space, including where tight cuts might create significant enhancements. This is the only way to proceed when interference effects are similar to or larger than the corrections from higher orders. However, when such effects are small, it offers several drawbacks. The first is the unnecessary complexity of the calculation itself. The second is that the operational separation between the two processes, which can be quite useful at the practical level, for example in experimental analysis, is lost. In this context, even the definition of signal and background might not be meaningful and the distinction possibly leads to confusion. In this case another approach can be followed, to use a simple process definition and to systematically check the impact of higher-order corrections and of interferences, in order to set the ultimate practical precision that can be achieved.
Such a definition for VBF consist in defining VBF as the Higgs production for vanishing quark masses, through direct coupling of the Higgs to vector bosons in the $t$-channel, with color-singlet exchange between the two colliding protons. A diagrammatic representation of this definition is given in Fig. 3.1, where no heavy-quark loops are included in the blobs, while extra (color-singlet) vector bosons can appear


Figure 3.1: Higgs production via the VBF process.
at higher orders.

The reason of such a formulation will become more clear in what follows.

### 3.3 The lowest order amplitude and VBF event topology



Figure 3.2: LO VBF Feynman diagram.

The most relevant properties of VBF can be deduced by looking at its LO partonic amplitude, corresponding to the diagram in Fig. 3.2. Dubbing $p_{1}, p_{2}\left(p_{3}, p_{4}\right)$ the momenta of the initial-state (final-state) quarks, this amplitude can be written as (understanding the quark color indexes)

$$
\begin{equation*}
\mathcal{M}_{L O}^{V B F}=2\left(\sqrt{2} G_{F}\right)^{1 / 2} M_{V}^{2} \frac{1}{q_{1}^{2}-M_{V}^{2}} \frac{1}{q_{2}^{2}-M_{V}^{2}} \bar{u}\left(p_{3}\right) \Gamma_{\mu} \bar{u}\left(p_{1}\right) \bar{u}\left(p_{4}\right) \Gamma^{\mu} \bar{u}\left(p_{2}\right), \tag{3.1}
\end{equation*}
$$

where I have defined

$$
\begin{equation*}
q_{1}=p_{3}-p_{1}, \quad q_{2}=p_{4}-p_{2} \tag{3.2}
\end{equation*}
$$

$\Gamma_{\mu}$ is the $V q \bar{q}$ vertex, which for SM interactions between quarks and $W$ and $Z$ bosons can be cast in the from

$$
\begin{equation*}
\Gamma_{m u}=\left(\sqrt{2} G_{F}\right)^{1 / 2} M_{V}\left(v_{q} \gamma_{\mu}-a_{q} \gamma_{\mu} \gamma_{5}\right) \tag{3.3}
\end{equation*}
$$

written in terms of the usual vector and axial-vector couplings of the gauge bosons to fermions:

$$
\begin{equation*}
v_{q}=a_{q}=\frac{1}{\sqrt{2}} \tag{3.4}
\end{equation*}
$$

for the $W$ boson, and

$$
\begin{equation*}
v_{q}=I_{q}-2 Q_{q} \sin ^{2} \theta_{w}, \quad a_{q}=I_{q} \tag{3.5}
\end{equation*}
$$

for the $Z$.

From the expression of the LO diagram Eq. (3.1) many of the distinguishing features of VBF can be inferred. First of all, VBF is a $t$-channel process, with massive bosons in the propagators. This turns into having a finite total cross-section, and in the fact that the bulk of the cross-section corresponds to small momentum transfers $Q_{i}^{2}=-q_{i}^{2}$, typically $Q_{i}^{2} \lesssim M_{V}^{2}$. This last fact, together with having initial states quarks usually probed at mid-large Bjorken $x$, is responsible for the very peculiar VBF final state topology: the two final-state quarks tend to travel almost in the same direction as the corresponding initial ones, carrying a substantial fraction of the initial quark momenta. Eventually, these two final state quarks will appear in the detector as two almost back-to-back jets in the forward-backward region, and with a very large invariant mass (typically some TeV at the LHC), whereas the Higgs is normally produced at central
rapidities. A candidate VBF event from the CMS experiment, showing this feature, is shown in Fig. 3.3. This topology makes it possible to tag on the two jets in order to select VBF-like events, substantially reducing contamination from background or from other production channels (e.g. Higgs production in gluon fusion in association with jets).


Figure 3.3: Candidate VBF event (with the Higgs boson decaying to two photons) recorded by the CMS experiment during the LHC proton-proton run at $\sqrt{S}=7 \mathrm{TeV}$. The two tagging jets (in the forward regions) are visible as tracks in the tracker detector and as energetic deposit in the calorimeters. The two photons are visible in the central regions as energy deposit in the electromagnetic calorimeter.

Another consequence of the final state topology is the extreme suppression of interferences. Partonic channels such as $u и \rightarrow H u u$ or $u d \rightarrow H u d$ have two diagrams contributing, the one in Fig. 3.2 and the one which is obtained exchanging $p_{3}$ with $p_{4}$ (and replacing the $W$ with a $Z$-boson for $u d \rightarrow H u d$ ). The reason of this suppression can be easily understood by looking at the propagators in the case of interferences and in the case of the square of a diagram. The propagator structure of the interferences is

$$
\begin{equation*}
\mathrm{PROP}_{\text {intf }}=\frac{1}{2 p_{1} \cdot p_{3}+M_{V}^{2}} \frac{1}{2 p_{2} \cdot p_{4}+M_{V}^{2}} \frac{1}{2 p_{1} \cdot p_{4}+M_{V}^{2}} \frac{1}{2 p_{2} \cdot p_{3}+M_{V}^{2}}, \tag{3.6}
\end{equation*}
$$

while the one from squared diagrams is

$$
\begin{equation*}
\mathrm{PROP}_{s q r}=\frac{1}{\left(2 p_{1} \cdot p_{3}+M_{V}^{2}\right)^{2}} \frac{1}{\left(2 p_{2} \cdot p_{4}+M_{V}^{2}\right)^{2}} . \tag{3.7}
\end{equation*}
$$

From what I discussed before, in the squared diagram the following relations hold in a (very) rough way

$$
\begin{equation*}
p_{1} \simeq p_{3}, \quad p_{2} \simeq p_{4} . \tag{3.8}
\end{equation*}
$$

With this very rough approximation one can calculate the suppression factor or interferences as roughly $\left(\frac{M_{V}^{2}}{2 p_{3} \cdot p_{4}}\right)^{2}$, where the denominator is the invariant mass of the two final sate quarks (jets). As said above typical values of the invariant mass are of $O(\mathrm{TeV})$, so that one expects interferences to be suppressed at the per-cent level or below. Indeed, this is confirmed the explicit computation.

### 3.4 The effect of higher order QCD corrections



Figure 3.4: Representative virtual (left) and real-emission (right) matrix-elements for factorizable NLO QCD corrections to VBF.


Figure 3.5: Representative virtual (left) and real-emission (right) matrix-elements for nonfactorizable NLO QCD corrections to VBF. These matrix elements vanish due to color conservation.

In this paragraph, I will discuss NLO QCD corrections to VBF. In particular I will show that such corrections do not spoil the peculiar event topology presented in Sec. 3.3.

NLO QCD corrections to VBF (treating real and virtual corrections on the same footing) can be classified into two categories: corrections that only affect one quark line, called factorizable corrections, and corrections that link the two quark lines, called non-factorizable corrections. Representative matrix-elements are shown respectively in Fig. 3.4 and in Fig. 3.5.
It is interesting to note that non-factorizable corrections vanish because of color conservation: this can be understood either using a group-theory argument, since they all contain the trace of a single Gell-Mann color matrix $\operatorname{Tr}\left[t_{a}\right]=0$, or explicitly assigning color to the partons, as done in Fig. 3.6.
The only contribution due to non-factorizable QCD corrections comes from QCD


Figure 3.6: Example of color flow in non-factorizable NLO QCD corrections to VBF. The outgoing quark which radiated the gluon carries a color different than the corresponding quark which did not radiate, making the interference to vanish.
corrections to interferences, which, anyway, are extremely small already at LO (as explained in Sec. 3.3). Such contributions have been computed in [56] and are found to be totally negligible, as expected

Turning now to the factorizable corrections, it is instructive to understand whether the real emission diagrams can alter the event topology described in Sec. 3.3. The most interesting characteristic that was pointed is the fact of having the Higgs boson in a region well separated from that of QCD. In principle, extra QCD emission can pollute the central rapidity region, where the Higgs is produced.
To better understand this let us explicitly consider the case of the radiation of an extra gluon. In order to keep things simpler, I will work in the soft approximation, where, if $k<p_{i}$ is the gluon momentum, the gluon-quark-quark Feynman rule reduces to

$$
\begin{equation*}
V_{q q g, s o f t}^{\mu}=2 g_{s} T_{i j}^{a} p^{\mu} \tag{3.9}
\end{equation*}
$$

where $p$ is the quark momentum (is the same for both quarks since $k \rightarrow 0$ ), $a, \mu$ are the color and Lorentz index of the gluon and $i, j$ are the color index of the outgoing and
incoming quark respectively.

Using this expression, the matrix element for VBF plus the emission of a soft gluon with polarization vector $\epsilon_{g}$ is (only the emission from the $p_{1}-p_{3}$ line is considered)

$$
\begin{equation*}
\mathcal{M}_{s o f t}^{V B F}=g_{s} T_{i j}^{a}\left(\frac{p_{1} \cdot \epsilon_{g}}{p_{1} \cdot k}-\frac{p_{3} \cdot \epsilon_{g}}{p_{3} \cdot k}\right) \mathcal{M}_{L O}^{V B F} \tag{3.10}
\end{equation*}
$$

Therefore, the corresponding partonic cross-section is

$$
\begin{equation*}
d \sigma_{\text {soft }}^{V B F}=d \sigma_{L O}^{V B F} \frac{\alpha_{s} C_{F}}{\pi} \frac{d k^{0}}{k^{0}} \frac{d \phi}{2 \pi} d \cos \theta_{g} \frac{1-\cos \theta_{13}}{\left(1-\cos \theta_{1 g}\right)\left(1-\cos \theta_{3 g}\right)} \tag{3.11}
\end{equation*}
$$

where $\theta_{i j}$ is the angle between particle $i$ and $j$ :

$$
\begin{equation*}
\cos \theta_{i j}=\frac{\overrightarrow{p_{i}} \cdot \overrightarrow{p_{j}}}{\left|\overrightarrow{p_{i}}\right|\left|\overrightarrow{p_{j}}\right|} \tag{3.12}
\end{equation*}
$$

One can rewrite

$$
\begin{align*}
& \frac{1-\cos \theta_{13}}{\left(1-\cos \theta_{1 g}\right)\left(1-\cos \theta_{3 g}\right)}= \\
= & \frac{1}{2}\left[\left(\frac{1-\cos \theta_{13}}{\left(1-\cos \theta_{1 g}\right)\left(1-\cos \theta_{3 g}\right)}+\frac{1}{1-\cos \theta_{1 g}}-\frac{1}{1-\cos \theta_{3 g}}\right)+(1 \leftrightarrow 3)\right] \\
= & W_{1}+W_{3}, \tag{3.13}
\end{align*}
$$

such that $W_{i}$ contains only the collinear divergence $\theta_{i g} \rightarrow 0$.
Interestingly, the following relation holds [73] when one averages $W_{i}$ over the gluon azimuth:

$$
\begin{equation*}
\int_{0}^{2 \pi} \frac{d \phi}{2 \pi} W_{i}=\frac{1}{1-\cos \theta_{i g}} \Theta\left(\theta_{13}-\theta_{i g}\right) \tag{3.14}
\end{equation*}
$$

Eq. (3.14) has an extremely important physical meaning: in the soft approximation, a gluon is emitted at small angles with respect to the particles that radiate it, or, equivalently, that radiation at large angles is suppressed. This phenomenon is called angular ordering.

I will now show the derivation of the angular-ordering condition Eq. (3.14). In particular I will focus on $W_{1}$, the proof for $W_{3}$ being completely analogous. I parametrize the three-momenta $\vec{p}_{1}, \vec{p}_{3}, \vec{k}$ as

$$
\begin{align*}
\vec{p}_{1} & =\left|\vec{p}_{1}\right|(0,0,1),  \tag{3.15}\\
\vec{p}_{3} & =\left|\vec{p}_{3}\right|\left(\sin \theta_{13}, 0, \cos \theta_{13}\right),  \tag{3.16}\\
\vec{k} & =|\vec{k}|\left(\sin \theta_{1 g} \cos \phi, \sin \theta_{1 g} \sin \phi, \cos \theta_{1 g}\right) . \tag{3.17}
\end{align*}
$$

The angle $\theta_{3 g}$ is related to the gluon azimuth by the relation

$$
\begin{equation*}
\cos \theta_{3 g}=\sin \theta_{13} \sin \theta_{1 g} \cos \phi+\cos \theta_{13} \cos \theta_{1 g}, \tag{3.18}
\end{equation*}
$$

and can be cast in the form

$$
\begin{equation*}
1-\cos \theta_{3 g}=a-b \cos \phi, \tag{3.19}
\end{equation*}
$$

with

$$
\begin{align*}
a & =1-\cos \theta_{13} \cos \theta_{1 g},  \tag{3.20}\\
b & =\sin \theta_{13} \sin \theta_{1 g} . \tag{3.21}
\end{align*}
$$

If I now define

$$
\begin{equation*}
z=\exp (\mathrm{i} \phi), \tag{3.22}
\end{equation*}
$$

the following identity holds:

$$
\begin{equation*}
I_{1} \equiv \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \frac{1}{1-\cos \theta_{3 g}}=\frac{1}{\mathrm{i} \pi b} \oint \frac{d z}{\left(z-z_{+}\right)\left(z-z_{-}\right)} \tag{3.23}
\end{equation*}
$$

where the zeros of the denominator are

$$
\begin{equation*}
z_{ \pm}=\frac{a}{b} \pm \sqrt{\frac{a^{2}}{b^{2}}-1} . \tag{3.24}
\end{equation*}
$$



$$
\begin{equation*}
I_{1}=\sqrt{\frac{1}{a^{2}-b^{2}}}=\frac{1}{\left|\cos \theta_{1 g}-\cos \theta_{13}\right|} \tag{3.25}
\end{equation*}
$$

Finally the azimuthal average of $W_{1}$ can be expressed in terms of $I_{1}$, obtaining

$$
\begin{align*}
\int_{o}^{2 \pi} \frac{d \phi}{2 \pi} W_{1} & =\frac{1}{2\left(1-\cos \theta_{1 g}\right)}\left[1+\left(\cos \theta_{1 g}-\cos \theta_{13}\right)\right] I_{1}= \\
& = \begin{cases}\frac{1}{1-\cos \theta_{1 g}} & \text { if } \theta_{1 g}<\theta_{13} \\
0 & \text { else }\end{cases} \tag{3.26}
\end{align*}
$$

which completes the proof.

What I have just shown is that, considering the case of a soft gluon, extra QCD radiation in VBF is bound to be close in phase-space to the outgoing quarks. When the exact real emission matrix-elements are considered, also including contributions with a gluon in the initial state, no substantial modification of the radiation pattern is found. The bottom line is that radiation in the central rapidity region, hence emitted at large angles with respect to the quarks 1,3 , is usually suppressed in VBF, and this is a direct consequence of the fact that no color is exchanged between the protons. A comparison of the rapidity distribution for the third jet in VBF and in Higgs production via gluon fusion (where the two protons are color connected), is shown in Fig. 3.7, where it is possible to appreciate the different radiation pattern.

This thesis will be devoted to present the most accurate predictions for VBF. In Chapter 4 I will study the impact of NLO and NNLO QCD corrections on the VBF total cross-section, and I will show how the theoretical uncertainties greatly reduce after their inclusion. In Chapter 5 I will compute NLO QCD corrections to VBF matched with parton shower. This will allow to study the impact of corrections on differential observables, and to study with more detail the extra jet radiation pattern.


Figure 3.7: Rapidity distribution for the third jet in VBF (black solid) and in Higgs production via gluon fusion (red dashed), at the LHC $\sqrt{S}=8 \mathrm{TeV}$, for a $M_{H}=125 \mathrm{GeV}$ Higgs boson. Events have been generated with MadGraph [74] and showered with HERWIG6 [69,70]. Hadrons are clustered into jets using the anti- $k_{T}$ algorithm [75] as implemented in FastJet [76], with $\Delta R=0.5, p_{T}>20 \mathrm{GeV}$. Distributions are normalized to 1 .


## Precise predictions for the total VBF cross-section

The results presented in this chapter are based on [20,21,25-27] and on the VBF chapter of [23, 24].

### 4.1 Introduction

This chapter is devoted to the presentation of the state-of-the-art predictions for the VBF total cross-section. Lot of efforts from various groups have been spent in order to provide predictions as accurate as possible, resulting in the VBF total cross-section being now one of the most (if not the most) precise prediction for a total-rate at the LHC.

In Sec. 4.2 I will first describe the details of the computation of the NNLO QCD corrections published in [21,25], and show how these predictions can be further improved by including the NLO electroweak (EW) corrections and effects due to the Higgs virtuality.
I will present the results for the LHC with a center-of-mass energy $\sqrt{S}=8 \mathrm{TeV}$ (as for the 2012 run) in Sec. 4.3, then move to conclusions in Sec. 4.4.

### 4.2 Higher order corrections to VBF

According to the definition of VBF given in Sec. 3.2, higher order corrections can be classified as genuine "VBF-like" contributions and "non VBF-like" ones. I will now present the contributions belonging to each of the two classes.
"VBF-like" contributions:

- Factorizable contributions in QCD, where "factorizable" means that they can be represented as in Fig. 3.1. This class will be evaluated exactly in Sec. 4.2.1.1, and gives the bulk of the QCD corrections up to order $\alpha_{s}^{2}$ to a precision better than $1 \%$.
- Non-factorizable contributions in QCD, i.e.corrections in which colored particles (in a color-singlet state) are exchanged between the colliding protons. They will be studied in Sec. 4.2.1.2, where they are proven to be color suppressed (of order $\alpha_{s}^{2} / N_{c}^{2}$ ) with respect the factorizable ones, and they are estimated to contribute less than $1 \%$ to the total VBF cross section.
- Electroweak corrections to diagrams in Fig. 3.1. These are relevant corrections which have been calculated in Ref. [56]. Their combination with the NNLO QCD ones has been presented in Ref. [23] and will be briefly reported in Sec. 4.2.2.
- Higgs boson finite width effects. These effects arise from the inclusion of the Higgs boson width in the calculation, which need to be considered specially in the case (now excluded) of a heavy Higgs boson. This can be done according to many schemes which give equivalent results for a light Higgs, but can sizably differ for a heavier one. The computation of these effects for VBF is discussed in Sec. 4.2.3.
"Non-VBF like" contributions:
- Single-quark line contributions, as calculated in Ref. [77]. These effects are smaller than $1 \%$ in differential cross sections.
- Interferences between VBF diagrams, which are known up to NLO in QCD and electroweak as calculated in Ref. [56]. These effects are found to be very small already at LO, which can be easily included.
- Interferences between VBF and associated $W H$ and $W Z$ production at NLO in QCD and electroweak, as calculated in Ref. [56]. Also these effects can be easily calculated at LO and are found to be completely negligible, and vanishing in the narrow-width approximation.
- Interferences with the top-loop mediated Higgs production, Refs. [78,79] and contributions calculated in Sec. 4.2.1.3. These effects are found to contribute less than $1 \%$ to the total cross section.
- $t$-channel vector boson production in presence of heavy-quark loops (triangles and boxes), see Sec. 4.2.1.3. These effects are estimated to contribute less than $1 \%$ to the total cross section.


### 4.2.1 QCD corrections to VBF

As has been explained in Chapter 3, QCD corrections to VBF factorize in such a way that contributions arising from gluon exchange between the quark lines vanish. Up to NLO this fact, together with the large suppression of interferences, allow to consider the two quark-lines as fully independent. From this point of view, VBF is nothing more than a double Deep-Inelastic Scattering process, where the vector bosons fuse into the Higgs. Therefore, the long known NLO QCD corrections to DIS [80] can be used to compute the VBF cross-section at NLO.

This has indeed been exploited in the first computation of the NLO QCD corrections to VBF more than twenty years ago [53], and is known as the "structure function approach".

At NNLO some extra non-vanishing contributions arise, which break the factorization which underlies the structure function approach. An estimate (or the explicit computation if possible) of such contributions is mandatory in order to assess if the structure-function approach can be extended up to NNLO, and will be done in what follows.

The factorization-violating contributions can be classified into two groups: the first group consists in the contribution from the exchange of two gluons in a color singlet between the protons, where the gluons can be both virtual, real-virtual and both real. The exact inclusion of this contributions is, unfortunately, still beyond reach.
The second group of contributions consist in diagrams involving the third generation of quarks, where the Higgs can couple to the top.

As it will be shown in Sec. 4.2.1.2 and Sec. 4.2.1.3, an estimate of these contributions suggests that they can be neglected with respect to the NNLO QCD corrections included in the structure function approach.

### 4.2.1.1 Structure function approach

The structure function approach is based on the observation that to a very good approximation the VBF process can be described as a double deep-inelastic scattering process (DIS), see Fig. 3.1, where two (virtual) vector-bosons $V_{i}$ (independently) emitted from the hadronic initial states fuse into a Higgs boson.

Considering VBF as the product of two DIS processes, the total cross-section total cross-section can be factorized as the product of the electroweak matrix element $\mathcal{M}^{\mu \rho}$, i.e., $V_{1}^{\mu} V_{2}^{\rho} \rightarrow H$, which in the SM reads

$$
\begin{equation*}
\mathcal{M}^{\mu \nu}=2\left(\sqrt{2} G_{F}\right)^{1 / 2} M_{V}^{2} g^{\mu \nu}, \tag{4.1}
\end{equation*}
$$

and the DIS hadronic tensor $W_{\mu \nu}$ :

$$
\begin{align*}
d \sigma= & \frac{1}{2 S} 2 G_{F}^{2} M_{V_{1}}^{2} M_{V}^{2} \frac{1}{\left(Q_{1}^{2}+M_{V}^{2}\right)^{2}} \frac{1}{\left(Q_{2}^{2}+M_{V}^{2}\right)^{2}} \\
& \times W_{\mu v}\left(x_{1}, Q_{1}^{2}\right) \mathcal{M}^{\mu \rho} \mathcal{M}^{* v \sigma} W_{\rho \sigma}\left(x_{2}, Q_{2}^{2}\right) \\
& \times \frac{d^{3} P_{X_{1}}}{(2 \pi)^{3} 2 E_{X_{1}}} \frac{d^{3} P_{X_{2}}}{(2 \pi)^{3} 2 E_{X_{2}}} d s_{1} d s_{2} \frac{d^{3} P_{H}}{(2 \pi)^{3} 2 E_{H}} \\
& \times(2 \pi)^{4} \delta^{4}\left(P_{1}+P_{2}-P_{X_{1}}-P_{X_{2}}-P_{H}\right) . \tag{4.2}
\end{align*}
$$

Here $G_{F}$ is Fermi's constant and $\sqrt{S}$ is the center-of-mass energy of the collider. $Q_{i}^{2}=-q_{i}^{2}, x_{i}=Q_{i}^{2} /\left(2 P_{i} \cdot q_{i}\right)$ are the usual DIS variables, $s_{i}=\left(P_{i}+q_{i}\right)^{2}$ are the invariant masses of the $i$-th proton remnant, and $M_{V_{i}}$ denote the vector-boson masses, see Fig. 3.1. The three-particle phase space $d P S$ of the VBF process is given in the second line of Eq. (4.2). It is discussed in detail in App. A.

Higgs production in VBF requires the hadronic tensor $W_{\mu \nu}$ for DIS neutral and charged current reactions, i.e., the scattering off a $Z$ as well as off a $W^{ \pm}$-boson. It is commonly expressed in terms of the standard DIS structure functions $F_{i}\left(x, Q^{2}\right)$ with $i=1,2,3$. i.e. $F_{i}^{V}$ with $i=1,2,3$ and $V \in\left\{Z, W^{ \pm}\right\}$. Thus,

$$
\begin{align*}
W_{\mu \nu}\left(x_{i}, Q_{i}^{2}\right)= & \left(-g_{\mu \nu}+\frac{q_{i, \mu} q_{i, v}}{q_{i}^{2}}\right) F_{1}\left(x_{i}, Q_{i}^{2}\right)+\frac{\hat{P}_{i, \mu} \hat{P}_{i, v}}{P_{i} \cdot q_{i}} F_{2}\left(x_{i}, Q_{i}^{2}\right)+  \tag{4.3}\\
& +\mathrm{i} \epsilon_{\mu \nu \alpha \beta} \frac{P_{i}^{\alpha} q_{i}^{\beta}}{2 P_{i} \cdot q_{i}} F_{3}\left(x_{i}, Q_{i}^{2}\right),
\end{align*}
$$

where $\epsilon_{\mu \nu \alpha \beta}$ is the completely antisymmetric tensor and the momentum $\hat{P}_{i}$ reads

$$
\begin{equation*}
\hat{P}_{i, \mu}=P_{i, \mu}-\frac{P_{i} \cdot q_{i}}{q_{i}^{2}} q_{i, \mu} \tag{4.4}
\end{equation*}
$$

The evaluation of Eq. (4.1) and Eq. (4.3) leads to the explicit result for the squared hadronic tensor in Eq. (4.2) in terms of the DIS structure functions [53] (see also the review [34]):

$$
\begin{align*}
& W_{\mu \nu}\left(x_{1}, Q_{1}^{2}\right) \mathcal{M}^{\mu \rho} \mathcal{M}^{* v \sigma} W_{\rho \sigma}\left(x_{2}, Q_{2}^{2}\right)=4 \sqrt{2} G_{F} M_{V_{i}}^{4} \\
& \times\left\{F_{1}\left(x_{1}, Q_{1}^{2}\right) F_{1}\left(x_{2}, Q_{2}^{2}\right)\left[2+\frac{\left(q_{1} \cdot q_{2}\right)^{2}}{q_{1}^{2} q_{2}^{2}}\right]\right. \\
&+\frac{F_{1}\left(x_{1}, Q_{1}^{2}\right) F_{2}\left(x_{2}, Q_{2}^{2}\right)}{P_{2} \cdot q_{2}}\left[\frac{\left(P_{2} \cdot q_{2}\right)^{2}}{q_{2}^{2}}+\frac{1}{q_{1}^{2}}\left(P_{2} \cdot q_{1}-\frac{P_{2} \cdot q_{2}}{q_{2}^{2}} q_{1} \cdot q_{2}\right)^{2}\right] \\
&+\frac{F_{2}\left(x_{1}, Q_{1}^{2}\right) F_{1}\left(x_{2}, Q_{2}^{2}\right)}{P_{1} \cdot q_{1}}\left[\frac{\left(P_{1} \cdot q_{1}\right)^{2}}{q_{1}^{2}}+\frac{1}{q_{2}^{2}}\left(P_{1} \cdot q_{2}-\frac{P_{1} \cdot q_{1}}{q_{1}^{2}} q_{1} \cdot q_{2}\right)^{2}\right] \\
&+\frac{F_{2}\left(x_{1}, Q_{1}^{2}\right) F_{2}\left(x_{2}, Q_{2}^{2}\right)}{\left(P_{1} \cdot q_{1}\right)\left(P_{2} \cdot q_{2}\right)} \\
& \times\left(P_{1} \cdot P_{2}-\frac{\left(P_{1} \cdot q_{1}\right)\left(P_{2} \cdot q_{1}\right)}{q_{1}^{2}}-\frac{\left(P_{1} \cdot q_{2}\right)\left(P_{2} \cdot q_{2}\right)}{q_{2}^{2}}\right. \\
&\left.+\frac{\left(P_{1} \cdot q_{1}\right)\left(P_{2} \cdot q_{2}\right)\left(q_{1} \cdot q_{2}\right)}{q_{1}^{2} q_{2}^{2}}\right)^{2} \\
&\left.+\frac{F_{3}\left(x_{1}, Q_{1}^{2}\right) F_{3}\left(x_{2}, Q_{2}^{2}\right)}{2\left(P_{1} \cdot q_{1}\right)\left(P_{2} \cdot q_{2}\right)}\left(\left(P_{1} \cdot P_{2}\right)\left(q_{1} \cdot q_{2}\right)-\left(P_{1} \cdot q_{2}\right)\left(P_{2} \cdot q_{1}\right)\right)\right\} \tag{4.5}
\end{align*}
$$

At this stage it remains to insert the DIS structure functions $F_{i}^{V}$ with $i=1,2,3$ and $V \in\left\{Z, W^{ \pm}\right\}$. At NLO in QCD, explicit expression have been given in Ref. [53] using the results of Ref. [80]. For the necessary generalization beyond NLO, I will now briefly review the basic formulae.
Thanks to the QCD factorization theorem, structure functions can be expressed as convolutions of the PDFs in the proton and the short-distance Wilson coefficient functions $C_{i}$. The gluon PDF at the factorization scale $\mu_{F}$ is denoted by $g\left(x, \mu_{F}\right)$ and the quark (or anti-quark) PDF by $q_{i}\left(x, \mu_{F}\right)$ (or $\bar{q}_{i}\left(x, \mu_{F}\right)$ ) for a specific quark flavor $i$. The latter PDFs appear in the following combinations,

$$
\begin{equation*}
q_{\mathrm{s}}=\sum_{i=1}^{n_{f}}\left(q_{i}+\bar{q}_{i}\right), \quad q_{\mathrm{ns}}^{\mathrm{v}}=\sum_{i=1}^{n_{f}}\left(q_{i}-\bar{q}_{i}\right) \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
q_{\mathrm{ns}, i}^{+}=\left(q_{i}+\bar{q}_{i}\right)-q_{\mathrm{s}}, \quad q_{\mathrm{ns}, i}^{-}=\left(q_{i}-\bar{q}_{i}\right)-q_{\mathrm{ns}}^{\mathrm{v}}, \tag{4.7}
\end{equation*}
$$

as the singlet distribution $q_{\mathrm{s}}$, the (non-singlet) valence distribution $q_{\mathrm{ns}}^{\mathrm{v}}$ as well as flavor asymmetries of $q_{\mathrm{ns}, i}^{ \pm}$. All of them are subject to well-defined transformation properties under the flavor isospin, see e.g. [81, 82].

For the neutral current $Z$-boson exchange the DIS structure functions $F_{i}^{Z}$ can be written as follows:

$$
\begin{align*}
& F_{i}^{Z}\left(x, Q^{2}\right)=f_{i}(x) \int_{0}^{1} d z \int_{0}^{1} d y \delta(x-y z) \sum_{j=1}^{n_{f}}\left(v_{j}^{2}+a_{j}^{2}\right) \times  \tag{4.8}\\
& \quad \times\left\{q_{\mathrm{ns}, j}^{+}\left(y, \mu_{F}\right) C_{i, \mathrm{~ns}}^{+}\left(z, Q, \mu_{R}, \mu_{F}\right)+q_{\mathrm{s}}\left(y, \mu_{F}\right) C_{i, \mathrm{q}}\left(z, Q, \mu_{R}, \mu_{F}\right)+\right. \\
& \left.\quad+g\left(y, \mu_{F}\right) C_{i, \mathrm{~g}}\left(z, Q, \mu_{R}, \mu_{F}\right)\right\} \\
& F_{3}^{Z}\left(x, Q^{2}\right)=\int_{0}^{1} d z \int_{0}^{1} d y \delta(x-y z) \sum_{i=1}^{n_{f}} 2 v_{i} a_{i} \times  \tag{4.9}\\
& \quad \times\left\{q_{\mathrm{ns}, i}^{-}\left(y, \mu_{F}\right) C_{3, \mathrm{~ns}}^{-}\left(z, Q, \mu_{R}, \mu_{F}\right)+q_{\mathrm{ns}}^{\mathrm{v}}\left(y, \mu_{F}\right) C_{3, \mathrm{~ns}}^{\mathrm{v}}\left(z, Q, \mu_{R}, \mu_{F}\right)\right\}
\end{align*}
$$

where $i=1,2$ and the pre-factors in Eq. (4.8) are $f_{1}(x)=1 / 2, f_{2}(x)=x$. The vector- and axial-vector coupling constants $v_{i}$ and $a_{i}$ in Eq. (4.8) are given by (see also Sec. 3.3)

$$
v_{i}^{2}+a_{i}^{2}= \begin{cases}\frac{1}{4}+\left(\frac{1}{2}-\frac{4}{3} \sin ^{2} \theta_{w}\right)^{2} & u \text {-type quarks }  \tag{4.10}\\ \frac{1}{4}+\left(\frac{1}{2}-\frac{2}{3} \sin ^{2} \theta_{w}\right)^{2} & d \text {-type quarks }\end{cases}
$$

and, likewise, in Eq. (4.9),

$$
2 v_{i} a_{i}= \begin{cases}\frac{1}{2}-\frac{4}{3} \sin ^{2} \theta_{w} & u \text {-type quarks }  \tag{4.11}\\ \frac{1}{2}-\frac{2}{3} \sin ^{2} \theta_{w} & d \text {-type quarks }\end{cases}
$$

The coefficient functions $C_{i}$ in Eqs. (4.8)-(4.9) parameterize the hard partonic scattering process. They depend only on the scaling variable $x$, and on dimensionless ratios
of $Q^{2}, \mu_{F}$ and the renormalization scale $\mu_{R}$. The perturbative expansion of $C_{i}$ in the strong coupling $\alpha_{s}$ up to two loops reads in the non-singlet sector,

$$
\begin{align*}
C_{i, \mathrm{~ns}}^{+}(x)= & \delta(1-x)+a_{s}\left\{c_{i, \mathrm{q}}^{(1)}+L_{M} P_{\mathrm{qq}}^{(0)}\right\}  \tag{4.12}\\
& +a_{s}^{2}\left\{c_{i, \mathrm{~ns}}^{(2),+}+L_{M}\left(P_{\mathrm{ns}}^{(1),+}+c_{i, \mathrm{q}}^{(1)}\left(P_{\mathrm{qq}}^{(0)}-\beta_{0}\right)\right)+L_{M}^{2}\left(\frac{1}{2} P_{\mathrm{qq}}^{(0)}\left(P_{\mathrm{qq}}^{(0)}-\beta_{0}\right)\right)\right. \\
& \left.+L_{R} \beta_{0} c_{i, \mathrm{q}}^{(1)}+L_{R} L_{M} \beta_{0} P_{\mathrm{qq}}^{(0)}\right\}, \\
C_{3, \mathrm{~ns}}^{-}(x)= & \delta(1-x)+a_{s}\left\{c_{3, \mathrm{q}}^{(1)}+L_{M} P_{\mathrm{qq}}^{(0)}\right\}  \tag{4.13}\\
& +a_{s}^{2}\left\{c_{3, \mathrm{~ns}}^{(2),-}+L_{M}\left(P_{\mathrm{ns}}^{(1),-}+c_{3, \mathrm{q}}^{(1)}\left(P_{\mathrm{qq}}^{(0)}-\beta_{0}\right)\right)+L_{M}^{2}\left(\frac{1}{2} P_{\mathrm{qq}}^{(0)}\left(P_{\mathrm{qq}}^{(0)}-\beta_{0}\right)\right)\right. \\
& \left.+L_{R} \beta_{0} c_{3, \mathrm{q}}^{(1)}+L_{R} L_{M} \beta_{0} P_{\mathrm{qq}}^{(0)}\right\},
\end{align*}
$$

where $a_{s}=\alpha_{s}\left(\mu_{R}\right) /(4 \pi)$ and $i=1,2$ in Eq. (4.12). The complete scale dependence, i.e. the towers of logarithms in $L_{M}=\ln \left(Q^{2} / \mu_{F}^{2}\right)$ and $L_{R}=\ln \left(\mu_{R}^{2} / \mu_{F}^{2}\right)$ (keeping $\left.\mu_{R} \neq \mu_{F}\right)$, has been derived by renormalization group methods (see, e.g. [83]) in terms of splitting functions $P_{i j}^{(l)}$ and the coefficients of the QCD beta function, $\beta_{l}$. In the normalization of the expansion parameter, $a_{s}=\alpha_{s} /(4 \pi)$, the conventions for the running coupling are

$$
\begin{equation*}
\frac{d}{d \ln \mu^{2}} \frac{\alpha_{s}}{4 \pi} \equiv \frac{d a_{s}}{d \ln \mu^{2}}=-\beta_{0} a_{s}^{2}-\ldots, \quad \beta_{0}=\frac{11}{3} C_{A}-\frac{2}{3} n_{f} \tag{4.14}
\end{equation*}
$$

with $\beta_{0}$ the usual expansion coefficient of the QCD beta function, $C_{A}=3$ and $n_{f}$ the number of light flavors.

Note, that the valence coefficient function $C_{3, \mathrm{~ns}}^{\mathrm{v}}$ in Eq. (4.13) is defined as $C_{3, \mathrm{~ns}}^{\mathrm{v}}=$ $C_{3, \mathrm{~ns}}^{-}+C_{3, \mathrm{~ns}}^{\mathrm{s}}$. However $C_{3, \mathrm{~ns}}^{\mathrm{s}} \neq 0$ only at three-loop order, so that Eq. (4.13) suffices with $C_{3, \mathrm{~ns}}^{\mathrm{v}}=C_{3, \mathrm{~ns}}^{-}$up to NNLO. In the singlet sector

$$
\begin{align*}
C_{i, \mathrm{q}}(x)= & \delta(1-x)+a_{s}\left\{c_{i, \mathrm{q}}^{(1)}+L_{M} P_{\mathrm{qq}}^{(0)}\right\}  \tag{4.15}\\
& +a_{s}^{2}\left\{c_{i, \mathrm{q}}^{(2)}+L_{M}\left(P_{\mathrm{qq}}^{(1)}+c_{i, \mathrm{q}}^{(1)}\left(P_{\mathrm{qq}}^{(0)}-\beta_{0}\right)+c_{i, \mathrm{~g}}^{(1)} P_{\mathrm{gq}}^{(0)}\right)\right. \\
& +L_{M}^{2}\left(\frac{1}{2} P_{\mathrm{qq}}^{(0)}\left(P_{\mathrm{qq}}^{(0)}-\beta_{0}\right)+\frac{1}{2} P_{\mathrm{qq}}^{(0)} P_{\mathrm{gq}}^{(0)}\right) \\
& \left.+L_{R} \beta_{0} c_{i, \mathrm{q}}^{(1)}+L_{R} L_{M} \beta_{0} P_{\mathrm{qq}}^{(0)}\right\},
\end{align*}
$$

$$
\begin{align*}
C_{i, \mathrm{~g}}(x)= & a_{s}\left\{c_{i, \mathrm{~g}}^{(1)}+L_{M} P_{\mathrm{qg}}^{(0)}\right\}  \tag{4.16}\\
& +a_{s}^{2}\left\{c_{i, \mathrm{~g}}^{(2)}+L_{M}\left(P_{\mathrm{qg}}^{(1)}+c_{i, \mathrm{q}}^{(1)} P_{\mathrm{qg}}^{(0)}+c_{i, \mathrm{~g}}^{(1)}\left(P_{\mathrm{gg}}^{(0)}-\beta_{0}\right)\right)\right. \\
& +L_{M}^{2}\left(\frac{1}{2} P_{\mathrm{qq}}^{(0)} P_{\mathrm{qg}}^{(0)}+\frac{1}{2} P_{\mathrm{qg}}^{(0)}\left(P_{\mathrm{gg}}^{(0)}-\beta_{0}\right)\right) \\
& \left.+L_{R} \beta_{0} c_{i, \mathrm{~g}}^{(1)}+L_{R} L_{M} \beta_{0} P_{\mathrm{qg}}^{(0)}\right\},
\end{align*}
$$

where again $i=1,2$ in Eq. (4.15). The quark-singlet contribution contains the so-called pure-singlet part, $C_{i, \mathrm{q}}=C_{i, \mathrm{~ns}}^{+}+C_{i, \mathrm{ps}}$, i.e. $P_{\mathrm{qq}}^{(1)}=P_{\mathrm{ns}}^{(1),+}+P_{\mathrm{ps}}^{(1)}$ and $c_{i, \mathrm{q}}^{(2)}=c_{i, \mathrm{~ns}}^{(2),+}+c_{i, \mathrm{ps}}^{(2)}$ in Eq. (4.15). Note that $C_{i, \mathrm{ps}} \neq 0$ from two-loop order. The DIS coefficient functions $c_{i, \mathrm{k}}^{(l)}$ are known to NNLO from Refs. [84-87], likewise, NNLO evolution of the PDFs has been determined in Refs. [81,88] and even the hard corrections at order $\alpha_{s}^{3}$ are available [89, 90]. Accurate parameterizations of all coefficient functions in Eqs. (4.12)-(4.16) can be taken e.g. from Refs. [89,90] and the splitting functions $P_{i j}^{(l)}$ are given e.g. in Refs. [81, 88] ${ }^{1}$. All products in Eqs. (4.12)-(4.16) are understood as Mellin convolutions. They can be easily evaluated in terms of harmonic polylogarithms $H_{\vec{m}}(x) /(1 \pm x)$ up to weight 4 , see [91], which can be evaluated using the Fortran package [92].

For the charged current case with $W^{ \pm}$-boson exchange the DIS structure functions $F_{i}^{W^{ \pm}}$are given by,

$$
\begin{align*}
& F_{i}^{W^{-}}\left(x, Q^{2}\right)=\frac{1}{2} f_{i}(x) \int_{0}^{1} d z \int_{0}^{1} d y \delta(x-y z) \frac{1}{n_{f}} \sum_{j=1}^{n_{f}}\left(v_{j}^{2}+a_{j}^{2}\right) \times  \tag{4.17}\\
& \quad \times\left\{\delta q_{\mathrm{ns}}^{-}\left(y, \mu_{F}\right) C_{i, \mathrm{~ns}}^{-}\left(z, Q, \mu_{R}, \mu_{F}\right)+q_{\mathrm{s}}\left(y, \mu_{F}\right) C_{i, \mathrm{q}}\left(z, Q, \mu_{R}, \mu_{F}\right)+\right. \\
& \left.\quad+g\left(y, \mu_{F}\right) C_{i, \mathrm{~g}}\left(z, Q, \mu_{R}, \mu_{F}\right)\right\}, \\
& F_{3}^{W^{-}}\left(x, Q^{2}\right)=\frac{1}{2} \int_{0}^{1} d z \int_{0}^{1} d y \delta(x-y z) \frac{1}{n_{f}} \sum_{i=1}^{n_{f}} 2 v_{i} a_{i} \times  \tag{4.18}\\
& \quad \times\left\{\delta q_{\mathrm{ns}}^{+}\left(y, \mu_{F}\right) C_{3, \mathrm{~ns}}^{+}\left(z, Q, \mu_{R}, \mu_{F}\right)+q_{\mathrm{ns}}^{\mathrm{v}}\left(y, \mu_{F}\right) C_{3, \mathrm{~ns}}^{\mathrm{v}}\left(z, Q, \mu_{R}, \mu_{F}\right)\right\},
\end{align*}
$$

[^0]where, as above, $C_{i, \mathrm{q}}=C_{i, \mathrm{~ns}}^{+}+C_{i, \mathrm{ps}}$ and, also, $C_{3, \mathrm{~ns}}^{\mathrm{v}}=C_{i, \mathrm{~ns}}^{-}$up to two-loop order. The asymmetry $\delta q_{\mathrm{ns}}^{ \pm}$parametrizes the iso-triplet component of the proton, i.e. $u \neq d$ and so on. It is defined as
\[

$$
\begin{equation*}
\delta q_{\mathrm{ns}}^{ \pm}=\sum_{i \in u \text {-type }} \sum_{j \in d \text {-type }}\left\{\left(q_{i} \pm \bar{q}_{i}\right)-\left(q_{j} \pm \bar{q}_{j}\right)\right\} \tag{4.19}
\end{equation*}
$$

\]

Its numerical impact is expected to be small though. The respective results for $F_{i}^{W^{+}}$ are obtained from Eqs. (4.17)-(4.18) with the simple replacement $\delta q_{\mathrm{ns}}^{ \pm} \rightarrow-\delta q_{\mathrm{ns}}^{ \pm}$.

The vector- and axial-vector coupling constants $v_{i}$ and $a_{i}$ are given by

$$
\begin{equation*}
v_{i}=a_{i}=\frac{1}{\sqrt{2}} . \tag{4.20}
\end{equation*}
$$

The coefficient functions in Eqs. (4.17)-(4.18) including their dependence on the factorization and the renormalization scales can be obtained from Eqs. (4.12)-(4.16) with the help of the following simple substitutions $c_{i, \mathrm{~ns}}^{(2),+} \leftrightarrow c_{i, \mathrm{~ns}}^{(2),-}, c_{3, \mathrm{~ns}}^{(2),-} \leftrightarrow c_{3, \mathrm{~ns}}^{(2)+}$ and $P_{\mathrm{ns}}^{(1),+} \leftrightarrow P_{\mathrm{ns}}^{(1),-}$ and so on. Again, all expressions for the coefficient and splitting functions are given in Refs. [89, 90] and [81, 88], respectively.

Eq. (4.2) with the explicit expressions for the DIS structure functions inserted provides the backbone of the NNLO QCD predictions for Higgs production in VBF. However, as emphasized above, the underlying factorization is not exact beyond NLO and therefore the non-factorizable corrections need to be estimated. This will be done in the following.

### 4.2.1.2 Non-factorizable contributions

In order to assess the quality of the factorization approach, I now turn to estimate the size of non-factorizable contributions, i.e. those contributions which come from diagrams involving the exchange of gluons between the two quark lines (not included in the structure function approach).
Neglecting interferences between $t$ - and $u$-channel diagrams, which are, as said, kinematically suppressed, this class of diagrams vanishes at NLO because of color conservation, but contributes at NNLO for the first time. Here, the notion "class of diagrams" refers to a gauge invariant, finite subset of the diagrams. Examples of non-factorizable diagrams are shown in Fig. 4.1.

Before presenting a detailed numerical estimate of the size of the non-factorizable


Figure 4.1: Examples of squared matrix elements contributing at NNLO to VBF involving a double gluon exchange between the two quark lines.


Figure 4.2: Color configurations associated to non-factorizable double-gluon exchange corrections to VBF at NNLO.
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Figure 4.3: Color configurations associated to factorizable corrections to VBF at NNLO.
contributions, I briefly recall two general arguments from Refs. [20,25] justifying their omission.

The first argument is based on the study of the associated color factors. The possible color configurations for factorizable and non-factorizable corrections are shown in Figs. 4.2 and 4.3, respectively, together with the associated color factors. The color factor appearing in the factorizable corrections is $\left(N_{c}^{2}-1\right)^{2} / 4=16$, while it is $\left(N_{c}^{2}-\right.$ $1) / 4=2\left(\right.$ for $\left.N_{c}=3\right)$ for the double gluon exchange consisting of a double colortraces. Hence the non-factorizable corrections are suppressed by a factor $O\left(1 / N_{c}^{2}\right)$ with respect to the leading factorizable ones.

The second argument is based on the kinematical dependence of diagrams like those shown in Fig. 4.1. Such contributions, see e.g., Fig. 4.1 (right), come from the interference of diagrams with one or two gluons radiated by the upper quark line with diagrams where gluons are radiated by the lower line. As explained in Sec. 3.4, angular ordering in gluon emission leads to QCD radiation close to the quark from which it is emitted, and for the peculiar structure of VBF events, discussed in Sec. 3.3, the two final state quarks are usually well separated in phase-space. Therefore VBF kinematics itself should suppress this kind of interferences.
These arguments have already been used in [93] to justify neglecting real and virtual double gluon exchange diagrams in the computation of NLO QCD corrections for Higgs production in VBF with an extra jet.

The arguments given before can be enforced in a more quantitative way. If the total cross-section is expanded up to order $\alpha_{s}^{2}$ as

$$
\begin{equation*}
\sigma_{N N L O}=\sigma_{0}\left(1+\alpha_{s} \Delta_{1}+\alpha_{s}^{2} \Delta_{2}\right), \tag{4.21}
\end{equation*}
$$

the terms $\Delta_{i}$ show the impact on the LO cross section of the $\mathrm{N}^{i} \mathrm{LO}$ corrections. While, as explained above, $\Delta_{1}$ can be completely identified with the NLO factorizable corrections, in general $\Delta_{2}$ receives contributions both from factorizable and non-factorizable corrections:

$$
\begin{equation*}
\Delta_{2}=\Delta_{2}^{\text {fact }}+\Delta_{2}^{\text {non-fact }} \tag{4.22}
\end{equation*}
$$

The exact calculation of $\Delta_{2}^{\text {non-fact }}$ is out of reach, but the ratio of the NNLO nonfactorizable contributions $\Delta_{2}^{\text {non-fact }}$, vs. the factorizable ones, $\Delta_{2}^{\text {fact }}$, can be estimated as

$$
\begin{equation*}
R_{2} \equiv \frac{\Delta_{2}^{\text {non-fact }}}{\Delta_{2}^{\text {fact }}} \simeq \frac{1}{N_{c}^{2}-1} R_{1} \equiv \frac{1}{N_{c}^{2}-1} \frac{\Delta_{1}^{\text {non-fact }, U(1)}}{\Delta_{1}^{\text {fact }, U(1)}} \tag{4.23}
\end{equation*}
$$

where $\Delta_{1}^{f a c t, U(1)}=\Delta_{1}^{f a c t} / C_{F}$ and $\Delta_{1}^{\text {non-fact, } U(1)}$ denotes the "would-be" impact of the corrections coming from non-factorizable diagrams at NLO, i.e., the class of diagrams involving the exchange of one gluon between the two quark lines, computed as if the color factor were non-vanishing.
In other words, $\Delta_{1}^{n o n-f a c t, U(1)}$ can be thought of as the correction due to the gauge invariant class of diagrams where an extra $U(1)$ massless gauge boson is exchanged between the two quark lines including real and virtual diagrams. The $R_{2} \simeq R_{1}$ approximation assumes, of course, that the ratios will not dramatically change in going
from NLO to NNLO. As there is no substantial difference in the kinematics and no non-Abelian vertices enter at NNLO in diagrams where two gluons are exchanged in a color singlet in the $t$-channel, this assumption looks quite reasonable.

The four diagrams shown in Fig. 4.4, along with the corresponding real emissions, contribute to $\Delta_{1}^{\text {non-fact }}$. As the given argument only needs to provide an estimate of the corrections and it is based on the kinematics the calculation of the tensor integrals can be slightly simplified by considering only vector couplings of the vector boson to the quarks. This simplification eliminates all the rank-1 five-point functions in the computation, leaving only the scalar ones, which can be more easily reduced in terms of scalar four-point functions [94-96]. These scalar four-point functions, together with the four- and three-point functions coming from the Passarino-Veltmann reduction can be evaluated by means, e.g. of the QcdLoop package [97]. The results for the virtual contributions have been checked against the amplitude automatically generated by MadLoor [98], where machine precision agreement has been found point by point in the phase space.

The combination of the virtual and the real emission part, with the subtraction of the soft divergences (no collinear divergences occur in this class of diagrams), has been done via MADFKS [99] that automatically generates all the needed counterterms and performs the integration over phase space. In practice, the computation of the $O\left(\alpha_{s}\right)$ part of the cross section that enters in $\Delta_{1}^{\text {non-fact }}$, has been obtained as the difference of the complete NLO and the corresponding Born cross sections, and special attention has been paid to controlling the uncertainty of the numerical integration of the real emission contributions.

| $m_{H}[\mathrm{GeV}]$ | $\sigma_{0}[\mathrm{pb}]$ | $\Delta_{1}^{\text {non-fact,U(1) }}$ | $\Delta_{1}^{\text {fact,U(1) }}$ | $R_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 100 | $3.06 \cdot 10^{-5}$ | $3.00(4) \cdot 10^{-2}$ | $8.79 \cdot 10^{-2}$ | 0.34 |
| 120 | $2.09 \cdot 10^{-5}$ | $2.90(5) \cdot 10^{-2}$ | $9.22 \cdot 10^{-2}$ | 0.31 |
| 150 | $1.19 \cdot 10^{-5}$ | $2.21(5) \cdot 10^{-2}$ | $9.91 \cdot 10^{-2}$ | 0.22 |
| 200 | $4.87 \cdot 10^{-6}$ | $-3.2(5) \cdot 10^{-3}$ | $1.12 \cdot 10^{-1}$ | -0.03 |
| 250 | $2.04 \cdot 10^{-6}$ | $8(4) \cdot 10^{-4}$ | $1.25 \cdot 10^{-1}$ | 0.01 |
| 300 | $8.68 \cdot 10^{-7}$ | $2.7(4) \cdot 10^{-3}$ | $1.39 \cdot 10^{-1}$ | 0.02 |

Table 4.1: Non-diagonal NLO QCD corrections to VBF at the Tevatron, $\sqrt{S}=1.96 \mathrm{TeV}$. Numbers have been computed ignoring the vanishing color factors of the diagrams in Fig. 4.4. The MRST2002 [100] NLO PDF set has been used. Renormalization and factorization scales have been set to $M_{W}$. Integration errors, if relevant, are shown in parenthesis.

In Tabs. 4.1-4.3 the results for the non-factorizable corrections $\Delta_{1}^{\text {non-fact }}$ are shown, for the Tevatron and for the LHC, compared with the quark-initiated factorizable ones,


Figure 4.4: The four virtual topologies with one $U(1)$-gluon exchange between the quark lines, representing the virtual contribution to $\Delta_{1}^{\text {non-fact }}$.

| $m_{H}[\mathrm{GeV}]$ | $\sigma_{0}[\mathrm{pb}]$ | $\Delta_{1}^{\text {non-fact,U(1) }}$ | $\Delta_{1}^{\text {fact, U(1) }}$ | $R_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 100 | $2.04 \cdot 10^{-3}$ | $6.6(3) \cdot 10^{-3}$ | $1.57 \cdot 10^{-2}$ | 0.42 |
| 120 | $1.74 \cdot 10^{-3}$ | $5.4(4) \cdot 10^{-3}$ | $1.54 \cdot 10^{-2}$ | 0.35 |
| 150 | $1.39 \cdot 10^{-3}$ | $3.4(2) \cdot 10^{-3}$ | $1.53 \cdot 10^{-2}$ | 0.22 |
| 200 | $9.84 \cdot 10^{-4}$ | $-3.6(3) \cdot 10^{-3}$ | $1.59 \cdot 10^{-2}$ | -0.22 |
| 250 | $7.12 \cdot 10^{-4}$ | $-1.2(2) \cdot 10^{-3}$ | $1.71 \cdot 10^{-2}$ | -0.07 |
| 300 | $5.26 \cdot 10^{-4}$ | $-4(2) \cdot 10^{-4}$ | $1.85 \cdot 10^{-2}$ | -0.02 |
| 400 | $3.00 \cdot 10^{-4}$ | $2(2) \cdot 10^{-4}$ | $2.24 \cdot 10^{-2}$ | 0.01 |
| 500 | $1.78 \cdot 10^{-4}$ | $1(2) \cdot 10^{-4}$ | $2.69 \cdot 10^{-2}$ | 0.00 |
| 650 | $8.66 \cdot 10^{-5}$ | $5(2) \cdot 10^{-4}$ | $3.45 \cdot 10^{-2}$ | 0.01 |
| 800 | $4.41 \cdot 10^{-5}$ | $2(2) \cdot 10^{-4}$ | $4.28 \cdot 10^{-2}$ | 0.00 |
| 1000 | $1.88 \cdot 10^{-5}$ | $5(2) \cdot 10^{-4}$ | $5.46 \cdot 10^{-2}$ | 0.01 |

Table 4.2: Non-diagonal NLO QCD corrections to VBF at the LHC, $\sqrt{S}=7 \mathrm{TeV}$. Numbers have been computed ignoring the vanishing color factors of the diagrams in Fig. 4.4. The MRST2002 [100] NLO PDF set has been used. Renormalization and factorization scales have been set to $M_{W}$. Integration errors, if relevant, are shown in parenthesis.
$\Delta_{1}^{\text {fact }}$. Both $\Delta_{1}^{\text {non-fact }}$ and $\Delta_{1}^{\text {fact }}$ are computed with the same color factor as the Born term.
The numbers shown are for the $u d \rightarrow u d H$ channel with exchange of a $Z$-boson which couples vectorially to quarks.

| $m_{H}[\mathrm{GeV}]$ | $\sigma_{0}[\mathrm{pb}]$ | $\Delta_{1}^{\text {non-fact,U(1) }}$ | $\Delta_{1}^{\text {fact, U(1) }}$ | $R_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 100 | $5.63 \cdot 10^{-3}$ | $4.0(4) \cdot 10^{-3}$ | $6.34 \cdot 10^{-3}$ | 0.63 |
| 120 | $4.97 \cdot 10^{-3}$ | $3.1(3) \cdot 10^{-3}$ | $5.76 \cdot 10^{-3}$ | 0.54 |
| 140 | $4.42 \cdot 10^{-3}$ | $2.8(3) \cdot 10^{-3}$ | $4.94 \cdot 10^{-3}$ | 0.56 |
| 150 | $4.17 \cdot 10^{-3}$ | $2.4(3) \cdot 10^{-3}$ | $4.62 \cdot 10^{-3}$ | 0.51 |
| 155 | $4.06 \cdot 10^{-3}$ | $1.7(3) \cdot 10^{-3}$ | $4.51 \cdot 10^{-3}$ | 0.37 |
| 160 | $3.95 \cdot 10^{-3}$ | $1.5(3) \cdot 10^{-3}$ | $4.39 \cdot 10^{-3}$ | 0.33 |
| 165 | $3.84 \cdot 10^{-3}$ | $8(2) \cdot 10^{-4}$ | $4.28 \cdot 10^{-3}$ | 0.18 |
| 170 | $3.74 \cdot 10^{-3}$ | $10(3) \cdot 10^{-5}$ | $4.20 \cdot 10^{-3}$ | 0.02 |
| 175 | $3.64 \cdot 10^{-3}$ | $-8(3) \cdot 10^{-4}$ | $4.08 \cdot 10^{-3}$ | -0.21 |
| 180 | $3.54 \cdot 10^{-3}$ | $-1.3(2) \cdot 10^{-3}$ | $3.87 \cdot 10^{-3}$ | -0.35 |
| 185 | $3.45 \cdot 10^{-3}$ | $-3.4(4) \cdot 10^{-3}$ | $3.86 \cdot 10^{-3}$ | -0.89 |
| 190 | $3.36 \cdot 10^{-3}$ | $-2.8(3) \cdot 10^{-3}$ | $3.82 \cdot 10^{-3}$ | -0.73 |
| 195 | $3.27 \cdot 10^{-3}$ | $-2.5(3) \cdot 10^{-3}$ | $3.74 \cdot 10^{-3}$ | -0.67 |
| 200 | $3.19 \cdot 10^{-3}$ | $-2.6(2) \cdot 10^{-3}$ | $3.74 \cdot 10^{-3}$ | -0.71 |
| 210 | $3.03 \cdot 10^{-3}$ | $-1.6(3) \cdot 10^{-3}$ | $3.62 \cdot 10^{-3}$ | -0.43 |
| 230 | $2.75 \cdot 10^{-3}$ | $-7(5) \cdot 10^{-4}$ | $3.40 \cdot 10^{-3}$ | -0.21 |
| 250 | $2.50 \cdot 10^{-3}$ | $-9(2) \cdot 10^{-4}$ | $3.32 \cdot 10^{-3}$ | -0.26 |
| 300 | $1.99 \cdot 10^{-3}$ | $-5(2) \cdot 10^{-4}$ | $3.21 \cdot 10^{-3}$ | -0.14 |
| 400 | $1.32 \cdot 10^{-3}$ | $2(2) \cdot 10^{-4}$ | $3.98 \cdot 10^{-3}$ | 0.05 |
| 500 | $9.17 \cdot 10^{-4}$ | $3(2) \cdot 10^{-4}$ | $5.32 \cdot 10^{-3}$ | 0.06 |
| 650 | $5.59 \cdot 10^{-4}$ | $6(2) \cdot 10^{-4}$ | $7.98 \cdot 10^{-3}$ | 0.07 |
| 800 | $3.57 \cdot 10^{-4}$ | $2(2) \cdot 10^{-4}$ | $1.11 \cdot 10^{-2}$ | 0.01 |
| 1000 | $2.06 \cdot 10^{-4}$ | $3(1) \cdot 10^{-4}$ | $1.63 \cdot 10^{-2}$ | 0.02 |

Table 4.3: Non-diagonal NLO QCD corrections to VBF at the LHC, $\sqrt{S}=14 \mathrm{TeV}$. Numbers have been computed ignoring the vanishing color factors of the diagrams in Fig. 4.4. The MRST2002 [100] NLO PDF set has been used. Renormalization and factorization scales have been set to $M_{W}$. Integration errors, if relevant, are shown in parenthesis.

Looking at the numbers in Tabs. 4.1-4.3, an interesting fact can be pointed (not strictly related with the estimate of the non-factorizable corrections). $\Delta_{1}^{\text {non-fact }}$ displays a discontinuity, with sudden change of sign, at around $m_{H}=180 \mathrm{GeV}=2 M_{Z}$, i.e., the threshold of the $h \rightarrow Z Z$ process, which is due to the use of the zero-width approximation for the $Z$-bosons in the loop propagators, cf. also Refs. [101, 102]. A consistent inclusion of $Z$-boson width effects, which is beyond the scope of this analysis, would smoothen the discontinuity.

The results of Tabs. 4.1-4.3 show an $R_{1}$ always well below unity. Once the $O\left(1 / N_{c}^{2}\right)$ color suppression in Eq. (4.23) is taken into account, one finds an upper bound on
$R_{2}<10 \%$. As the impact of $\Delta_{2}^{\text {fact }}$ on the total cross-section is at the $1 \%$ level, the contribution of the non-factorizable corrections, omitted in the structure-function approach can be estimated to be at most at the per-mil level, hence completely negligible. Finally, it is interesting to note that $\Delta_{1}^{n o n-f a c t}$ decreases with increasing Higgs boson masses $m_{H}$, so that, as expected from the fact that the Higgs boson acts as a "kinematical de-correlator" between the two jets, the size of the non-factorizable corrections becomes totally negligible for $m_{H}>300 \mathrm{GeV}$.

### 4.2.1.3 Contributions from heavy-quark loops

Besides the non-factorizable corrections discussed above, the other class of diagrams which is not included in the structure function approach consists in diagrams in which the Higgs boson can couple to heavy quarks appearing in loops.
Following the definition of VBF given in Sec. 4.1 these contributions are classified in the strict sense as "non-VBF" processes. However these effects are genuinely new at NNLO and can be quite easily estimated or even exactly computed.

Three different classes of such contributions exist: the square-modulus of one-loop diagrams with no extra radiation requiring a quark-gluon initial state, Fig. 4.5; the interference of one-loop diagrams with an extra parton in the final state, Fig. 4.6, with the VBF real tree-level diagrams; finally the interference of two-loop diagrams, Fig. 4.7, with VBF diagrams at the Born level. Each of the three classes of loop diagrams has no soft/collinear divergences and is gauge invariant, thus can be treated independently.

Such contributions appear only for neutral weak currents. Moreover, in both boxes and triangles only the axial coupling of the $Z$-boson to the quarks survives, so that a mass-degenerate quark doublet gives zero contribution. Therefore only the top and bottom quarks need to be considered.


Figure 4.5: Next-to-next-to-leading order QCD corrections due to heavy-quarks $(t / b)$ loops: pure one-loop diagrams contributing through their modulo squared.


Figure 4.6: Next-to-next-to-leading order QCD corrections due to heavy-quarks $(t / b)$ loops: one-loop plus extra parton diagrams interfering with VBF NLO real corrections.



Figure 4.7: Next-to-next-to-leading order QCD corrections due to heavy-quarks $(t / b)$ loops two-loop diagrams interfering with VBF LO diagrams.
4.2.1.3.1 Quark-gluon initiated contributions via the square of one-loop diagrams The first contribution to be considered is the one given by the diagrams shown in Fig. 4.5. A simple estimate [20] obtained in the limit $m_{b} \rightarrow 0, m_{t} \rightarrow \infty$, where only the contribution from the triangle is parametrically relevant, associates to this class an effect of less than one per-mil of the total cross section [25, 27]. By itself this result is non-trivial given that the contributions of the diagrams in Fig. 4.5 are proportional to the quark-gluon parton luminosity, which is potentially large, especially at LHC. Thus, based on considering the triangle alone, it can be argued that contributions from the heavy-quark loops in Fig. 4.5 can be safely neglected.

It is interesting to investigate to which extent the conclusion above is confirmed by a complete calculation of these contributions. The corresponding one-loop diagrams are known since long time [103, 104] (see also [59]), although in a different kinematic regime (i.e., time-like) for the $Z$-boson. The contribution of these diagrams to Higgs boson production in VBF are shown in Fig. 4.8, where the sum of the triangle and the box, the triangle and the box alone and the limit $m_{t} \rightarrow \infty$ at $\sqrt{S}=7 \mathrm{TeV}$ and 14 TeV for the LHC and $\sqrt{S}=1.96 \mathrm{TeV}$ for the Tevatron have been plotted. The pole mass values $m_{b}=4.62 \mathrm{GeV}, m_{t}=174.3 \mathrm{GeV}$ have been used. The numbers for the LHC

| $m_{H}[\mathrm{GeV}]$ | $\sigma_{\mathrm{LO}}$ | $\sigma_{\text {tri }+ \text { box }}$ | $\sigma_{\text {tri }}$ | $\sigma_{\text {box }}$ | $\sigma_{\text {tri }}^{\infty}$ box |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 1.49 | $4.09 \cdot 10^{-4}$ | $2.04 \cdot 10^{-4}$ | $1.70 \cdot 10^{-4}$ | $3.40 \cdot 10^{-4}$ |
| 120 | 1.22 | $3.75 \cdot 10^{-4}$ | $1.84 \cdot 10^{-4}$ | $1.65 \cdot 10^{-4}$ | $3.12 \cdot 10^{-4}$ |
| 150 | $9.19 \cdot 10^{-1}$ | $3.23 \cdot 10^{-4}$ | $1.58 \cdot 10^{-4}$ | $1.53 \cdot 10^{-4}$ | $2.73 \cdot 10^{-4}$ |
| 200 | $6.01 \cdot 10^{-1}$ | $2.43 \cdot 10^{-4}$ | $1.22 \cdot 10^{-4}$ | $1.27 \cdot 10^{-4}$ | $2.20 \cdot 10^{-4}$ |
| 250 | $4.09 \cdot 10^{-1}$ | $1.69 \cdot 10^{-4}$ | $9.49 \cdot 10^{-5}$ | $9.87 \cdot 10^{-5}$ | $1.78 \cdot 10^{-4}$ |
| 300 | $2.87 \cdot 10^{-1}$ | $1.00 \cdot 10^{-4}$ | $7.42 \cdot 10^{-5}$ | $6.85 \cdot 10^{-5}$ | $1.45 \cdot 10^{-4}$ |
| 400 | $1.52 \cdot 10^{-1}$ | $3.47 \cdot 10^{-5}$ | $4.62 \cdot 10^{-5}$ | $2.16 \cdot 10^{-5}$ | $9.76 \cdot 10^{-5}$ |
| 500 | $8.58 \cdot 10^{-2}$ | $2.07 \cdot 10^{-5}$ | $2.93 \cdot 10^{-5}$ | $8.64 \cdot 10^{-6}$ | $6.67 \cdot 10^{-5}$ |
| 650 | $3.95 \cdot 10^{-2}$ | $1.10 \cdot 10^{-5}$ | $1.53 \cdot 10^{-5}$ | $2.75 \cdot 10^{-6}$ | $3.85 \cdot 10^{-5}$ |
| 800 | $1.93 \cdot 10^{-2}$ | $6.12 \cdot 10^{-6}$ | $8.20 \cdot 10^{-6}$ | $1.00 \cdot 10^{-6}$ | $2.25 \cdot 10^{-5}$ |
| 1000 | $8.00 \cdot 10^{-3}$ | $2.89 \cdot 10^{-6}$ | $3.71 \cdot 10^{-6}$ | $2.97 \cdot 10^{-7}$ | $1.12 \cdot 10^{-5}$ |

Table 4.4: Values of the contributions to the total NNLO VBF cross-section due to the heavyquark loop diagrams shown in Fig. 4.5 at the LHC, $\sqrt{S}=7 \mathrm{TeV}$. The MSTW2008 [71] NNLO PDF set has been used. The LO cross-section, computed with LO PDFs, is also shown for comparison. Renormalization and factorization scales have been set to $M_{W}$. Integration errors are below the $1 \%$ level. Cross-sections are in pb.

| $m_{H}[\mathrm{GeV}]$ | $\sigma_{\mathrm{LO}}$ | $\sigma_{\text {tri }+ \text { box }}$ | $\sigma_{\text {tri }}$ | $\sigma_{\text {box }}$ | $\sigma_{\text {tri } \text { box }}^{\infty}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 5.08 | $2.02 \cdot 10^{-3}$ | $9.86 \cdot 10^{-4}$ | $1.05 \cdot 10^{-3}$ | $2.01 \cdot 10^{-3}$ |
| 120 | 4.29 | $1.88 \cdot 10^{-3}$ | $9.18 \cdot 10^{-4}$ | $9.99 \cdot 10^{-4}$ | $1.90 \cdot 10^{-3}$ |
| 150 | 3.40 | $1.65 \cdot 10^{-3}$ | $8.24 \cdot 10^{-4}$ | $9.44 \cdot 10^{-4}$ | $1.76 \cdot 10^{-3}$ |
| 200 | 2.40 | $1.31 \cdot 10^{-3}$ | $6.88 \cdot 10^{-4}$ | $8.06 \cdot 10^{-4}$ | $1.55 \cdot 10^{-3}$ |
| 250 | 1.76 | $9.44 \cdot 10^{-4}$ | $5.76 \cdot 10^{-4}$ | $6.46 \cdot 10^{-4}$ | $1.37 \cdot 10^{-3}$ |
| 300 | 1.33 | $6.05 \cdot 10^{-4}$ | $4.85 \cdot 10^{-4}$ | $4.82 \cdot 10^{-4}$ | $1.21 \cdot 10^{-3}$ |
| 400 | $8.09 \cdot 10^{-1}$ | $2.52 \cdot 10^{-4}$ | $3.48 \cdot 10^{-4}$ | $1.94 \cdot 10^{-4}$ | $9.66 \cdot 10^{-4}$ |
| 500 | $5.25 \cdot 10^{-1}$ | $1.71 \cdot 10^{-4}$ | $2.55 \cdot 10^{-4}$ | $9.52 \cdot 10^{-5}$ | $7.72 \cdot 10^{-4}$ |
| 650 | $2.97 \cdot 10^{-1}$ | $1.11 \cdot 10^{-4}$ | $1.64 \cdot 10^{-4}$ | $4.02 \cdot 10^{-5}$ | $5.62 \cdot 10^{-4}$ |
| 800 | $1.80 \cdot 10^{-1}$ | $7.59 \cdot 10^{-5}$ | $1.09 \cdot 10^{-4}$ | $1.93 \cdot 10^{-5}$ | $4.14 \cdot 10^{-4}$ |
| 1000 | $9.82 \cdot 10^{-2}$ | $4.76 \cdot 10^{-5}$ | $6.53 \cdot 10^{-5}$ | $8.05 \cdot 10^{-6}$ | $2.79 \cdot 10^{-4}$ |

Table 4.5: Values of the contributions to the total NNLO VBF cross-section due to the heavyquark loop diagrams shown in Fig. 4.5 at the LHC, $\sqrt{S}=14 \mathrm{TeV}$. The MSTW2008 [71] NNLO PDF set has been used. The LO cross-section, computed with LO PDFs, is also shown for comparison. Renormalization and factorization scales have been set to $M_{W}$. Integration errors are below the $1 \%$ level. Cross-sections are in pb.
corresponding to the various scenarios in Fig. 4.8 are reported in Tabs. 4.4-4.5. From these numbers one can see that the limit $m_{t} \rightarrow \infty, m_{b} \rightarrow 0$ is a good estimate of the
upper bound of the integrated cross section. In this case it has been verified that, as reported also in [103], the contribution of the box goes to zero.

Moreover, specially for large $m_{H}$, the triangle alone is also an upper bound, while for small $m_{H}$ it approximates the total cross-section within a factor of 2 .

The numbers shown have been obtained by two independent computations of the squared amplitude, and also agree point-by-point in phase space with the results of the code automatically generated by MADLoor [98]. The upshot is that the exact computation corroborates the findings of [20] that the impact of the diagrams in Fig. 4.5 on the VBF Higgs production cross section is always below the per-mil level of the Born contribution, and therefore can be safely neglected.
The exact result for the VBF cross section in the quark-gluon channel at NNLO allows for a comparison with the Higgs-Strahlung case. In this case a sizable destructive interference between the triangle and the box diagrams takes place [59, 104], while this does not happen for VBF (see also the plots in Fig. 4.8). It is instructive to find the origin of such a different behavior of the triangle and the box diagrams contributions in an $s$-channel process [104] compared to a $t$-channel one (cf. Fig. 4.8). To this aim it is useful to define the relative phase angle $\phi$ between the triangle and the box amplitudes $\mathcal{M}_{\text {tri }}$ and $\mathcal{M}_{\text {box }}$ by

$$
\begin{equation*}
\left|\mathcal{M}_{\mathrm{tri}}+\mathcal{M}_{\mathrm{box}}\right|^{2}=\left|\mathcal{M}_{\mathrm{tri}}\right|^{2}+\left|\mathcal{M}_{\mathrm{box}}\right|^{2}+2\left|\mathcal{M}_{\mathrm{tri}} \| \mathcal{M}_{\mathrm{box}}\right| \cos \phi \tag{4.24}
\end{equation*}
$$

Recall that in the $s$-channel case in the large- $m_{t}$ limit $\mathcal{M}_{\text {tri }}$ and $\mathcal{M}_{\text {box }}$ are real and opposite in sign thus implying $\phi \sim \pi$ [104]. This remains true for the crossed amplitudes in the $t$-channel case of Fig. 4.8 because, due to unitarity, the asymptotic behavior in the large- $m_{t}$ limit remains the same. However, for finite top-quark masses away from large- $m_{t}$ limit, both $\mathcal{M}_{\text {tri }}$ and $\mathcal{M}_{\text {box }}$ acquire an imaginary part above the threshold $\sqrt{S} \simeq 2 m_{t}$ in the $s$-channel process. This is due to the gluon-gluon scattering process opening to real top-quark pair-production. Thus, $\mathcal{M}_{\text {tri }}$ and $\mathcal{M}_{\text {box }}$ become complex numbers pointing in almost opposite directions in the complex plane. and resulting in a strong destructive interference between them, see [104]. The different findings in the VBF case can now be easily understood: in the $t$-channel process of Fig. 4.5 only $\mathcal{M}_{\text {box }}$ can develop an imaginary part due to an intermediate real top-quark pair while $\mathcal{M}_{\text {tri }}$ remains real. As a net result $\mathcal{M}_{\text {tri }}$ and $\mathcal{M}_{\text {box }}$ are likely to be almost orthogonal in the complex plane thus suppressing the interference term in Eq. (4.24).

Finally, compared to the Higgs-Strahlung process, i.e., the associated production of Higgs and a Z-boson in the gluon-fusion channel, the NNLO corrections in VBF from the heavy quarks are by far less important [59]. This difference has also a simple physical explanation, because in the Higgs-Strahlung this contribution proceeds through a
$g g$ initiated $s$-channel, whereas VBF has the vector boson in the $t$-channel. The $s$ channel propagator enhances the small $x$-region where the gluon luminosity steeply rises. In the crossed case, i.e., in VBF, the dominant contribution to the cross section comes from effective parton momentum fractions $\langle x\rangle \sim 0.05$, where the gluon luminosity is not large yet.
4.2.1.3.2 One-loop plus extra real parton diagrams The next contributions to be studied are those coming from diagrams in Fig. 4.6 in the $q q$-channel and the crossed $q g$ one. These diagrams feature one initial (final) state on-shell gluon attached to the heavy-quark loop, together with the $Z$-boson and a time-like (space-like) off-shell gluon. The overall contribution of this class of diagrams is estimated by computing only the triangles, yet keeping the $m_{t}$ and $m_{b}$ finite. This choice is justified by the fact that triangles are parametrically leading, in particular for large values of $m_{H}$ and, as shown in Sec. 4.2.1.3.1, provide an approximate estimate for the total contribution, although reasonably close to the presumed true value. Furthermore the limit $m_{t} \rightarrow \infty$ can be computed, and (as shown in Sec. 4.2.1.3.1) is expected to behave as an upper upper bound for the cross-section. Indeed it is found to be quite close ( $\simeq 20 \%$ ) to the values computed for the triangle only. As for the contributions in the previous paragraph, the triangle diagrams as in Fig. 4.6 have already been computed before in other kinematic regimes (in the context of $Z$-boson decay into hadrons [105] or hadroproduction [106]), but never with a space-like $Z$-boson.
As an additional simplification, consider only the parton channel with the extra gluon in the final state is considered, i.e., the reaction $q q^{\prime} \rightarrow q q^{\prime} H g$, the other parton channels having similar or smaller impact. This latter assumption is supported by the previous studies of $Z$-boson hadro-production [106], where it was shown that the entire class of diagrams in Fig. 4.6 is heavily suppressed with respect to the two-loop ones of Fig. 4.7 considered below in Sec. 4.2.1.3.3.

The necessary expressions for the interference of the one-loop diagrams with the treelevel ones have been computed analytically using Mathematica and FeynCalc [107] and have been put into MadGraph $[108,109]$ for the phase-space integration. The respective numbers for the contribution to the VBF total cross-section of the process $q q^{\prime} \rightarrow H q q^{\prime} g$ due to the heavy-quark triangle in Fig. 4.6 at the LHC, at $\sqrt{S}=7 \mathrm{TeV}$ and 14 TeV are given in Tab. 4.6. Again, these contributions are totally negligible compared to the LO VBF cross-section, and also about one order of magnitude smaller than the ones studied in Sec. 4.2.1.3.1.
4.2.1.3.3 Two-loop diagrams Finally, it is the turn of the two-loop contributions of Fig. 4.7 where the heavy-quark loop is attached via two gluons to the light-quark line originating from one of the protons. These diagrams interfere with the Born VBF

| $m_{H}[\mathrm{GeV}]$ | $\sigma_{L O}$ | $\sigma_{\text {tri }}^{\text {Iloop+glu }}$ |
| :---: | :---: | :---: |
| 100 | 1.49 | $5.10 \cdot 10^{-5}$ |
| 120 | 1.22 | $4.02 \cdot 10^{-5}$ |
| 150 | $9.19 \cdot 10^{-1}$ | $2.89 \cdot 10^{-5}$ |
| 200 | $6.01 \cdot 10^{-1}$ | $1.74 \cdot 10^{-5}$ |
| 250 | $4.09 \cdot 10^{-1}$ | $1.11 \cdot 10^{-5}$ |
| 300 | $2.87 \cdot 10^{-1}$ | $7.41 \cdot 10^{-6}$ |
| 400 | $1.52 \cdot 10^{-1}$ | $3.53 \cdot 10^{-6}$ |
| 500 | $8.58 \cdot 10^{-2}$ | $1.84 \cdot 10^{-6}$ |
| 650 | $3.95 \cdot 10^{-2}$ | $7.72 \cdot 10^{-7}$ |
| 800 | $1.93 \cdot 10^{-2}$ | $3.52 \cdot 10^{-7}$ |
| 1000 | $8.00 \cdot 10^{-3}$ | $1.34 \cdot 10^{-7}$ |
| $m_{H}[\mathrm{GeV}]$ | $\sigma_{L O}$ | $\sigma_{\text {triop }}^{\text {Ilooplu }}$ |
| 100 | 5.08 | $2.66 \cdot 10^{-4}$ |
| 120 | 4.29 | $2.20 \cdot 10^{-4}$ |
| 200 | 3.40 | $1.67 \cdot 10^{-4}$ |
| 250 | 2.40 | $1.11 \cdot 10^{-4}$ |
| 300 | 1.76 | $7.62 \cdot 10^{-5}$ |
| 400 | 8.33 | $5.48 \cdot 10^{-5}$ |
| 500 | $5.25 \cdot 10^{-1}$ | $3.02 \cdot 10^{-5}$ |
| $1.82 \cdot 10^{-5}$ |  |  |
| 650 | $2.97 \cdot 10^{-1}$ | $9.21 \cdot 10^{-6}$ |
| 800 | $1.80 \cdot 10^{-1}$ | $5.12 \cdot 10^{-6}$ |
| 1000 | $9.82 \cdot 10^{-2}$ | $2.54 \cdot 10^{-6}$ |

Table 4.6: Values of the contributions to the total NNLO VBF cross-section due to the heavyquark triangle plus gluon emission diagrams shown in Fig. 4.6 at the LHC, at $\sqrt{S}=7 \mathrm{TeV}$ (left) and $\sqrt{S}=14 \mathrm{TeV}$ (right). The MSTW2008 [71] NNLO PDF set has been used. The LO cross-section, computed with LO PDFs, is also shown for comparison. Renormalization and factorization scales have been set to $M_{W}$. Integration errors are below the $1 \%$ level. Crosssections are in pb .
amplitudes. The effective coupling to the light-quark line singles out the iso-triplet component of the proton in the squared matrix elements, since only the axial part of the $Z$-boson coupling contributes for non-degenerate heavy-quarks in the loop. That is to say, this class of diagrams is proportional to the (non-singlet) distribution $\delta q_{\mathrm{ns}}^{-}$of Eq. (4.19), which is generally small.

In analogy to the previous Sec. 4.2.1.3.2, the aim is to have an estimate of the size of the contributions of Fig. 4.7 rather than their exact impact. Therefore, one can restrict to the two-loop triangle diagrams, also given the fact that the two-loop double box in Fig. 4.7 is currently unknown for the required VBF kinematic configuration and its computation would be a tremendous task in itself.

The two-loop triangles for the $q \bar{q} Z$ vertex have been computed in [105] for the case $m_{b}=0$ and $m_{t} \neq 0$, see also [106]. Rather compact results in terms of harmonic polylogarithms [91] (see [92] for numerical routines) for all kinematic configurations have been obtained in [110] and the latter expressions have been used to compute the numbers shown in Tab. 4.7 for the LHC at $\sqrt{S}=7 \mathrm{TeV}$ and 14 TeV . Again, a comparison of the cross section numbers in Tab. 4.7 for the reaction $q q^{\prime} \rightarrow H q q^{\prime}$ at NNLO in QCD mediated by the two-loop triangle with the LO cross-section shows that such contributions are below the per-mil level.

In ending this discussion of heavy-quark loop contributions I briefly remark that, of course, the diagrams shown in Figs. 4.5-4.7, also contribute in heavy-quark DIS, if the full neutral-current reactions are considered, i.e., both $\gamma$ and $Z$-boson exchange at high $Q^{2}$. Currently available DIS data on heavy-quark production, however, is usually taken at $Q^{2}$ values where these contributions are not relevant. Their existence is an issue, though, to be recalled in the definition of variable-flavor number schemes, see e.g., [111].

| $m_{H}[\mathrm{GeV}]$ | $\sigma_{L O}$ | $\sigma_{\text {tri }}^{2 \text { loop }}$ |
| :---: | :---: | :---: |
| 100 | 1.49 | $8.38 \cdot 10^{-4}$ |
| 120 | 1.22 | $7.08 \cdot 10^{-4}$ |
| 150 | $9.19 \cdot 10^{-1}$ | $5.60 \cdot 10^{-4}$ |
| 200 | $6.01 \cdot 10^{-1}$ | $3.90 \cdot 10^{-4}$ |
| 250 | $4.09 \cdot 10^{-1}$ | $2.81 \cdot 10^{-4}$ |
| 300 | $2.87 \cdot 10^{-1}$ | $2.06 \cdot 10^{-4}$ |
| 400 | $1.52 \cdot 10^{-1}$ | $1.18 \cdot 10^{-4}$ |
| 500 | $8.58 \cdot 10^{-2}$ | $7.08 \cdot 10^{-5}$ |
| 650 | $3.95 \cdot 10^{-2}$ | $3.52 \cdot 10^{-5}$ |
| 800 | $1.93 \cdot 10^{-2}$ | $1.84 \cdot 10^{-5}$ |
| 1000 | $8.00 \cdot 10^{-3}$ | $8.18 \cdot 10^{-6}$ |$\quad$| $m_{H}[\mathrm{GeV}]$ | $\sigma_{L O}$ | $\sigma_{\text {tio }}^{2 \text { loop }}$ |
| :---: | :---: | :---: | :---: |
| 100 | 5.08 | $2.30 \cdot 10^{-3}$ |
| 120 | 4.29 | $2.01 \cdot 10^{-3}$ |
| 150 | 3.40 | $1.67 \cdot 10^{-3}$ |
| 200 | 2.40 | $1.25 \cdot 10^{-3}$ |
| 250 | 1.76 | $9.63 \cdot 10^{-4}$ |
| 300 | 1.33 | $7.60 \cdot 10^{-4}$ |
| 400 | $8.09 \cdot 10^{-1}$ | $4.99 \cdot 10^{-4}$ |
| 500 | $5.25 \cdot 10^{-1}$ | $3.44 \cdot 10^{-4}$ |
| 650 | $2.97 \cdot 10^{-1}$ | $2.10 \cdot 10^{-4}$ |
| 800 | $1.80 \cdot 10^{-1}$ | $1.35 \cdot 10^{-4}$ |
| 1000 | $9.82 \cdot 10^{-2}$ | $7.91 \cdot 10^{-5}$ |

Table 4.7: Values of the contributions to the total NNLO VBF cross-section due to the twoloop trinagle diagram shown in Fig. 4.7 at the LHC, at $\sqrt{S}=7 \mathrm{TeV}$ (left) and $\sqrt{S}=14 \mathrm{TeV}$ (right). The MSTW2008 [71] NNLO PDF set has been used.The LO cross-section, computed with LO PDFs, is also shown for comparison. Renormalization and factorization scales have been set to $M_{W}$. Integration errors are below the $1 \%$ level. Cross-sections are in pb.

### 4.2.2 One-loop electroweak corrections

I will now briefly discuss the one loop electroweak corrections to VBF, and explain how they can be combined with the (NNLO) QCD ones. The detailed computation of such corrections can be found in $[55,56]$ and is beyond the scope of this thesis.
In $[55,56]$ the NLO EW and NLO QCD corrections have been computed and have been implemented in the public computer code HAWK [112]. The full computation of the $O\left(\alpha_{s}^{2} \alpha_{E W}\right) \times$ Born corrections being impossible, one has to establish a safe way to combine NNLO QCD corrections and NLO EW ones.
If one calls

$$
\begin{equation*}
\sigma_{N N L O}^{Q C D}=\sigma_{0}+\alpha_{s} \sigma_{1}^{Q C D}+\alpha_{s}^{2} \sigma_{2}^{Q C D} \tag{4.25}
\end{equation*}
$$

the total cross-section up to NNLO in QCD and

$$
\begin{equation*}
\sigma_{N L O}^{E W}=\sigma_{0}+\alpha_{E W} \sigma_{1}^{E W} \tag{4.26}
\end{equation*}
$$

the total cross-section up to NLO EW, the combined NNLO QCD and NLO EW total cross-section can be defined as

$$
\begin{equation*}
\sigma_{N N L O+E W}=\sigma_{N L O}^{E W}+\alpha_{s} \sigma_{1}^{Q C D}+\alpha_{s}^{2} \sigma_{2}^{Q C D}=\sigma_{N N L O}^{Q C D}+\alpha_{E W} \sigma_{1}^{E W} \tag{4.27}
\end{equation*}
$$

This combination, which is exact and does not include any spurious term in the calculation, is called the "additive" scheme.
However, to be completely consistent, this scheme implies that all terms are computed with exactly the same parameters (EW parameters, PDF, scale choices,...) and settings, request that can be difficult (or at least error-prone) to be fulfilled when different codes are used.

An alternative approach to the combination is the so-called "multiplicative" scheme. This approach is mainly driven by the hypothesis that EW and QCD corrections factorize to a very good approximation at NLO and NNLO. In this scheme the combined cross-section is defined as

$$
\begin{equation*}
\sigma_{N N L O+E W}=\sigma_{N N L O}^{Q C D}\left(1+\frac{\alpha_{E W} \sigma_{1}^{E W}}{\sigma_{0}}\right) \tag{4.28}
\end{equation*}
$$

With respect to the additive scheme, the multiplicative one is more practical: since most of the $\mathrm{PDF} /$ scale dependence cancels in the ratio $\frac{\alpha_{E W} \sigma_{1}^{E W}}{\sigma_{0}}$, it loosens the constraint of having the same parameters in the two codes, at the cost of introducing spurious terms of order $\alpha_{E W} \alpha_{s}$ and $\alpha_{E W} \alpha_{s}^{2}$. Anyway, as far as the total cross-section is concerned, an excellent agreement is found between the two schemes and, as the multiplicative one is the most practical, it will be used in the following.

### 4.2.3 Off-shell effects

The last class of corrections I want to discuss is the one that involves effects due to the fact that the Higgs boson is an unstable particle.
Consider the production of a particle $P$ by an initial state $I$ decaying to a final state $X$ : the roughest way to compute the cross-section of this process is simply to multiply
the cross-section for the production of $I \rightarrow P$ and the branching-ratio for the decay $P \rightarrow X$. This is the so-called zero-width approximation (ZWA):

$$
\begin{equation*}
\sigma_{I \rightarrow P \rightarrow X}^{Z W A}=\sigma_{I \rightarrow P}\left(m_{P}\right) \operatorname{Br}_{P \rightarrow X}, \tag{4.29}
\end{equation*}
$$

where $\sigma_{I \rightarrow P}\left(m_{P}\right)$ is the production cross-section computed with $P$ on shell.
As said, this is the roughest way, and neglects effects due to the virtuality of $P^{2}$. These effects affect both the decay and the production cross-section, however they are of or$\operatorname{der} \Gamma_{P} / m_{P}$, so they are quite small for a narrow particle. If this approximation may be correct for a light Higgs ( $m_{H}<300 \mathrm{GeV}$ ), it completely breaks down for a heavy one, as in this case the width becomes comparable to its mass.

The expression for the total cross-section which includes these effects is

$$
\begin{equation*}
\sigma_{I \rightarrow P \rightarrow X}^{O F F}=\int d Q^{2} \frac{Q \Gamma(Q)}{\pi} \sigma_{I \rightarrow P}(Q)\left(\left(Q^{2}-m_{P}^{2}\right)^{2}+m_{P}^{2} \Gamma_{P}\left(m_{P}\right)^{2}\right)^{-1} \operatorname{Br}_{P \rightarrow X}(Q),( \tag{4.30}
\end{equation*}
$$

which, since

$$
\begin{equation*}
\lim _{\Gamma_{P} \rightarrow 0}\left(\left(Q^{2}-m_{P}^{2}\right)^{2}+m_{P}^{2} \Gamma_{P}\left(m_{P}\right)^{2}\right)^{-1}=\frac{\pi}{m_{p} \Gamma_{P}\left(m_{p}\right)} \delta Q^{2}-m_{P}^{2} \tag{4.31}
\end{equation*}
$$

reduces to the ZWA if the width is small enough. The interesting fact about $\sigma^{O F F}$ is that the expression Eq. (4.30) is equivalent to computing the cross-section for the production of the final state $X$ retaining only the diagrams with $P$ in the $s$-channel. However, as soon as $P$ goes off-shell, gauge invariance can be broken. Indeed, gauge invariance is guaranteed only for the full process $I \rightarrow X$. While usually at LO gauge invariance is kept, it can be a serious problem when higher order corrections are taken into account. In order to preserve gauge invariance for QCD, extra radiation should be included both in the production and in the decay, including all possible interferences. However, for colorless resonances, interferences between production and decay arising from QCD corrections usually vanish because of color conservation, so in the end gauge invariance is not an issue in the case of QCD corrections. Conversely, for EW corrections, this is not a priori true. In addition, the appearance of the width in the denominator can spoil cancellations due to relations between parameters which are usually crucial to ensure gauge invariance.

[^1]To this aim, the so-called complex-mass scheme (CMS) [113, 114] has been developed: gauge invariance is ensured by promoting masses as complex quantities, defined as the location of the poles in the complex $p^{2}$ plane, where $p$ is the momentum flowing in the propagator. These complex masses need to be introduced everywhere in the Feynman rules, for example in the weak mixing angle

$$
\begin{equation*}
\cos ^{2} \theta_{w}=\frac{s_{W}^{2}}{s_{Z}^{2}} \tag{4.32}
\end{equation*}
$$

which is derived from the ratio of the complex masses of the gauge vectors,

$$
\begin{equation*}
s_{V}^{2}=m_{V}^{2}-\mathrm{i} m_{V} \Gamma_{V} \tag{4.33}
\end{equation*}
$$

In the case of the Higgs boson, the CMS needs to be further dug [115]: if the Higgs propagator $\Delta_{H}$ is written as

$$
\begin{equation*}
\frac{1}{\Delta_{H}(s)}=s-m_{H}^{2}+S_{H H}\left(s, m_{H}, m_{X}\right) \tag{4.34}
\end{equation*}
$$

in terms of the renormalized mass $m_{H}$ and self energy $S_{H H}$ ( $m_{X}$ symbolically represents the masses of any other particle ( $W, Z, t, \ldots$ ), its complex pole $s_{H}$ is defined as the complex solution of the equation

$$
\begin{equation*}
s_{H}-m_{H}^{2}+S_{H H}\left(s_{H}, m_{H}, m_{X}\right)=0 \tag{4.35}
\end{equation*}
$$

Indeed, in the CMS, all the masses appearing as argument of the self-energy $S_{H H}$ have to be replaced by the corresponding complex poles.

The peculiarity of the Higgs boson, with respect to other particles (e.g. the vector bosons), can be understood by considering its branching ratios: even for a light Higgs, below the $W W$ threshold, the branching ratio into four fermions is comparable with that in a pair of $b$ quarks. In terms of the Higgs boson self-energy, this means that cuts from 1-loop diagrams and from 3-loop diagrams are equally important.
Therefore the extraction from the Higgs boson lineshape of the on-shell mass and width is not as simple as it would be in the case of the $W$ (or $Z$ ) boson, where the predominant decay mode is into two massless fermions. In the case of the $W$, on-shell quantities are simply related to the real and imaginary part of the complex pole. If it is parameterized as

$$
\begin{equation*}
s_{W}^{2}=\mu_{W}^{2}-\mathrm{i} \mu_{W} \gamma_{W}, \tag{4.36}
\end{equation*}
$$

then one has

$$
\begin{equation*}
\mu_{W}^{2}=m_{W O S}^{2}-\Gamma_{W O S}^{2}+\ldots, \quad \gamma_{W}=\Gamma_{W \text { OS }}\left(1-\frac{1}{2} \frac{\Gamma_{W O S}^{2}}{m_{W O S}^{2}}\right)+\ldots, \tag{4.37}
\end{equation*}
$$

where the ellipses denote higher order contributions.
In the case of the Higgs boson, due to the non-perturbativity of its self-energy, the expansion is more complicated [115], and on-shell quantities are ill-defined. This can be understood from the definition of the on-shell width (or analogously from that of the on-shell mass)

$$
\begin{equation*}
\Gamma_{H}^{O S} m_{H}^{O S}=\operatorname{Im} S_{H H, O S}+\ldots, \tag{4.38}
\end{equation*}
$$

and from the fact that the bosonic part of the Higgs boson self-energy is gaugeparameter dependent at lowest order. This is possible since in a gauge theory only the complex pole of the propagator is gauge independent.

The preferred way to include off-shell effects for the Higgs boson is to write its propagator as

$$
\begin{equation*}
\frac{1}{\Delta_{H}(s)}=s-s_{H}, \tag{4.39}
\end{equation*}
$$

with

$$
\begin{equation*}
s_{H}=\mu_{H}^{2}-\mathrm{i} \gamma_{H} \mu_{H}, \tag{4.40}
\end{equation*}
$$

where $\mu_{H}$ is treated as an independent parameter (set equal to the Higgs mass) and $\gamma_{H}$ is obtained from the relation

$$
\begin{equation*}
\mu_{H} \gamma_{H}=\operatorname{Im} S_{H H}\left(s_{H}, S_{X}\right), \tag{4.41}
\end{equation*}
$$

where $s_{X}$ replaces the corresponding mass in all parameters, and fixing the renormalization scale to $\mu_{H}$.

To solve Eq. (4.41), the HTO code [116] is used.

### 4.3 Results for the $\sqrt{S}=8 \mathrm{TeV}$ LHC

In this chapter I will present the results for the total cross-section of VBF. In particular, I will focus on results computed for a center-of-mass energy $\sqrt{S}=8 \mathrm{TeV}$, corresponding to the LHC run during 2012. Results for $\sqrt{S}=7,14 \mathrm{TeV}$ can be found in [21, 23]. Ref. [21] also contains results for the $\sqrt{S}=1.96 \mathrm{TeV}$ run at the Tevatron.
The values for the SM parameters used in the computation are those recommended by the Higgs Cross-Section Working Group (HXSWG) [35]:

$$
\begin{array}{ll}
M_{W}=80.398 \mathrm{GeV}, & \Gamma_{W}=2.089 \mathrm{GeV} \\
M_{Z}=91.188 \mathrm{GeV}, & \Gamma_{Z}=2.496 \mathrm{GeV} \\
G_{F}=1.166 \times 10^{-5} \mathrm{GeV}^{-2} & . \tag{4.42}
\end{array}
$$

In the first plot, shown in Fig. 4.3.1, I present results including only QCD corrections, up to NNLO. This helps in understanding the behaviour of the perturbative series, and how much such behaviour is affected by the choice of renormalization and factorization scale. Three choice of reference scales are presented, each one with the corresponding theoretical uncertainty band obtained by varying independently the renormalization and factorization scales around the reference scale $\mu_{R E F}$ :

$$
\begin{equation*}
\mu_{R}=x_{R} \mu_{R E F}, \quad \mu_{F}=x_{F} \mu_{R E F} . \tag{4.43}
\end{equation*}
$$

Since there is not any special prescription about the variation range of the scale factors $x_{R, F}$, I have considered two possible ranges, one smaller, used by the HXSWG [23,24]

$$
\begin{equation*}
1 / 2<x_{R, F}<2 \tag{4.44}
\end{equation*}
$$

and one larger, corresponding to a more conservative uncertainty estimate

$$
\begin{equation*}
1 / 4<x_{R, F}<4 \tag{4.45}
\end{equation*}
$$

In the DIS-inspired structure function approach, the most natural scale choice is to set the scales equal to $Q$, the virtuality of the vector boson attached to each proton. This scale choice corresponds to the curves in the upper frame of Fig. 4.3.1, and to the ratios in the first inset. From this inset, one can appreciate the very good convergence of the perturbative series: the effect of NLO corrections is to increase the total rate of $6 \%$ in the whole scanned mass range; NNLO corrections have a very tiny effect on
the total rate, but their inclusion lead in a stabilization of the theoretical uncertainties at the $\pm 2-3 \%$ level if scales variations of up to a factor 4 are considered. Almost no change in the NNLO cross-section is observed when scales are varied by a factor of 2 , witnessing for an almost flat scale dependence.
This scale choice, which, as said, looks the most natural in the approach that I presented for the computation, however is not suitable for being implemented in fully differential codes: as soon as an extra radiated particle is explicitly considered, it makes impossible to define unambiguously "the virtuality of the vector boson attached to each proton" in terms of the momenta of the external particles. Furthermore, in view of the inclusion of the EW corrections obtained from HAWK, as this code does not allow to choose a variable reference scale, a fixed scale has to be used.
Two possible fixed scales looks most natural: the Higgs mass, or the mass of the vector bosons. The second choice, although non related to any of the external particle, is the one that most reproduces the $Q$ choice. This can be understood from the fact that, because of the $t$-channel propagators, the largest part of the contribution to the cross-section comes from virtualities smaller than or of the order of the mass of the vector-boson in the propagator. The behaviour of the total VBF cross-section with this scale choice $\left(\mu_{R E F}=M_{W}\right)$ is shown in the second inset of Fig. 4.3.1, where it is compared with the NNLO prediction obtained choosing $Q$ as reference scale. As can be observed by comparing the first two insets, the behaviour of the perturbative series, as well as the residual theoretical uncertainties are similar in the two cases, and complete agreement is found between the two NNLO predictions. The third inset shows results with the Higgs mass as reference scale, which shows a worse behaviour of the perturbative series at large Higgs masses (where also large uncertainties still affect the NNLO computation), confirming the fact that VBF is mostly governed by low scales.

I now turn to discuss results which include EW corrections and off-shell effects, computed in the complex-pole scheme. These results, which have also been published in [24], represent the best available prediction for the total cross-section of VBF. They are shown in Fig. 4.3.2. In this figure, the main frame shows three curves: the red curve is the NNLO prediction already shown before. The green curve includes Higgs off-shell effects on top of the NNLO QCD corrections, and the blue curve also incorporates electroweak corrections as computed with HAWK. The lower inset shows the same curves normalized to the NNLO prediction, together with the contribution from EW corrections alone (in orange, not shown in the main frame).
All predictions have been computed using the NNLO MSTW 08 PDF set, fixing renormalization and factorization scale to $M_{W}$. The low mass range $\left(100<M_{H}<300\right)$ of the lower inset is expanded in Fig. 4.3.3.
The impact of EW corrections can be sizable, depending on the mass range considered. For a light Higgs boson, below the $V V$ thresholds, EW corrections are negative
and fairly constant ( $-4 \%$ ). When the $W W$ and $Z Z$ thresholds are crossed, their impact slightly softens, but starts to slowly grow again (in magnitude) until the $t \bar{t}$ threshold is reached. From the $t \bar{t}$ threshold the behaviour changes, as EW corrections start a trend that will eventually bring them positive after $M_{H}=500 \mathrm{GeV}$, with an almost-linear growth up to the end of the explored mass-range $(1 \mathrm{TeV})$, where their impact reaches the $25 \%$ of the total cross-section.
Turning to the impact of off-shell corrections, their effect is positive in the entire mass range, and generally grows with the Higgs boson mass. As expected, for large masses, off-shell effects are quite important ( $15 \%$ ). It is however surprising to see visible effects also at low masses, below the $V V$ thresholds. For a 125 GeV Higgs, even if the narrow width approximation is supposed to be correct, being the width of the Higgs boson almost five order of magnitudes smaller than the Higgs boson mass $\left(\Gamma\left(M_{H}=125 \mathrm{GeV}\right)=4.07 \mathrm{MeV}\right)$, off-shell effects are already visible, accounting for a $1-2 \%$ correction on the total rate. This has been understood and explained in details (for the gluon-fusion production channel) in [117]. When the Higgs boson propagator is incorporated in the computation, to account for off-shell effects, it enters with the Higgs boson width, sampled at the Higgs boson virtuality $Q$, in the numerator (check Eq. (4.30)). Therefore off-shell effects are sampled proportionally to $\Gamma\left(Q^{2}\right) /\left|M_{H}^{2}-s_{H}\right|^{2}$. While normally the denominator damps contributions away from the pole, if the width grows fast enough with the virtuality, as it does for the Higgs boson, this is not the case any longer. This explains why one has visible effects due to the Higgs boson off-shellness even in a region where, naively, the narrow-width approximation is expected to be accurate.
Scale uncertainties are not significantly affected by the inclusion of off-shell effects.

I conclude this chapter discussing the residual theoretical uncertainties on the total cross-section. I have already discussed the uncertainties estimated by varying the renormalization and factorization scales, which are at the $2-3 \%$ level in the whole mass range. The impact of these variations can be used to estimate the size of the next terms in the perturbative series.
The other source of theoretical uncertainties is related to the choice of parton distribution functions (PDFs). As PDFs are a non-perturbative ingredient of the computation and have to be extracted by previous data, the way they are determined can bias, or at least affect the prediction. All the main PDF collaborations have delivered sets including NNLO QCD evolution, which can be used to obtain consistent NNLO predictions. Results with the most recent NNLO sets are shown in Fig. 4.3.4. These sets are HERAPDF 1.5 [118, 119], ABM 11 [120], JR 09 [121, 122], MSTW 08 [71], NNPDF 2.1 [123] and CT 10 [124]. From the plot one can appreciate the fact that all central sets lie in a band not wider than $5 \%$ of the total cross-section for almost all
the mass range, while the width of the error bands envelope ranges from $7 \%$ at low masses to $15 \%$ at large masses.

### 4.4 Conclusion

In this chapter I have presented the state-of-art predictions for the VBF total crosssection. A large part of this chapter has been spent in studying NNLO QCD corrections to the total cross-section. After having classified the possible contributions, I have shown that the numerically dominant part comes from contributions that can be computed in the structure-function approach.
Since in this approach QCD corrections are completely separated from the weak boson which fuse into the Higgs, it can be generalized to the production of new fermiophobic scalar and vectorial resonances, both neutral or charged. The interested reader can find some benchmark result in [21,26]. The formulae corresponding to Eq. (4.5) for the case of a scalar resonance with anomalous coupling to vector bosons or for a vector resonance can be found in App. B.

I continued the chapter presenting results for the $\sqrt{S}=8 \mathrm{TeV}$ LHC: NLO corrections, even if rather small, are important in order to get the correct total rate, while the main effect of the inclusion of the NNLO is the reduction of the renormalization and factorization scale dependence at the $2-3 \%$ level, in the whole range of the Higgs boson mass.
The computation of the total cross-section has been improved by including NLO EW corrections and off-shell effects. The former are computed using the public, thirdparty code HAWK, while the latter have been obtained by including the Higgs boson propagator in the complex-pole scheme in the computation. These non-QCD corrections are mandatory in order to claim an accuracy on the total rate at the level of few percents, and their inclusion make the VBF total cross-section being possibly the most precisely known LHC cross-section.

To conclude, I want to stress that the validity of the structure function approach at NNLO, together with modern NNLO subtraction techniques [125], pave the way to the fully differential (parton level) computation of VBF. This would be a spectacular result, as no $2 \rightarrow 3$ hadronic process is known at NNLO yet.

The code used to compute NNLO corrections in the structure function approach can be run on-line from the web-interface [126].


Figure 4.8: Contribution of the heavy-quarks ( $\mathrm{t} / \mathrm{b}$ ) loops to the total NNLO VBF cross section, at the LHC with $\sqrt{S}=7 \mathrm{TeV}$ (top-left), $\sqrt{S}=14 \mathrm{TeV}$ (top-right) and at the Tevatron, $\sqrt{S}=1.96 \mathrm{TeV}$. Numbers are computed with the MSTW 2008 [71] NNLO PDF set. The renormalization and factorization scales have been set to $M_{W}$.


Figure 4.3.1: Total cross-section predictions for VBF at the LHC, $\sqrt{S}=8 \mathrm{TeV}$, at LO (red), NLO (green) and NNLO (blue) in QCD. Bands correspond to the independent variations of renormalization and factorization scales around the reference value in the range $\mu_{R E F} / 4<\mu_{R, F}<4 \mu_{R E F}$. The main frame shows prediction obtained setting $\mu_{R E F}=Q$ where $Q$ is the virtuality of the vector boson. The first inset shows the curves in the main frame rescaled to the NNLO prediction. The second and third insets show respectively predictions obtained with $\mu_{R E F}=M_{W}$ and $\mu_{R E F}=M_{H}$, rescaled to the NNLO curve obtained with $\mu_{R E F}=Q$. In the insets, the darker (lighter) bands (LO bands are not shown) correspond to scale variations in the range $\mu_{R E F} / 4<\mu_{R, F}<4 \mu_{R E F}\left(\mu_{R E F} / 2<\mu_{R, F}<2 \mu_{R E F}\right)$. The LO, NLO and NNLO MSTW 2008 pdf sets [71] have been used (consistently with the order of the cross-section).


Figure 4.3.2: Impact of off-shell effects and EW corrections on the total cross-section for VBF at the LHC, $\sqrt{S}=8 \mathrm{TeV}$. The curves in the main frame represent the total rate at NNLO in QCD (red), on top of which off-shell effects have been added in the complex pole scheme (CPS), with (blue) or without (green) electroweak corrections. The lower inset shows the ratio of the curves in the main frame over the NNLO prediction (with the same color pattern). The orange curve (absent in the main frame) shows the impact of EW corrections alone, without off-shell effects. Numbers have been computed with the NNLO MSTW 08 PDF set [71], setting renormalization and factorization scales to $M_{W}$.


Figure 4.3.3: Impact of off-shell effects and EW corrections on the total cross-section for VBF at the LHC, $\sqrt{S}=8 \mathrm{TeV}$, in the low-mass range. Curves are rescaled to the NNLO prediction (in red), and represent off-shell effects with (blue) or without (green) electroweak corrections, and electro-weak corrections alone (orange). Numbers have been computed with the NNLO MSTW 08 PDF set [71], setting renormalization and factorization scales to $M_{W}$.


Figure 4.3.4: Comparison between NNLO predictions for the total VBF cross-section obtained with different PDF sets, shown as ratios over MSTW 2008 [71]. The upper plot shows results obtained with the HERAPDF 1.5 [118,119], ABM 11 [120] and JR 09 [121,122] sets. The lower plot shows results obtained with MSTW 08 [71] ( $68 \%$ CL), NNPDF 2.1 [123] and CT 10 [124]. Bands (or dashed lines for MSTW 08) correspond to the estimate of PDF uncertainties. The NNLO set delivered by each collaboration has been used. Scales are fixed to $M_{W}$.

## Simulating VBF at hadron colliders

The results presented in this chapter are based on [22] and on the VBF chapter of [24].

### 5.1 Introduction

In the previous chapter I discussed how to obtain very precise predictions for the total VBF cross-section. However, an accurate knowledge of the total cross-section is not useful if a comparable accuracy is not achieved also on differential observables: first of all, because the total cross-section is never directly measured at experiments: what is actually measured is the cross-section within some given cuts, either dictated by the finite acceptance of the detector (so-called acceptance cuts) or imposed to better distinguish the signal over the background (the selection cuts). On top of the cross-section, usually some specific observables are measured, like the transverse momentum of a jet or the invariant mass of two particles. Higher order corrections need to be included also in the prediction of these observables.
Furthermore, the distance between the few partons taking part to the theoretical description and the large number of hadrons that usually populate events at hadron colliders has to be reduced in order to achieve a higher degree of realism. This is done by passing the parton-level events to a parton shower Monte Carlo (PSMC), which will add extra QCD radiation to the events and cluster the partons into hadrons.

The two aspects, of including higher order corrections in fully differential programs, and of using such programs to generate events which are suitable for being showered,
need to be carefully put together. On one hand, one has to cancel the IR singularities that typically affect the ingredients (real-emission and virtual matrix-elements) of a NLO computation in a way which is suitable for being integrated numerically (in 4 dimensions). Process-independent approaches have been developed to this aim, such as the dipole [127, 128], FKS [129, 130] and antenna [131, 132] subtraction schemes. On the other hand, matching a NLO prediction with PSMCs requires some care, in order not to double count configurations generated by the shower and by the real-emission matrix-element. Two methods to match predictions at NLO QCD with parton showers have been developed: POWHEG $[133,134]$ and MC@NLO [135].

This chapter will be structured as follows: the first part Sec. 5.2 will be devoted to introduce the FKS subtraction scheme, which is employed both in POWHEG and MC@NLO. I will continue introducing how a PSMC works in Sec. 5.3, and presenting, in Sec. 5.4, issues related with matching NLO computations to parton showers and the basics of the MC@NLO and POWHEG methods. Finally in Sec. 5.5 I will present results for VBF at the LHC.

### 5.2 The FKS subtraction scheme

The computation of a NLO cross-section is built from two main ingredients: the contribution coming from the interference of loop and born diagrams, $\mathcal{V}$, known as virtual matrix-element and the contribution $\mathcal{R}$ coming from the real radiation of an extra massless particle:

$$
\begin{equation*}
d \sigma_{N L O}=d \Phi_{n}\left(\mathcal{B}+\mathcal{V}+d \Phi_{1} \mathcal{R}\right), \tag{5.1}
\end{equation*}
$$

with $n$ the number of final-state particles. These two contributions, the real-emission and the virtual matrix element, are in general separately non-finite, while their sum is finite, according to the Kinoshita-Lee-Nauenberg (KLN) theorem [136, 137]. In brief, this theorem relies on the fact that, in the singular limit when the extra particle accounted for in the real-emission matrix-element becomes soft and/or collinear to any other particle, the final state configuration cannot be distinguished from the configuration without radiation. This configuration is considered, at the same order in the coupling constant, by the virtual matrix-element.
Typically, when one uses dimensional regularization to control these singularities, divergences manifest as poles in the dimensional regularization parameter $\varepsilon$, when the loop momentum or the extra particle in the real-emission matrix-element is integrated:

$$
\begin{equation*}
\mathcal{V}=-\frac{C_{2}}{\epsilon^{2}}-\frac{C_{1}}{\epsilon}+\mathcal{V}_{f i n} \tag{5.2}
\end{equation*}
$$

$$
\begin{equation*}
\int d \Phi_{1} \mathcal{R}=\frac{C_{2}}{\epsilon^{2}}+\frac{C_{1}}{\epsilon}+\mathcal{R}_{f i n} \tag{5.3}
\end{equation*}
$$

The analytic integration of the extra particle phase-space becomes impossible, or at least very difficult, as soon as the number of final-state particles starts to grow. On top of this, an exclusive description of the final state requests to explicitly consider also effects which are due to the radiation of an extra particle.
In order to perform a numerical integration, finite (four dimensionsional) $n$ and $n+1$ body contributions are needed, which will be integrated independently. To achieve this one has to subtract the divergent part from the real-emission matrix-element before performing the integration, by introducing suitable counterterms $C$ such that (in four dimensions) the integral

$$
\begin{equation*}
\int d \Phi_{1}(\mathcal{R}-C) \tag{5.4}
\end{equation*}
$$

converges. This implies

$$
\begin{equation*}
\int d \Phi_{1} C=\frac{C_{2}}{\epsilon^{2}}+\frac{C_{1}}{\epsilon}+C_{f i n} . \tag{5.5}
\end{equation*}
$$

Typically $C$ is not zero only close to the singular limit, where "close" is specified by some cuts on energy and angles (it will become more clear in the following). This makes it possible to choose $C$ such that the integral in Eq. (5.5) can be done analytically, such that the NLO cross-section can be written as

$$
\begin{align*}
d \sigma_{N L O} & =d \Phi_{n}\left(\mathcal{B}+\mathcal{V}+\int d \Phi_{1} C+d \Phi_{1}(\mathcal{R}-\mathcal{C})\right)= \\
& =d \Phi_{n}\left(\mathcal{B}+\mathcal{V}_{\text {fin }}+\mathcal{C}_{\text {fin }}+d \Phi_{1}(\mathcal{R}-\mathcal{C})\right)= \\
& =d \Phi_{n}\left(\mathcal{B}+\mathcal{V}_{\text {fin }}+\mathcal{C}_{\text {fin }}\right)+d \Phi_{n+1}(\mathcal{R}-\mathcal{C}) \tag{5.6}
\end{align*}
$$

In the last line of Eq. (5.6) the $n$ - and $n+1$-body integrals are separately finite. The choice of a specific structure for the counterterms $C$ and the prescription to practically obtain the NLO cross-section is called the "subtraction scheme". I will now turn to explain the choice originally presented in [129] by Frixione, Kunszt and Signer, referring to it as to the FKS subtraction.

### 5.2.1 Notation

In this section I will briefly introduce the notation that I will use in presenting the FKS subtraction. I will focus on the case of a hadronic scattering process, but all definitions
can be simply adapted to the case of leptonic or lepto-hadronic initial states, as well as of a decay. As done previously, I will assume the born and real-emission kinematics to correspond respectively to $n$ and $n+1$ final-state particles. Focusing to the case of QCD corrections, I will call $n_{0}$ the number of non-strongly interacting particles, $n_{H}$, and $n_{L}$ respectively the number of massive and massless strongly interacting particles. Born and real configuration can differ only by one unit of $n_{L}$. Therefore:

$$
\begin{align*}
n_{L}^{R} & =n_{L}^{B}+1,  \tag{5.7}\\
n & =n_{L}^{B}+n_{H}+n_{0},  \tag{5.8}\\
n+1 & =n_{L}^{R}+n_{H}+n_{0} . \tag{5.9}
\end{align*}
$$

A partonic subprocess $P$ is defined by a list of particle identities $I_{k}$ with the convention of putting first initial-state particles, then strongly interacting particles (first massless, then massive ones), finally non strongly interacting particles:

$$
\begin{equation*}
P=(I_{1}, I_{2}, \underbrace{I_{3}, \ldots, I_{2+n_{L}}}_{n_{L}}, \underbrace{I_{2+n_{L}+1}, \ldots, I_{2+n_{L}+n_{H}}}_{n_{H}}, \underbrace{I_{2+n_{L}+n_{H}+1}, \ldots, I_{2+n_{L}+n_{H}+n_{0}}}_{n_{0}}) . \tag{5.10}
\end{equation*}
$$

The sets of $n$ and $n+1$-body subprocesses will be denoted as $\mathcal{P}_{n}$ and $\mathcal{P}_{n+1}$.
A given $n$-body subprocess can always be related to at least one $n+1$-body subprocess, and vice-versa ${ }^{1}$. If $i$ and $j$ are two strongly interacting particles, with $i$ massless and in the final state $\left(3<i<2+n_{L}, 1<j<2+n_{L}+n_{H}\right)$ one can define, starting from a process $P \in \mathcal{P}_{n+1}$, the processes $P^{\downarrow i}, P^{j \oplus i, i}$ (when they exist). $P^{i}$ is simply obtained removing $i$ from the list of particles, $P^{j \oplus i, i}$ removing both $i$ and $j$, and replacing $j$ with the parton which enters the $\left(\mathcal{I}_{i}, I_{j}, \mathcal{I}_{i \oplus j}\right)$ QCD vertex. Even if in some cases $P^{i}$ and $P^{j \oplus i, i}$ may coincide, the use of two different notations is justified by the fact that they are associated to different singularities of the real-emission process $P$.
The processes $P^{i}, P^{j \oplus i, i}$ are called the underlying born processes of $P$.

### 5.2.2 Ingredients

I will now list the amplitudes that are needed in order to have a full computation of a NLO cross-section. Once this amplitudes are provided, they can be put together using the formulae in Sec. 5.2.3.
The amplitudes needed for a full NLO computation are born amplitudes $A_{\mathcal{B}}(P)$, the

[^2]virtual (loop) amplitudes $A_{\mathcal{V}}(P)$ and the real emission amplitudes $A_{\mathcal{R}}(P)$. For the first two classes $P \in \mathcal{P}_{n}$, while for the last class $P \in \mathcal{P}_{n+1}$. From now on, I will assume it is understood which class of processes $P$ belongs to.

From these amplitudes the terms entering the short-distance cross-sections are computed, which are defined as

$$
\begin{align*}
\mathcal{B}(P) & =\frac{1}{2 s} \sum_{C H}\left|A_{\mathcal{B}}(P)\right|^{2},  \tag{5.11}\\
\mathcal{B}_{k l}(P) & =\frac{1}{2 s} \sum_{C H} A_{\mathcal{B}}(P) Q\left(I_{k}\right) \cdot Q\left(I_{l}\right) A_{\mathcal{B}}(P)^{*}  \tag{5.12}\\
\mathcal{V}(P) & =\frac{1}{2 s} \sum_{C H} 2 \operatorname{Re}\left(A_{\mathcal{B}}(P) A_{\mathcal{V}}(P)^{*}\right),  \tag{5.13}\\
\mathcal{R}(P) & =\frac{1}{2 s} \sum_{C H}\left|A_{\mathcal{R}}(P)\right|^{2} . \tag{5.14}
\end{align*}
$$

In all expressions explicitly sum (average) over color and helicities of final (initial) state particles, and include the flux factor ( $s$ is the partonic center-of-mass energy defined as $s=2 k_{1} \cdot k_{2}$ ).
It can be instructive to spend some words about $\mathcal{B}_{k l}$, the so-called "color-linked borns". These matrix-elements correspond to the born amplitude $\mathcal{B}$ with color-factors corresponding to the exchange of an extra gluon between external legs $k$ and $l$, and will enter the counterterms for soft singularities. The color-operators $Q(\mathcal{I})$ which enter the definition depend on the nature of $k$ and $l$.

One practical way to generate the color-linked born is the following:

- Consider the born amplitude $A_{\mathcal{B}}$, with colors of the external particles fixed, as a sum of Feynman diagrams, which are written as a product of a Lorentz part $D_{i}$ and a color-algebra part $C_{i}^{a_{1}, \ldots, a_{n} C}$

$$
\begin{equation*}
A_{\mathcal{B}}^{a_{1}, \ldots, a_{n} C}=\sum_{i} C_{i}^{a_{1}, \ldots, a_{n}} D_{i}, \tag{5.15}
\end{equation*}
$$

where $n_{C}=2+n_{H}+n_{L}$ is the number of colored particles.
The color-algebra part typically corresponds to an expression involving generators of the color group $S U(3)$ in different representations (i.e. $t^{a}$ and $f^{a b c}$ ), and carries indexes for each colored external particle.

- The inclusion of the color structure corresponding to the exchange of a gluon between two legs will only affect $C_{i}$. In particular, one has to compute the interference between $A_{\mathcal{B}}^{a_{1}, \ldots, a_{n} C}$ and the modified (color-linked) amplitude $A_{\mathcal{B}}^{a_{1}, \ldots, a_{n}} ; k l$ which accounts, in its color-algebra, for the exchange of a gluon between legs $k$ and $l^{2}$. The new color coefficients will be written as

$$
\begin{equation*}
C_{i}^{a_{1}, \ldots, a_{n} ; k l}=C_{i}^{a_{1}, \ldots, a_{k} \rightarrow a_{k_{0}}, a_{l} \rightarrow a_{l_{0}}, \ldots, a_{n}} C\left(I_{k}\right)^{a_{k_{0}}, a_{g}, a_{k}} Q\left(I_{l}\right)^{a_{l_{0}}, a_{g}, a_{l}} \tag{5.16}
\end{equation*}
$$

where $a_{k_{0}}, a_{l_{0}}$ are dummy indexes and

$$
\begin{align*}
Q(\mathcal{I}=q)^{a, b, c} & =-t_{c a}^{b},  \tag{5.17}\\
Q(\mathcal{I}=\bar{q})^{a, b, c} & =t_{a c}^{b},  \tag{5.18}\\
Q(\mathcal{I}=g)^{a, b, c} & =\mathrm{i} f^{a b c}, \tag{5.19}
\end{align*}
$$

(the definition can be trivially extended in the case of new representations of the color group).

- Once the color-linked amplitude is available, the color linked borns can be simply obtained as

$$
\begin{equation*}
\mathcal{B}_{k l}(P)=\frac{1}{2 s} \sum_{C H} 2 \operatorname{Re}\left(A_{\mathcal{B}}(P) A_{\mathcal{B}}^{k l}(P)^{*}\right), \tag{5.20}
\end{equation*}
$$

where the color-indexes of the external particles are understood.

The final formulae of the FKS subtraction method, which will be given in Sec. 5.2.3, will only involve non-divergent quantities. The explicit proof of the cancellation of soft and collinear singularities that arise in the intermediate steps of the computation is given in the original FKS paper [129].
In a generic computation, the finiteness of the partonic cross-section is usually a consequence of having imposed kinematic cuts on final state particles. In general, these cuts will be equivalent to ask to have either $n_{L}^{B}$ or $n_{L}^{B}+1$ jets in the final state, to be reconstructed with an arbitrary algorithm. This condition, together with other possible kinematic cuts, is understood to be included in all matrix-elements in Eqs. (5.11)(5.14), in the sense that if the condition is not fulfilled the matrix element is zero. With such a definition, $\mathcal{B}, \mathcal{B}_{k l}$ and $\mathcal{V}$ are guaranteed to be finite, whereas $\mathcal{R}$ will still diverge in the soft and collinear limit. These divergences are subtracted by means of

[^3]the counterterms.
In order to classify these divergences, for any given real-emission process $P \in \mathcal{P}_{n+1}$ the following set of pairs (called FKS pairs) is introduced:
\[

$$
\begin{align*}
\mathbf{P}_{F K S}(P)= & \left\{(i, j): 3 \leq i \leq n_{L}+n_{H}+2, j \leq n_{L}+n_{H}+2, i \neq j,\right. \\
& \left.\mathcal{R}(P) \rightarrow \infty \text { if } k_{i} \cdot k_{j} \rightarrow 0\right\} . \tag{5.21}
\end{align*}
$$
\]

In words, a pair of particles belongs to the FKS pairs if these particles can generate soft or collinear singularities in the real-emission matrix element. The first element, $i$, is called the FKS parton, and has to be a final state particle, while the second, $j$, is called its sister. $\mathbf{P}_{F K S}(P)$ takes into account all the singularities of the real-emission matrixelement which can arise after having imposed kinematic cuts; each of such pairs will correspond to a set of soft and/or collinear counterterms, which, once combined with the real-emission matrix-element, will result in a finite contribution to physical observables. Each of these finite contributions can be computed independently from the others, and integrated with numerical methods.

Using a naive point of view, the number of FKS pairs seems to grow as $\left(n_{L}+n_{H}\right)^{2}$. However, it is clear that, in order to have a singularity, at least one of the two particles has to be massless, reducing the scaling to $n_{L}\left(n_{L}+n_{H}\right)$. This massless particle will be identified, without loss of generality, with the FKS parton. On the other hand, depending on the identities of the particles in the given process, some of the contributions due to the FKS pairs will be identical, because of symmetry properties of the matrix-element and of the phase-space. This implies a drastic reduction of the number of independently terms actually needed in the computation. As an example, for the process $q \bar{q} \rightarrow n g$, only three independent contributions $\{(g, q),(g, \bar{q}),(g, g)\}$ survive.

### 5.2.3 Computing the cross-section

The cross-section at NLO for a generic process involving hadrons 1,2 in the initial state, with momenta $K_{1}, K_{2}$ is

$$
\begin{align*}
& d \sigma_{12}\left(K_{1}, K_{2}\right)=\sum_{P_{\mathcal{B}} \in \mathcal{P}_{n}} \int d x_{1} d x_{2} f_{I_{1}}^{1}\left(x_{1}\right) f_{I_{2}}^{2}\left(x_{2}\right) d \sigma^{n}\left(P_{\mathcal{B}}, k_{1}, k_{2}\right) \\
& \quad+\sum_{P_{\mathcal{R}} \in \mathcal{P}_{n+1}} \int d x_{1} d x_{2} f_{I_{1}}^{1}\left(x_{1}\right) f_{\mathcal{I}_{2}}^{2}\left(x_{2}\right)\left(d \sigma^{n+1}\left(P_{\mathcal{R}}, k_{1}, k_{2}\right)+d \bar{\sigma}^{n+1}\left(P_{\mathcal{R}}, k_{1}, k_{2}\right)\right), \tag{5.22}
\end{align*}
$$

with

$$
\begin{equation*}
k_{i}=x_{i} K_{i} . \tag{5.23}
\end{equation*}
$$

The short-distance cross-sections $d \sigma^{n}, d \sigma^{n+1}$ and $d \bar{\sigma}^{n+1}$ have respectively an $n$-body, $(n+1)$-body and degenerate $(n+1)$-body kinematics. The degenerate $(n+1)$-body contribution comes from the remainders of the subtraction of initial-state singularities, which are not canceled by the virtual matrix-elements, but by a redefinition of the parton densities. Each of them is separately finite.
I turn to discuss these three contributions in the next three subsections.
In the discussion, I will assume renormalization and factorization scales fixed to the same value $\mu_{R}=\mu_{F}=\mu$.

### 5.2.3.1 ( $n+1$ )-body contributions

The short distance cross-sections $d \sigma^{n+1}$ in Eq. (5.22) are due to contributions of the real-emission matrix-elements $\mathcal{R}$ with their phase-space singularities suitably subtracted. The integration of the subtracted matrix-elements is the most involved from the numerical point of view, and the difficulty increases with the number of external legs, because of the proliferation of singularities. In the FKS formalism, this problem is simplified by partitioning the phase-space in such a way that, in each of the regions resulting from the partition, at most one soft and one collinear singularity are present. This partition is achieved by introducing a set of positive-definite functions

$$
\begin{equation*}
\mathcal{S}_{i j}(P), \quad(i, j) \in \mathbf{P}_{F K S}(P) \tag{5.24}
\end{equation*}
$$

which obey the constraint

$$
\begin{equation*}
\sum_{(i, j) \in \mathbf{P}_{F K S}(P)} \mathcal{S}_{i j}(P)=1 \tag{5.25}
\end{equation*}
$$

Each of this function must go to zero in all singular regions of the phase-space, except for the region which corresponds to parton $i$ being soft or collinear to $j$.

Using Eq. (5.25) one can write

$$
\begin{equation*}
\mathcal{R}(P)=\sum_{(i, j) \in \mathbf{P}_{F K S}(P)} S_{i j}(P) \mathcal{R}(P), \tag{5.26}
\end{equation*}
$$

where, thanks to the conditions imposed on the $\mathcal{S}$-functions, each of the terms appearing in the sum in the right-hand side will only be singular when $i$ is soft or collinear to $j$. Therefore, each term can be regarded as describing a production process with the simplest possible divergence structure. Furthermore, these contributions are fully
independent from each other.

I turn now to provide the expression for the subtracted real-emission cross-section. To this aim, I work in the center-of-mass of the two incoming partons

$$
\begin{equation*}
k_{1}=\frac{\sqrt{s}}{2}(1,0,0,1), \quad k_{2}=\frac{\sqrt{s}}{2}(1,0,0,-1) \tag{5.27}
\end{equation*}
$$

and define in this frame, for each FKS pair, the variables $\xi_{i}$ and $y_{i j}$ as

$$
\begin{array}{r}
E_{i}=\frac{\sqrt{s}}{2} \xi_{i} \\
\vec{k}_{i} \cdot \vec{k}_{j}=\left|\vec{k}_{i}\right|\left|\vec{k}_{j}\right| y_{i j} . \tag{5.29}
\end{array}
$$

The interpretation of $\xi_{i}$ and $y_{i j}$ is apparent from their definition: $\xi_{i}$ is the rescaled energy of the FKS parton, and $y_{i j}$ is the cosine of the angle between the FKS parton and its sister. The soft and collinear singularity will correspond respectively to the limits $\xi_{i} \rightarrow 0$ and to $y_{i j} \rightarrow 1$. In these limits, the real-emission matrix-element will diverge as

$$
\begin{equation*}
\mathcal{R} \sim \frac{1}{\xi_{i}}, \quad \text { if } \xi_{i} \rightarrow 0, \quad \mathcal{R} \sim \frac{1}{1-y_{i j}}, \quad \text { if } y_{i j} \rightarrow 1 \tag{5.30}
\end{equation*}
$$

The (finite) $(n+1)$-body contributions in Eq. (5.22) can be written as

$$
\begin{equation*}
d \sigma^{n+1}(P)=\sum_{(i, j) \in \mathbf{P}_{F K S}(P)} d \sigma_{i j}^{n+1}(P) \tag{5.31}
\end{equation*}
$$

where

$$
\begin{equation*}
d \sigma_{i j}^{n+1}(P)=\left(\frac{1}{\xi_{i}}\right)_{c}\left(\frac{1}{1-y_{i j}}\right)_{\delta}\left(\left(1-y_{i j}\right) \xi_{i}^{2} \mathcal{R}(P)\right) S_{i j}(P) \frac{d \Phi_{n+1}}{\xi_{i}} . \tag{5.32}
\end{equation*}
$$

The $(n+1)$ body phase-space can be written in terms of $\xi_{i}$ and $y_{i j}$ (and an azimuthal angle $\phi_{i}$ ) as

$$
\begin{equation*}
d \Phi_{n+1}=\xi_{i} d \xi_{i} d y_{i j} d \varphi_{i} d \tilde{\Phi}_{n}^{i j} . \tag{5.33}
\end{equation*}
$$

In Eq. (5.32) the singularities of the real-emission matrix-element have been regularized by the plus-prescriptions defined as

$$
\begin{align*}
\int_{0}^{\xi_{\max }} d \xi_{i} f\left(\xi_{i}\right)\left(\frac{1}{\xi_{i}}\right)_{c} & =\int_{0}^{\xi_{\max }} d \xi_{i} \frac{f\left(\xi_{i}\right)-f(0) \Theta\left(\xi_{c u t}-\xi_{i}\right)}{\xi_{i}},  \tag{5.34}\\
\int_{-1}^{1} d y_{i j} g\left(y_{i j}\right)\left(\frac{1}{1-y_{i j}}\right)_{\delta} & =\int_{-1}^{1} d y_{i j} \frac{g(y)_{i j}-g(1) \Theta\left(\delta-1+y_{i j}\right)}{1-y_{i j}} . \tag{5.35}
\end{align*}
$$

These plus-prescriptions will define the counterterms, as I will show in the following. The parameters $\delta$ and $\xi_{\text {cut }}$ define the boundaries of the singular region, i.e.the region in which counterterms are subtracted from the real-emission matrix-element. The physical cross-section Eq. (5.22), as well as any infrared-safe observable will be strictly independent on these parameters.

I will now turn to expand the plus-prescriptions in Eq. (5.32) using the definitions in Eqs. (5.34) and (5.35). First, I rewrite Eq. (5.32) in a more compact form as

$$
\begin{equation*}
d \sigma_{i j}^{n+1}=\left(\frac{1}{\xi_{i}}\right)_{c}\left(\frac{1}{1-y_{i j}}\right)_{\delta} \Sigma_{i j}\left(\xi_{i}, y_{i j}\right) d \xi_{i} d y_{i j} . \tag{5.36}
\end{equation*}
$$

Then, expanding the plus-prescriptions, I obtain

$$
\begin{align*}
d \sigma_{i j}^{n+1}= & \int_{0}^{\xi_{\max }} d \xi_{i} \int_{-1}^{1} d y_{i j} \frac{1}{\xi_{i}\left(1-y_{i j}\right)}\left[\Sigma_{i j}\left(\xi_{i}, y_{i j}\right)-\Sigma_{i j}\left(\xi_{i}, 1\right) \Theta\left(\delta-1+y_{i j}\right)-\right. \\
& \left.\Sigma_{i j}\left(0, y_{i j}\right) \Theta\left(\xi_{c u t}-\xi_{i}\right)+\Sigma_{i j}(0,1) \Theta\left(\delta-1+y_{i j}\right) \Theta\left(\xi_{c u t}-\xi_{i}\right)\right] . \tag{5.37}
\end{align*}
$$

After having expanded the plus-prescriptions, four terms have appeared. They are called the "event" $\left(\Sigma_{i j}\left(\xi_{i}, y_{i j}\right)\right)$, the "collinear counterevent" $\left(\Sigma_{i j}\left(\xi_{i}, 0\right)\right)$, the "soft counterevent" $\left(\Sigma_{i j}\left(0, y_{i j}\right)\right)$ and the "soft-collinear counterevent" $\left(\Sigma_{i j}(0,0)\right)$. If the matrixelement has no collinear singularity (e.g. because $j$ is massive), the corresponding counterterms will vanish because of the damping factor $\left(1-y_{i j}\right)$ included in their definition. Similarly in the case of no soft singularity.

I will conclude this subsection by giving the explicit form of the counterterms in term of the matrix-elements introduced in Sec. 5.2.2. The major ingredient in all counterterms is the damped real-emission matrix-element

$$
\begin{equation*}
\mathcal{R}_{i j}=\left(1-y_{i j}\right) \xi_{i}^{2} \mathcal{R} \tag{5.38}
\end{equation*}
$$

In particular, the damping factors need to be canceled out analytically in order to ensure the numerical stability of the computation. If $\{k\}$ are the momenta for the real-emission process $P$ and $\{\bar{k}\}$ the corresponding (born-like) momenta for the born process $P l$, the soft limit of the damped matrix-element is

$$
\begin{equation*}
\lim _{\xi_{i} \rightarrow 0} \mathcal{R}_{i j}(P,\{k\})=\left.g_{s}^{2} \sum_{p=1}^{n_{L}^{\mathcal{B}}+n_{H}+2} \sum_{l=p}^{n_{L}^{\mathcal{B}}+n_{H}+2} \frac{\left(1-y_{i j}\right) \xi_{i}^{2} \bar{k}_{p} \cdot \bar{k}_{l}}{\bar{k}_{p} \cdot k_{i} \bar{k}_{l} \cdot k_{i}}\right|_{\xi_{i}=0} \quad \mathcal{B}_{p l}\left(P^{\lambda},\{\bar{k}\}\right), \tag{5.39}
\end{equation*}
$$

if $i$ is a gluon, otherwise it simply vanishes.
The eikonal factors which appear in Eq. (5.39) are finite at $\xi_{i}=0$, since the factor $\xi_{i}^{2}$ in
the numerator cancels with the factor resulting from $E_{i}^{2}$ in the scalar product appearing in the denominator. Furthermore Eq. (5.39) is also finite in the soft-collinear limit (relevant if $m_{j}=0$ ), because of the cancellation of the factor $1-y_{i j}$ in the numerator with the corresponding factor appearing in the denominator when $p=j$ or $l=j$. These cancellations can be carried out analytically, assuring a stable behaviour of the soft counterevent in the whole phase-space.

Turning to the collinear limit, relevant if $m_{i}=m_{j}=0$ one obtains

$$
\begin{align*}
\lim _{y_{i j} \rightarrow 1} \mathcal{R}_{i j}(P,\{k\})= & \left.g_{s}^{2} \frac{\left(1-y_{i j}\right) \xi_{i}^{2}}{k_{i} \cdot k_{j}}\right|_{y_{i j}=1}  \tag{5.40}\\
& \times\left[P_{I_{j} I_{i \oplus j}}^{0}\left(z_{j i}\right) \mathcal{B}\left(P^{i \oplus j, j,},\{\bar{k}\}\right)+Q_{I_{j} I_{i \oplus j}}^{0}\left(z_{j i}\right) \widetilde{\mathcal{B}}\left(P^{i \oplus j, \lambda,},\{\bar{k}\}\right)\right] .
\end{align*}
$$

In Eq. (5.40) $P_{b a}^{0}$ is the Altarelli-Parisi splitting function [138], $\widetilde{\mathcal{B}}$ is the spin-connected born, which accounts for the interferences of different polarization states of particle $I_{i} \oplus I_{j}$ and $Q$ is the spin-correlated Altarelli-Parisi splitting kernel. The spincorrelated part vanishes after the integration over $\varphi_{i}$. However, pointwise in the phasespace it is non-zero and has to be included in order to have a proper local counterterm. Finally $z_{j i}$ is the energy fraction carried by particle $j$

$$
\begin{equation*}
z_{j i}=\frac{E_{j}}{E_{i}+E_{j}} \tag{5.41}
\end{equation*}
$$

Again, the factor $1-y_{i j}$ appearing in Eq. (5.40) cancels with the corresponding factor appearing in the denominator $k_{i} \cdot k_{j}$, leading to a well-behaved expression in the whole phase-space.

### 5.2.3.2 Degenerate $(n+1)$-body contributions

I turn now to the degenerate ( $n+1$ )-body contributions, denoted with $d \bar{\sigma}^{n+1}$ in Eq. (5.22). As said, these contributions are the remainders left by the subtraction of initial-state collinear counterterms. In the case I am considering, the one of a hadronic collider, two contributions have to be included, one per hadron:

$$
\begin{equation*}
d \bar{\sigma}^{n+1}(P)=\sum_{(i, 1) \in \mathbf{P}_{F K S}} d \bar{\sigma}_{i 1}^{n+1}(P)+\sum_{(i, 2) \in \mathbf{P}_{F K S}} d \bar{\sigma}_{i 2}^{n+1}(P) . \tag{5.42}
\end{equation*}
$$

The explicit form of $d \bar{\sigma}_{i j}^{n+1}$, which has been derived in [129], is

$$
d \bar{\sigma}_{i 1}^{n+1}\left(P ; k_{1}, k_{2}\right)=\frac{\alpha_{s}}{2 \pi} \times
$$

$$
\begin{align*}
& \times\left\{\bar{P}_{I_{1 \oplus i}^{0} I_{1}}^{0}\left(1-\xi_{i}\right)\left[\left(\frac{1}{\xi_{i}}\right)_{c} \log \frac{s \delta}{2 \mu^{2}}+2\left(\frac{\log \xi_{i}}{\xi_{i}}\right)_{c}\right]-\bar{P}_{I_{1 \oplus i} I_{1}}^{1}\left(1-\xi_{i}\right)\left(\frac{1}{\xi_{i}}\right)_{c}\right\} \\
& \times \mathcal{B}\left(P^{1 \oplus i, \bar{i},} ;\left(1-\xi_{i}\right) k_{1}, k_{2}\right) d \Phi_{n}\left(1-\xi_{i} k_{1}, k_{2}\right) d \xi_{i} . \tag{5.43}
\end{align*}
$$

The expression for $d \bar{\sigma}_{i 2}^{n+1}$ can be trivially derived from Eq. (5.43) by replacing $1 \rightarrow 2$. The only care is that the born matrix-element and the phase space have now to be computed with initial-state momenta $\left(k_{1},\left(1-\xi_{i}\right) k_{2}\right)$. Eq. (5.43) is valid if the PDFs are given in the $\overline{\mathrm{MS}}$ scheme, which is the standard choice for all modern sets. The damped Altarelli-Parisi splitting-function $\bar{P}_{a b}$ appear in the expressions, defined as

$$
\begin{equation*}
\bar{P}_{a b}(z, \epsilon)=(1-z) P_{a b}(z, \epsilon)=\bar{P}_{a b}^{0}(z, \epsilon)+\epsilon \bar{P}_{a b}^{1}(z, \epsilon)+\ldots \tag{5.44}
\end{equation*}
$$

I also have introduced the distribution (defined in analogy with Eq. (5.34))

$$
\begin{equation*}
\int_{0}^{\xi_{\max }} d \xi_{i} f\left(\xi_{i}\right)\left(\frac{\log \xi_{i}}{\xi_{i}}\right)_{c}=\int_{0}^{\xi_{\max }} d \xi_{i}\left(f\left(\xi_{i}\right)-f(0) \Theta\left(\xi_{c u t}-\xi_{i}\right)\right) \frac{\log \xi_{i}}{\xi_{i}} \tag{5.45}
\end{equation*}
$$

### 5.2.3.3 $n$-body contributions

Finally, I turn to discuss the $n$-body cross-section, which, for clarity, can be decomposed into four terms

$$
\begin{equation*}
d \sigma^{n}=d \sigma_{\mathcal{B}}^{n}+d \sigma_{C}^{n}+d \sigma_{S}^{n}+d \sigma_{V}^{n}, \tag{5.46}
\end{equation*}
$$

respectively, the born contribution, the integrated collinear and soft counterterms, and the virtual contribution.
The born contribution is simply

$$
\begin{equation*}
d \sigma_{\mathcal{B}}^{n}(P)=\mathcal{B}(P) d \Phi_{n}, \quad P \in \mathcal{P}_{n} \tag{5.47}
\end{equation*}
$$

while the collinear and soft contributions can be written as

$$
\begin{array}{r}
d \sigma_{C}^{n}(P)=\frac{\alpha_{s}}{2 \pi} Q(P) \mathcal{B} d \Phi_{n} \\
d \sigma_{S}^{n}(P)=\frac{\alpha_{s}}{2 \pi} \sum_{k=1}^{n_{L}+n_{H}+2 n_{L}+n_{H}+2} \sum_{l=k} \mathcal{E}_{k l}\left(m_{k}, m_{l}\right) \mathcal{B}_{k l} d \Phi_{n} \tag{5.49}
\end{array}
$$

I have introduced two functions, $Q$ and $\mathcal{E}$, which correspond to the finite part of the integrated prefactors in Eqs. (5.40) and (5.39). Their explicit definition can be found
in $[99,129]$. Both functions depend on the parameters $\delta, \xi_{c u t}$, which have also been used in the subtraction of the soft and collinear divergences. As said before, any infrared-safe observable does not depend on these parameters, as the dependence from the $n$-body contribution exactly compensates for the dependence from the ( $n+1$ )-body one.

Finally, the virtual contribution is written as

$$
\begin{equation*}
d \sigma_{V}^{n}(P)=\frac{\alpha_{s}}{2 \pi} \mathcal{V}_{f i n}(P) d \Phi_{n} \tag{5.50}
\end{equation*}
$$

in terms of the finite part of th virtual contribution $\mathcal{V}$, computed in the Conventional Dimensional Regularization (CDR) scheme.
For what concerns the computation of $\mathcal{V}_{\text {fin }}$, after the first methods inspired by Passarino and Veltman [139], many efforts have been spent in the recent years developing efficient numeric techniques [140-142] which have led to the construction several codes [98, 143-146], with different degrees of automation and generality.

To conclude the discussion on the FKS subtraction scheme I just want to stress again the fact that, once the necessary matrix-elements are provided, it can be applied to any process. A completely automatic implementation of this method (the only missing ingredient being $\mathcal{V}_{\text {fin }}$ ), based on MadGraph [74, 109], is available and is dubbed MadFKS [99].

### 5.3 Parton shower Monte Carlos

This section will be devoted to the presentation of PSMCs. Their role, as said in the introduction, is to fill the gap between parton-level events, where only a few final state partons, those taking part to the hard scattering, are taken into account, and what one observes at hadron-colliders, i.e.final states with thousands of hadrons. This is done in two stages: in the first stage, the shower, the PSMC includes extra QCD radiation by generating extra partons from those taking part to the hard scattering, until the nonperturbative QCD regime is reached. In the second stage, the hadronization, partons generated by the shower are clustered into color singlets forming the hadrons.

Sec. 5.3 .1 and Sec. 5.3 .2 will be dedicated respectively to the shower and hadronization stage. In Sec. 5.3.3 I will present the most widely used PSMCs.

### 5.3.1 Shower

During the shower the partons taking part to the hard scattering are evolved from the hard scattering scale down to a scale at which QCD is no longer perturbative. The dominant evolution comes from the emission of soft/collinear extra partons. Exploiting the collinear factorization, that will be presented in Sec. 5.3.1.1, it is possible to define a branching probability encoded by the so-called Sudakov form factor, as will be explained in Sec. 5.3.1.2. Using this branching probability, extra parton emission can be simulated. A slightly different approach has to be used for partons in the initial state, and this issue will be explained in Sec. 5.3.1.3.

### 5.3.1.1 The collinear factorization

As said, the first action of a PSMC is to generate extra partons from those present at the matrix-element level. This is achieved by exploiting the collinear factorization.
Consider a scattering process with $n$ final state legs, described by the matrix-element $\mathcal{M}_{n}$, and the same process with one extra parton, described by $\mathcal{M}_{n+1}$. If in the latter the angle $\theta_{a b}$ between two partons $a, b$ becomes small, then it factorizes as

$$
\begin{equation*}
\lim _{\theta_{a b} \rightarrow 0}\left|\mathcal{M}_{n+1}\right|^{2} d \Phi_{n+1}=\left|\mathcal{M}_{n}\right|^{2} d \Phi_{n} \frac{d t}{t} d z \frac{d \phi}{2 \pi} \frac{\alpha_{s}}{2 \pi} P_{c \rightarrow a b}(z) \tag{5.51}
\end{equation*}
$$

The function $P_{c \rightarrow a b}(z)$ is the (unregularized) Altarelli-Parisi splitting kernel [138]. It is universal and only depends on the identity (spin and color) of the particles $a, b, c$ (in Sec. 5.2 a different notation has been used).
$t$ is called the "evolution variable". While in this example it identifies with the virtuality $p_{c}^{2}=\left(p_{a}+p_{b}\right)^{2}$ of the particle $c$, in general other choices, such as the relative transverse momentum of particles $a$ and $b$, or their angle, are possible. This freedom of choice is due to the fact that in the collinear limit one has

$$
\begin{equation*}
\frac{d p_{c}^{2}}{p_{c}^{2}}=\frac{d p_{T}^{2}}{p_{T}^{2}}=\frac{d E^{2} \theta_{a b}^{2}}{E^{2} \theta_{a b}^{2}} . \tag{5.52}
\end{equation*}
$$

The variable $z$ is called the "energy variable", and represent the relative energy of particle $b$ with respect to $c$ :

$$
\begin{equation*}
z=\frac{E_{b}}{E_{c}} . \tag{5.53}
\end{equation*}
$$

The $z \rightarrow 1$ limit corresponds to emitting particle $a$ with very low energy, and is therefore called the soft limit.


Figure 5.3.1: Sketch of the two extra emission configuration considered in Eq. (5.54)

This relation between $n$ and $n+1$ final state particles can be easily extended to multiple emissions. Consider for instance the case of $n+2$ final particles sketched in Fig. 5.3.1. One has:

$$
\begin{array}{r}
\lim _{\theta_{a b}>\theta_{d e} \rightarrow 0}\left|\mathcal{M}_{n+2}\right|^{2} d \Phi_{n+2}=\left|\mathcal{M}_{n}\right|^{2} d \Phi_{n} \frac{d t_{a b}}{t_{a b}} d z_{a b} \frac{d \phi_{a b}}{2 \pi} \frac{\alpha_{s}}{2 \pi} P_{c \rightarrow a b}\left(z_{a b}\right) \times \\
\frac{d t_{d e}}{t_{d e}} d z_{d e} \frac{d \phi_{d e}}{2 \pi} \frac{\alpha_{s}}{2 \pi} P_{b \rightarrow d e}\left(z_{d e}\right) . \tag{5.54}
\end{array}
$$

This means that one can approximate via $m$ multiple splittings the leading behaviour of the matrix element $\mathcal{M}_{n+m}$ starting from $\mathcal{M}_{n}$. The regime of validity of this approximation is when each of the splittings is in the collinear limit, which turns into asking the following order for the angles $\theta_{i}$ of the $i$-th splitting:

$$
\begin{equation*}
\theta_{1} \gg \theta_{2} \gg \ldots \gg \theta_{m} . \tag{5.55}
\end{equation*}
$$

It is interesting to note that each splitting probability does not depend on the previous history of the system, so the whole process can be simulated as a Markov chain.

The angular ordering condition in Eq. (5.55) comes from the fact that the leading contribution to the $n+m$-body cross-section comes from

$$
\begin{equation*}
\sigma_{n+m} \simeq \sigma_{n} \alpha_{s}^{m} \int_{Q_{0}^{2}}^{Q^{2}} \frac{d t_{1}}{t_{1}} \int_{Q_{0}^{2}}^{t_{1}} \frac{d t_{2}}{t_{2}} \ldots \int_{Q_{0}^{2}}^{t_{m-1}} \frac{d t_{m}}{t_{m}}=\sigma_{n} \alpha_{s}^{m} \log ^{m}\left(\frac{Q^{2}}{Q_{0}^{2}}\right) . \tag{5.56}
\end{equation*}
$$

Where $Q_{0}$ is an infrared cutoff to separate perturbative and non-perturbative regime. As $\log \left(\frac{Q^{2}}{Q_{0}^{2}}\right)$ can be large, the perturbative expansion in $\alpha_{s}$ breaks down. Eq. (5.56) shows that a PSMC can reproduce the leading-logarithmic (LL) behaviour of the total
$m+n$ rate.

The so-called parton shower is indeed the branching sequence from a given leg, and describes the history of that given leg, starting from the hard subprocesses down to the non-perturbative region characterised respectively by the scale $Q^{2}$ and $Q_{0}^{2}$. Histories from different legs, as well as subsequent emission from one leg, are completely uncorrelated. The parton shower indeed misses all kind of interferences between the various legs, nevertheless it can predict the leading singularity of the matrix element. Missing the interferences also means missing the exact description of the color flow between the QCD particles. However, looking at the process from the point of view of the color flow can help in justifying the approach of the parton shower. Since interferences are always suppressed by some power of the number of colors $N_{c}$, neglecting them can be understood as working in the large $N_{c}$ limit.
I turn now to a more rigorous definition of the splitting probability, which is needed since Eqs. (5.51)-(5.54) are divergent in the collinear limit.

### 5.3.1.2 The Sudakov form factor

In this section, I try to give a well-defined meaning to the concept of splitting probability. This is needed as one has to perform the parton shower as a subsequent sequence of splitting, starting from the hard scale down to the non-perturbative cutoff.
I start defining the probability $d p$ for the splitting of parton $c$ into partons $a, b$, between the two scales $t$ and $t+d t$, knowing that no emission has occurred before. This is given by:

$$
\begin{equation*}
d p(t)=\frac{d t}{t} \int d z \frac{d \phi}{2 \pi} \frac{\alpha_{s}}{2 \pi} P_{c \rightarrow a b}(z) \tag{5.57}
\end{equation*}
$$

If now one has to define the probability $\Delta\left(Q^{2}, t\right)$ that no emission occurred from the scale $Q^{2}$ down to the scale $t$, he can proceed in the following way: divide the interval from $t$ to $Q^{2}$ into many subintervals $d t_{k}$, for each of them consider the probability of non-splitting, and take the product of all this terms:

$$
\begin{align*}
\Delta\left(Q^{2}, t\right) & =\prod_{k}\left(1-\frac{d t_{k}}{t_{k}} \int d z \frac{d \phi}{2 \pi} \frac{\alpha_{s}}{2 \pi} P_{c \rightarrow a b}(z)\right)= \\
& =\exp \left(-\int_{t}^{Q^{2}} \frac{d t^{\prime}}{t^{\prime}} d z \frac{d \phi}{2 \pi} \frac{\alpha_{s}}{2 \pi} P_{c \rightarrow a b}(z)\right)= \\
& =\exp \left(-\int_{t}^{Q^{2}} d p\left(t^{\prime}\right)\right) . \tag{5.58}
\end{align*}
$$

The probability $\Delta\left(Q^{2}, t\right)$ is commonly known as the "Sudakov form factor" or simply Sudakov.

As said before, the shower just associates an history to a given event, it does not change the probability that the event occurs. The property of unitarity is therefore mandatory for a parton shower, and I will now prove that it holds for the definition of probability given in Eq. (5.58). Unitarity can be reformulated as asking that

$$
\begin{equation*}
\sum_{k=0}^{\infty} P_{k}=1 \tag{5.59}
\end{equation*}
$$

where $P_{k}$ is the probability of having exactly $k$ splittings between the hard scale and the cutoff. To compute it, one can start from the probability $d P_{k}$ of having $k$ splittings, the first at scale $t_{1}$, the second at scale $t_{2}$ and so on, which is simply the product of the probability for each splitting:

$$
\begin{equation*}
d P_{k}=\Delta\left(Q^{2}, t_{1}\right) d p\left(t_{1}\right) \Delta\left(t_{1}, t_{2}\right) d p\left(t_{2}\right) \ldots \Delta\left(t_{k-1}, t_{k}\right) d p\left(t_{k}\right) \Delta\left(t_{k}, Q_{0}^{2}\right) \tag{5.60}
\end{equation*}
$$

A remarkable property of the Sudakov is that

$$
\begin{equation*}
\Delta\left(t_{a}, t_{b}\right)=\Delta\left(t_{a}, t_{c}\right) \Delta\left(t_{c}, t_{b}\right), \tag{5.61}
\end{equation*}
$$

for $t_{a}>t_{c}>t_{b}$. This can be understood as computing the probability of not splitting between $a$ and $b$ as the product of the probabilities of not splitting between $a$ and $c$ and between $c$ and $b$. Using this property Eq. (5.60) simply collapses to

$$
\begin{equation*}
d P_{k}=\Delta\left(Q^{2}, Q_{0}^{2}\right) \prod_{i=1}^{k} d p\left(t_{i}\right) \theta\left(t_{i-1}-t_{i}\right), \tag{5.62}
\end{equation*}
$$

from which the probability $P_{k}$ of having $k$ splittings regardless of their scale can be obtained integrating over $t_{i}$ as

$$
\begin{equation*}
P_{k}=\int d t_{1} \ldots d t_{k} d P_{k}=\Delta\left(Q^{2}, Q_{0}^{2}\right) \frac{1}{k!}\left(\int_{Q_{0}^{2}}^{Q^{2}} d p(t)\right)^{k} . \tag{5.63}
\end{equation*}
$$

The probability of having any number of splitting is, as said, the sum of $P_{k}$, which can be easily computed as

$$
\begin{equation*}
\sum_{k} P_{k}=\Delta\left(Q^{2}, Q_{0}^{2}\right) \sum_{k} \frac{1}{k!}\left(\int_{Q_{0}^{2}}^{Q^{2}} d p(t)\right)^{k}=\Delta\left(Q^{2}, Q_{0}^{2}\right) \exp \left(\int_{Q_{0}^{2}}^{Q^{2}} d p(t)\right)=1,(5 \tag{5.64}
\end{equation*}
$$

which terminates the proof.

The discussion about the Sudakov form factor up to this point has been not formally complete, as the infra-red singularity of the unregularized Altarelli-Parisi splitting kernels at $z=1$ needs to be removed for the forms factors to be defined. So far the main focus has been given to extra emission matrix elements, which are know to be divergent when the extra parton becomes soft or collinear to any of the others. This divergence cancels with the corresponding one in the matrix element where the extra parton is virtual.
In fact the Sudakov encloses both the approximated real-emission and the approximated virtual matrix elements, and the cancellation of divergences between the two reflects into the unitarity of the shower.

In practice the $z$ integration range is restricted from $[0,1]$ to $\left[z_{\min }, z_{\max }\right]$ with $0<z_{\min }<$ $z_{\max }<1$, where the new integration bounds depend on the infra-red cutoff $Q_{0}$, for a virtuality-ordered shower as

$$
\begin{equation*}
z_{\min }=1-z_{\max }=\frac{1}{2}\left(1-\sqrt{1-4 \frac{Q_{0}^{2}}{t}}\right) . \tag{5.65}
\end{equation*}
$$

A similar relation holds also for $p_{T^{-}}$and angular-ordered showers.
The $t$ dependence of the integration bounds is responsible for the inclusion of the soft logarithms on top of the collinear ones.

### 5.3.1.3 Initial state radiation

The discussion which has been developed so far has taken care of the extra radiation coming from final state legs. At a hadron collider such as the Tevatron or the LHC, the problem of including extra radiation coming from initial state legs also appears.
The inclusion of final state radiation, carried out so far, proceeds forward in time, evolving the hard subprocess down to the cutoff scale. Using the same approach also for initial state radiation would mean to evolve from the proton to the hard scale, with the result of an extremely poor efficiency in getting the right kinematic configuration. The way initial state radiation is implemented in a PSMC is instead to evolve backward in time, from the hard kinematic back to the colliding hadrons. This is performed by applying the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation $[138,147-149]$ to evolve backward the parton distributions. I will now derive
these equations in a way which helps in applying them to the shower context.
The DGLAP equations regulate the evolution of parton distribution functions (PDFs)


Figure 5.3.2: Representation of parton branching by paths in the $(t, z)$ plane.
with respect to the process scale. The change of the $\operatorname{PDF} f_{a}(z, t)$ when $t$ is increased between $t$ and $t+d_{t}$ can be pictorially represented as in Fig. 5.3.2. Starting from a single parton which carries the full momentum of the proton (hence $z=1$ ) at the proton scale, the probability that its evolution stops at the point $(z, t)$ in the plane, is given by the difference between the number (or probability) of evolutions arriving at this point and the number of evolutions that from this point start. The number of evolutions arriving at the point can be understood as the probability of having a parent parton $b$ with any energy $z^{\prime}>z$ and the probability to branch into $a$ in the interval between $t$ and $t+d t$ :

$$
\begin{align*}
d f_{a}^{i n}(z, t) & =\frac{d t}{t} \sum_{b c} \int_{z}^{1} d z^{\prime} \int_{0}^{1} d w f_{b}\left(z^{\prime}, t\right) \frac{\alpha_{s}}{2 \pi} P_{b \rightarrow a c}(w) \delta\left(z-w z^{\prime}\right)= \\
& =\frac{d t}{t} \sum_{b c} \int_{0}^{1} \frac{d w}{w} f_{b}\left(\frac{z}{w}, t\right) \frac{\alpha_{s}}{2 \pi} P_{b \rightarrow a c}(w) \tag{5.66}
\end{align*}
$$

Similarly, the number of evolutions starting from $(z, t)$ is the probability to find a parton $b$ at $(z, t)$ times the probabilities that it branches to a parton $a$ with any energy fraction $z^{\prime}<z$ :

$$
d f_{a}^{o u t}(z, t)=\frac{d t}{t} \sum_{b c} f_{b}(z, t) \int_{0}^{z} d z^{\prime} \int_{0}^{1} d w \frac{\alpha_{s}}{2 \pi} P_{b \rightarrow a c}(w) \delta\left(z^{\prime}-w z\right)=
$$

$$
\begin{equation*}
=\frac{d t}{t} \sum_{b c} f_{b}(z, t) \int_{0}^{1} d w \frac{\alpha_{s}}{2 \pi} P_{b \rightarrow a c}(w) \tag{5.67}
\end{equation*}
$$

Therefore the variation in $f_{a}$ is

$$
\begin{align*}
d f_{a}(z, t) & =d f_{a}^{i n}(z, t)-d f_{a}^{o u t}(z, t)= \\
& =\frac{d t}{t} \sum_{b c} \int_{0}^{1} d w \frac{\alpha_{s}}{2 \pi} P_{b \rightarrow a c}(w)\left(\frac{1}{w} f_{b}\left(\frac{z}{w}, t\right)-f_{b}(z, t)\right)= \\
& =\left.\frac{d t}{t} \sum_{b c} \int_{0}^{1} \frac{d w}{w} \frac{\alpha_{s}}{2 \pi} P_{b \rightarrow a c}(w)\right|_{+} f_{b}\left(\frac{z}{w}, t\right), \tag{5.68}
\end{align*}
$$

from which one can define the (azimuth-averaged) probability $d \hat{p}(t)$ of a backward emission as

$$
\begin{equation*}
d \hat{p}(t, z)=\frac{d f_{a}(z, t)}{f_{a}(z, t)}=\left.\frac{d t}{t} \sum_{b c} \int_{0}^{1} \frac{d w}{w} \frac{\alpha_{s}}{2 \pi} P_{b \rightarrow a c}(w)\right|_{+} \frac{f_{b}\left(\frac{z}{w}, t\right)}{f_{a}(z, t)} . \tag{5.69}
\end{equation*}
$$

Analogously to what has been done for final state radiation, the initial state Sudakov is defined as

$$
\begin{equation*}
\hat{\Delta}\left(Q^{2}, t, z\right)=\exp \left(-\int_{t}^{Q^{2}} d \hat{p}(t)\right) \tag{5.70}
\end{equation*}
$$

### 5.3.2 Hadronization

I will now briefly cover how hadronization is performed. A detailed explanation of the underlying non-perturbative physics exceeds the aims of this thesis, and can be found e.g. in $[150,151]$.

When all the partons generated by the shower are characterized by a scale below the cutoff $Q_{0}$ the shower stops, and these partons are put on their mass-shell. In order to give a picture of the event as close as possible as what happens in nature, these partons need to be combined into color-singlet hadrons. The physics of hadronization is highly non-perturbative, and to build a model to explain this phenomenon is very delicate. Fortunately, some features of perturbative QCD come to help in this task.
The most important of these features is the color-preconfinment. In the case of angular-ordered showers (i.e.showers in which the evolution variable $t$ is related to the angle of the splitting), this is most apparent: consider a quark from the hard process which radiates gluons. Angular ordering will enforce these gluons to be close in the phase space. Furthermore, as shown in Fig. 5.3.3 two subsequently emitted gluon can


Figure 5.3.3: Color flow in the emission of multiple gluons off a quark line. Two subsequent gluons can always form a color-singlet, represented as a blob in the picture.
always form a color singlet. This leads naturally to the clustering in phase-space of color-singlet parton pairs, strongly suppressing long-range color correlations. This approach to hadronization is known as the "cluster model".
An alternative approach is inspired from the low-energy behaviour of QCD. At low energies the color confinement potential of a $q \bar{q}$ pair grows linearly with their distance, and can be modeled with a sting of uniform tension. Gluons which color-connects the two quaks can be seen as excitations (or kinks) of the string. Such a string can reach a more energetically favorable condition if it breaks by the creation of a new $q \bar{q}$ pair. Once all strings have been created, hadrons are created starting from them as clusters. The two approaches here discussed, the cluster and the string model, are the ones mostly used in the available PSMCs.

### 5.3.3 Commonly used PSMCs

I will conclude the section on PSMCs by quickly presenting the most known implementations.

### 5.3.3.1 HERWIG

The two versions of the HERWIG [152] PSMC, HERWIG6 [69, 70] in Fortran and the more modern HERWIG++ [153] in c++ are an example of angular-ordered showers, where subsequent emissions are characterized by smaller and smaller angles.
In an angular-ordered PSMC the parton shower, which does not retain all the matrixelement correlations, cannot populate the full phase-space. Some regions of the phase
space, called dead-zones, are left without radiation. This enforces the shower to act only in the region where it is supposed to be reliable, which is the region controlled by the collinear approximation. The cluster model is used for the hadronization.

### 5.3.3.2 PYTHIA

As happens for HERWIG, two versions the Pythia PSMC, in Fortran and c++ are available. The first is known as Pythia6 [150], the second as Pythia8 [154]. Pythia6 allows both for virtuality and $p_{T}$ ordered showers, while Pythia8 is only $p_{T}$ ordered. Using such variables, on one hand gives a more physical interpretation of the scale of each splitting, but on the other hand does not guarantee any longer the property of having decreasing angles. Angular ordering is restored in Pythia6 by rejecting the events that do not obey it. In Pythia8 no rejection is done, since angular ordering violation effects are very small for a $p_{T}$ ordered shower. Pythia showers typically populate all the phase space without dead-zones.
In both versions the string model is used for hadronization.

### 5.3.3.3 SHERPA

The last PSMC that I will discuss is Sherpa [155]. While HERWIG and Pythia are based on the collinear picture to generate the shower which is done by subsequential $1 \rightarrow 2$ splittings, Sherpa is based on the soft picure. While in the collinear picture the radiated parton only knows about one other particle (the one which it has to be collinear to), a soft particle $k$ need to know all the two pair $i$ and $j$ which it can connect. This is the dipole picture $[127,128]$, which approximate the extra emission matrix element by a sum of dipoles $D_{i j, k}$ in the leading color approximation:

$$
\begin{equation*}
\left|\mathcal{M}_{n+1}\right|^{2} \simeq \sum_{i j} D_{i j, k}=\left|\mathcal{M}_{n}\right|^{2} \sum_{i j} \frac{\alpha_{s}}{p_{i} \cdot p_{j}} K_{i j, k} \tag{5.71}
\end{equation*}
$$

where $K_{i j, k}$ is in the soft limit of what the Altarelli-Parisi splitting functions are in the collinear one.
The soft limit has the advantage of automatically ensuring the angular ordering.
Each of these splitting is now a $2 \rightarrow 3$ splitting, driven by a Sudakov of the form

$$
\begin{equation*}
\Delta\left(t, Q^{2}\right)=\exp \left(-\int_{t}^{Q^{2}} \frac{d t}{t} \int d z \alpha_{s} K_{i j, k}\right) \tag{5.72}
\end{equation*}
$$

Hadronization is carried out in the cluster model.

### 5.4 Matching NLO computations with parton showers

In the previous section I introduced PSMCs and briefly explained how they work, adding extra emissions to the matrix-element exploiting the collinear factorization. However in general they fail in describing correctly extra hard emissions, for which the collinear factorization clearly breaks down; furthermore, the accuracy of observables is quite poor, since the events that are passed to the shower are computed at LO. The first of these two limitations is solved by including higher multiplicity matrixelements in the simulation, in order to have the exact description of the first extra emissions, with a suitable prescription to avoid double counting [156, 157].
The second limitation is solved by showering events generated at NLO accuracy. This is not as simple as it may seem for at least two reasons: since the real-emission matrixelement of a NLO calculation diverges, naive (unweighted) event generation is impossible; moreover, one must avoid double counting the emission generated by the shower and the one included by the real-emission.

This section will be devoted to describe how NLO computations can be matched to a PSMC in two different approaches, MC@NLO [135] and POWHEG [133,134]. I will introduce the two approaches respectively in Sec. 5.4.1 and Sec. 5.4.2. A more detailed description and a general comparison of the two methods can be found in [158].

### 5.4.1 MC@NLO

In order to understand how NLO corrections and parton showers can be matched in the MC@NLO framework, I start from the definition of the differential LO, NLO and shower (MC) cross-section:

$$
\begin{align*}
d \sigma_{L O} & =d \Phi_{n} \mathcal{B},  \tag{5.73}\\
d \sigma_{N L O} & =d \Phi_{n}\left(\mathcal{B}+\mathcal{V}+d \Phi_{1} \mathcal{R}\right),  \tag{5.74}\\
d \sigma_{M C} & =d \Phi_{n} \mathcal{B} I_{M C}^{n}(O) d O, \tag{5.75}
\end{align*}
$$

where $\mathcal{B}, \mathcal{V}$ and $\mathcal{R}$ are respectively the Born, virtual and real-emission matrix-element (I assume $n$ final state legs for the Born matrix-element), $I_{M C}^{n}(O)$ is the spectrum for observable $O$ generated by the parton shower starting from $n$ final state particles.

One may be tempted to simply extend Eq. (5.77) to NLO, by writing

$$
\begin{equation*}
d \sigma_{M C @ N L O}=\left[(\mathcal{B}+\mathcal{V}) d \Phi_{n} I_{M C}^{n}(O)+\mathcal{R} d \Phi_{n} d \Phi_{1} I_{M C}^{n+1}(O)\right] d O \tag{5.76}
\end{equation*}
$$

This naive definition is not correct for two reasons: the first is that the real-emission and the virtual matrix-element are divergent, therefore the $n$ and $n+1$ body configurations will not be finite. This could be regulated by an infrared cutoff, however the generation of unweighted event will be extremely inefficient, and, at the end of the day, one should prove the independence of results upon this cutoff. The second reason is that some configurations in Eq. (5.76) are double counted.

Both these issues can be cured by modifying Eq. (5.76) introducing the so-called Monte Carlo counterterms MC:

$$
\begin{equation*}
\frac{d \sigma_{M C @ N L O}}{d O}=\left(\mathcal{B}+\mathcal{V}+\int d \Phi_{1} M C\right) d \Phi_{n} I_{M C}^{n}(O)+(\mathcal{R}-M C) d \Phi_{n} d \Phi_{1} I_{M C}^{n+1}(O) \tag{5.77}
\end{equation*}
$$

The Monte Carlo counterterm is defined as the cross-section for the first emission in the parton shower. Its expression is

$$
\begin{equation*}
M C=\left|\frac{\partial\left(t^{M C}, z^{M C}, \phi\right)}{\partial \Phi_{1}}\right| \frac{1}{t^{M C}} \frac{\alpha_{s}}{2 \pi} \frac{1}{2 \pi} P\left(z^{M C}\right) \mathcal{B} . \tag{5.78}
\end{equation*}
$$

$M C$ has the remarkable property of having the same soft and collinear singularities as $\mathcal{R}$, so it also acts as a local counterterm, allowing for numerical integration and for the generation of unweighted events. It is process independent, only depending on the chosen PSMC.
Finally it can be proven that Eq. (5.77) avoids double counting, and is correctly normalized to the NLO rate.
To begin the proof, I expand the shower operator $I_{M C}^{n}(O)$ considering only the case of 0 or 1 emission (see also Eq. (5.62)):

$$
\begin{equation*}
I_{M C}^{n}(O)=\Delta+\Delta d \Phi_{1} \frac{M C}{\mathcal{B}} \tag{5.79}
\end{equation*}
$$

where the arguments in the Sudakov have been dropped for simplicity. The Sudakov form factor Eq. (5.58) written in terms of $M C$ has the simple expression

$$
\begin{equation*}
\Delta\left(Q^{2}, Q_{0}^{2}\right)=\exp \left(-\int d \Phi_{1} \frac{M C}{\mathcal{B}}\right) \tag{5.80}
\end{equation*}
$$

so that the expansion of $I_{M C}^{n}(O)$ up to order $\alpha_{s}$ reads

$$
\begin{equation*}
I_{M C}^{n}(O)=1-\int d \Phi_{1} \frac{M C}{\mathcal{B}}+d \Phi_{1} \frac{M C}{\mathcal{B}} \tag{5.81}
\end{equation*}
$$

It is understood that $M C$, as well as $\mathcal{V}$ and $\mathcal{R}$, has one extra power of $\alpha_{s}$ with respect to $\mathcal{B}$.
To conclude the proof, I simply insert the expansion Eq. (5.81) into Eq. (5.77), keeping only the terms which are genuine NLO:

$$
\begin{align*}
\frac{d \sigma_{M C @ N L O}}{d O}= & \mathcal{B}\left(1-\int d \Phi_{1} \frac{M C}{\mathcal{B}}+d \Phi_{1} \frac{M C}{\mathcal{B}}\right) d \Phi_{n}+\mathcal{V} d \Phi_{n}+\int d \Phi_{1} M C d \Phi_{n} \\
& +\mathcal{R} d \Phi_{n} d \Phi_{1}-M C d \Phi_{n} d \Phi_{1}= \\
= & \mathcal{B} d \Phi_{n}+\mathcal{V} d \Phi_{n}+\mathcal{R} d \Phi_{n} d \Phi_{1} \tag{5.82}
\end{align*}
$$

which completes the proof.

The MC@NLO matching described so far reproduces the shape of the chosen PSMC in the soft-collinear region, where $\mathcal{R}-M C$ is very small. In this region the normalization takes into account also the contribution from the virtuals. In the hard region, where $M C$ is zero, all the observables are dominated by $\mathcal{R}$, as they should.

In practice, events with $n$ and $n+1$ final state partons, respectively called $\mathbb{S}$ and $\mathbb{H}$ events, are generated according to Eq. (5.77). Because of the inclusion of the MC counterterms, both samples correspond to a finite cross-section.
Given the fact that the difference $\mathcal{R}-M C$ can be negative, the events are unweighted up to the sign. To deal with this, one has to compute the integrals of the $\mathbb{S}$ and $\mathbb{H}$ contributions, and those of their absolute value. If I call $I$ the integrands and $J$ their absolute values, then events are distributed according to $J$, with the sign of their weight according to the sign of $I$.
The generation of negative weights is not a problem as long as enough events are generated to neglect statistical fluctuations. Indeed, all distributions are positively definite as they should, apart from fluctuations. Negative weight only affect the efficiency, defined as the number of events to be generated in order to get smooth histograms.

MC@NLO, which is born as a library of processes coded by hand [159], counts now some 30 processes matched to HERWIG6 and HERWIG++ and a few matched to Pythia6 $Q^{2}$-ordered [160].

Quite recently, aMC@NLO [68], has come as the automatic version of MC@NLO, where automatic means that, given a process as input, the code to generate events in the MC@NLOframework is written on the fly. aMC@NLO relies on MadGraph $[74,161]$ for the matrix element generation, MadLoop [98], which is based on the OPP [140] method as implemented in CutTools [162] to compute virtual matrix-elements, and MadFKS [99] for the computation of the counterterms and for the phase-space integration.

### 5.4.2 POWHEG

POWHEG is a NLO matching framework alternative to MC@NLO, with the distinguishing feature of having only positive-definite weights. While MC@NLO can be seen as subtracting from the real-emission matrix element the first emission that would be generated by the shower before showering the event, POWHEG generates itself the hardest emission (with the largest $p_{T}$ ) with its own Sudakov, then it passes the event to the shower.
Using the notation of Sec. 5.4.1, the hardest-emission LO cross-section is defined as

$$
\begin{equation*}
d \sigma_{L O}=d \Phi_{n} \mathcal{B}\left(\Delta\left(Q^{2}, Q_{0}^{2}\right)+\Delta\left(Q^{2}, t\right) M C\right) \tag{5.83}
\end{equation*}
$$

and corresponds to the probability of having zero emission, or an emission at scale $t$ following by any number of emissions at lower scale.
A naive extension at NLO of Eq. (5.83) would be

$$
\begin{equation*}
d \sigma_{\text {POWHEG }}=d \Phi_{n}\left(\mathcal{B}+\mathcal{V}+\int d \Phi_{1} \mathcal{R}\right)\left(\Delta\left(Q^{2}, Q_{0}^{2}\right)+\Delta\left(Q^{2}, t\right) \frac{M C}{\mathcal{B}}\right) \tag{5.84}
\end{equation*}
$$

but it is found not to be correct, as it does not reproduce the NLO expansion (last line of Eq. (5.82)) once expanded at $O\left(\alpha_{s}\right)$. It is easy to see that the mismatch can be traced back to terms proportional to $\mathcal{R}-M C$, which suggests to introduce a modified Sudakov factor with the replacement $M C \rightarrow \mathcal{R}$

$$
\begin{equation*}
\tilde{\Delta}\left(Q^{2}, Q_{0}^{2}\right)=\exp \left(-\int d \Phi_{1} \frac{\mathcal{R}}{\mathcal{B}}\right) \tag{5.85}
\end{equation*}
$$

corresponding to a modified splitting probability

$$
\begin{equation*}
d \tilde{p}=d \Phi_{1} \frac{\mathcal{R}}{\mathcal{B}} . \tag{5.86}
\end{equation*}
$$

Indeed this replacement correctly reproduces the NLO expansion at $O\left(\alpha_{s}\right)$.
The POWHEG cross-section is thus defined as

$$
\begin{equation*}
d \sigma_{\text {POWHEG }}=d \Phi_{n}\left(\mathcal{B}+\mathcal{V}+\int d \Phi_{1} \mathcal{R}\right)\left(\tilde{\Delta}\left(Q^{2}, Q_{0}^{2}\right)+\tilde{\Delta}\left(Q^{2}, t\right) \frac{\mathcal{R}}{\mathcal{B}}\right) \tag{5.87}
\end{equation*}
$$

As the real-emission matrix element does not depend on the chosen parton-shower, events generated by POWHEG can be passed to any PSMC, unlike those generated by MC@NLO. However a definition of the Sudakov such as that in Eq. (5.85) exponentiates also the finite part of the real-emission matrix-element, introducing extra higher-order contributions than those generated by the shower. Such contributions, which, are formally higher order, can affect observables in certain kinematic configurations [163].
This issue is cured by damping the real-matrix element in the Sudakov with the function

$$
\begin{equation*}
f\left(p_{T}^{2}\right)=\frac{h^{2}}{h^{2}+p_{T}^{2}} . \tag{5.88}
\end{equation*}
$$

The limit $h \rightarrow \infty$ corresponds to no damping, and is the default setting in POWHEG.

POWHEG is distributed as a process library, giving also a framework to allow the user to implement new processes, the so-called POWHEG-box [164]. Several level of automation of this framework exist: POWHEL is an interface of POWHEG and Helac-NLO [165], which provides the necessary contributions to automatically compute a NLO cross-section. An interface exploiting MadFKS also exists [166], which however needs the user to link virtual matrix-elements from external codes.

### 5.5 NLO predictions for VBF matched with parton shower

In this section I will present predictions for VBF observables obtained in the MC@NLO (using the automatic aMC@NLO version) and POWHEG frameworks, for a 125 GeV SM Higgs boson at the $\sqrt{S}=8 \mathrm{TeV}$ LHC. As the matching with the parton shower is performed differently in the two approach, this comparison helps in better understanding the possible systematics. Furthermore, for both POWHEG and aMC@NLO I will present results obtained by the matching with HERWIG6, virtuality ordered Pythia6 and HERWIG++.
Before showing the results in Sec. 5.5.2, I will discuss in Sec. 5.5.1 the setup for POWHEG and AMC@NLO and the cuts used in the analyse.

### 5.5.1 Setup: parameters and cuts

I will now list the input parameters and cuts used in this compuatation. The values for the SM parameters used in the computation are those recommended by the Higgs Cross-Section Working Group (HXSWG) [35]:

$$
\begin{array}{ll}
M_{W}=80.398 \mathrm{GeV}, & \Gamma_{W}=2.089 \mathrm{GeV}, \\
M_{Z}=91.188 \mathrm{GeV}, & \Gamma_{Z}=2.496 \mathrm{GeV}, \\
G_{F}=1.166 \times 10^{-5} \mathrm{GeV}^{-2} & . \tag{5.89}
\end{array}
$$

Results are computed using the MSTW 2008 NLO pdf set [71], with errors estimated at $68 \%$ confidence level. Renormalization and factorization scales are fixed to the $W$ mass. The choice of a dynamic scale choice will be discussed in App. C, and will be shown not to have any drastic effect on all observables.
Parton level events are generated without imposing cuts ${ }^{3}$, and each sample consists of one million events. After shower and hadronization, typical cuts used in experimental VBF analyses are applied: hadrons are clustered into jets by using the anti- $k_{T}$ algorithm [75] as implemented in FastJet [76], with $\Delta R=0.5$. At least two jets are required, with $p_{T}>20 \mathrm{GeV}$ and $|y|<4.5$. Furthermore, the two hardest jets (i.e.the two jets with the largest transverse momenta) passing these criteria are asked to have an invariant mass $m\left(j_{1}, j_{2}\right)>600 \mathrm{GeV}$ and a rapidity separation $\left|y\left(j_{1}\right)-y\left(j_{2}\right)\right|>4$.

The generation of VBF in AMC @NLO (in the five-flavour scheme) is simply done by typing the following lines in the aMC@NLO shell:

```
import model loop_sm-no_b_mass
define p = gucd s b u~ c~ d~ s~ b~
define p = j
generate p p > h j j $$ w+ w- z [QCD]
```

Note the $\$ \$$ sign used not to include diagrams with a $W$ or a $Z$ in the $s$-channel. The aMC@NLO event files store additional informations in order to obtain scale and PDF uncertainties via reweighting, i.e.without the need of extra runs [167].

For what concerns POWHEG, the original computation of VBF [168] has been used, as it is publicly available in the POWHEG-box.

[^4]In all cases, no simulation of the underlying event is performed by the PSMC.

### 5.5.2 Results

I will now present the results obtained for various kinematic observables. For simplicity, the same format is kept for all figures: in the upper frame of each figure, the three curves that correspond to the aMC@NLO samples are shown: black solid for HERWIG6, red dashed for Pythia6 and blue dot-dashed for HERWIG++. Below the plots, the first and second insets shows the ratios for the aMC@NLO and POWHEG samples over the fixed order NLO, in order to assess the impact of the different PSMC on the observable (same pattern as the main frame). The third inset shows the scales (red dashed) and PDF (black solid) uncertainty band, computed from the aMC@NLO plus HERWIG6 sample. Scale uncertainties are computed varying independently the factorization and renormalization scale in the range

$$
\begin{equation*}
\frac{M_{W}}{2}<\mu_{R}, \mu_{F}<2 M_{W} \tag{5.90}
\end{equation*}
$$

while PDF errors are computed with the Hessian method [100], as it is the prescription for the MSTW set.
Most of the differences which will appear in the first and second insets are mainly due to the impact of the VBF cuts on the different PSMCs. To better understand this effect, in Tab. 5.5.1 I quote the ratios of the matched cross-section after cuts and the fixed order NLO one $\left(\sigma_{\text {CUTS }}^{\text {NLO }}=0.388(2) \mathrm{pb}\right)$. It can be highlighted that these ratios are all smaller than one, as typically parton showers tend to spread the radiation hardness in the phase space, therefore slightly more events will fail the cuts. On top of this, there is a clear pattern $\sigma_{H W 6}>\sigma_{P Y 6}>\sigma_{H W++}$ both for POWHEG and AMC@NLO. These differences are quite large, specially if compared with the size of NLO theoretical uncertainties and/or with the NNLO effects on the total cross section. They have been found to depend on the way extra radiation is generated by the shower, in particular on how much of this radiation is lost because it falls outside the jet "cone". Furthermore, they are found to depend also on the details of the hadronization model. A more inclusive jet definition, with larger jet radii, reduces these differences, as it is explained in App. D.
In Fig. 5.5.4, Fig. 5.5.5 and Fig. 5.5.6 I show the transverse momentum and rapidity respectively of the Higgs boson, and of the first and second jet. As all these observable are computed at NLO accuracy, I expect general agreement among the two different implementations of the parton shower matching as well as among different PSMCs. Indeed, all NLO-matched curves are fairly compatible with each other once the ratios in table Tab. 5.5.1 and the theoretical uncertainties in the lower insets are taken into

|  | HERWIG6 | Pythia6 | HERWIG++ |
| :---: | :---: | :---: | :---: |
| AMC@NLO | 0.93 | 0.89 | 0.83 |
| POWHEG | 0.92 | 0.86 | 0.83 |

Table 5.5.1: Ratios of matched NLO+PSMCs and fixed order NLO cross-sections in the aMC@NLO and POWHEG formalism.
account. The comparison with the fixed-order NLO prediction, on top of the overall normalisation effect already shown in table 5.5.1, displays a consistent action of the shower in affecting the jet spectra, an effect which is increasingly important as one moves downwards in the jet hierarchy (i.e. from the hardest to the softest jets); in fact this trend will become even more evident in the case of the third jet (see later). As a consequence of the recoil against the shower-enriched jet activity, NLO-matched curves display harder and more central Higgs-boson distributions. For the observables shown in these figures, PDF and scale uncertainties are generally small (typically of the order of $\pm 3 \%$ to $\pm 5 \%$ ), and fairly constant, with only mild increases at large transverse momenta.

Similar consideration can be done for the azimuthal separation between the two tagging jets, shown in the top plot of Fig. 5.5.7, which also show excellent agreement between fixed order ad matched computations. This is extremely comforting, since this observable is very sensitive to the Higgs boson properties, such as spin and parity and therefore any theoretical uncertainty can reflect on the Higgs properties determination [169-172].
Shower effects are more important for observables such as the invariant mass or the rapidity separation of the two hardest jets. These observable, shown in Fig. 5.5.8 can probe extreme kinematic configurations, where the two jets lie at very large rapidities in opposite hemispheres. As the energy of a (massless) parton is written in terms of its $p_{T}$ and rapidity as ${ }^{4}$

$$
\begin{equation*}
E=p_{T} \cosh y, \tag{5.91}
\end{equation*}
$$

a parton at the edge of the $p_{T}$ and rapidity region allowed by the cuts will have an energy $E \simeq 1 \mathrm{TeV}$. Therefore such partons at large rapidity will typically have a transverse momentum just above the cut, and, because of this, they will be very sensitive to shower effects. This is reflected in the quite large deficit (20-30 \%) at large invariant mass and rapidity separation of the matched curves with respect to the fixed order NLO one. In the same region, it is possible to see the theoretical uncertainties which start growing, in particular at large rapidity difference. For the PDFs this corresponds

[^5]to the larger uncertainty at $x \sim 1$, whereas for the scale uncertainty this can be understood as the inadequacy of the choice $\mu_{R, F}=M_{W}$ in a region dominated by radiation just above the 20 GeV cut. Indeed, a dynamic scale choice (see App. C) cures the growth of the scale uncertainty band, without affecting the central value.
Observables related to the third jet are more sensitive to the different matching procedures and to the effect of parton showers, because their description at the matrixelement level is only LO. In the bottom plot of Fig. 5.5.7 the exclusive jet multiplicity is shown. While the two-jet bin reflects the ratios in Tab. 5.5.1, the three-jet bin shows larger deviations, with POWHEG predicting less events than AMC@NLO. The deficit with respect to the fixed-order result in this bin ranges from $15 \%$ to $20 \%$ for aMC@NLO, whereas it is larger, $30 \%$ or more, for POWHEG, irrespectively of the PSMC employed. This indicates that such an effect is mainly a matching systematics rather than being induced by different shower models. It has to be stressed, however, that the POWHEG and AMC@NLO predictions are still compatible within scale uncertainties, which for the 3-jet bin are about $\pm 10 \%$, consistently with the LO precision of this observable. From the 4-jet bin onwards, the description is completely driven by the leading-logarithmic (LL) accuracy of the showers and by the tunes employed, which translates in large differences among the various generators. For such jet multiplicities, theoretical-uncertainty bands are completely unrepresentative. The fixed order prediction for these bins is zero.
The 3-jet-bin pattern described above determines the normalisation of the third-jet transverse-momentum and rapidity distributions, shown in figure Fig. 5.5.9. These variables can be significantly affected by the different radiation produced by the PSMC's. In particular the aMC@NLO results, which are quite close to the pure NLO on average, display a $\pm 15 \%$ dependence on the shower adopted. Conversely, the three POWHEG predictions are slightly closer to each other; we reckon that this is a consequence of the hardest emission being generated in this formalism by a Sudakov which is independent of the actual PSMC employed, as already mentioned in the introduction. The POWHEG curves show a $30 \%$-deficit with respect to the pure NLO, and are more central and softer than the AMC @ NLO ones. Scale uncertainties are again compatible with the LO nature of these observables, of the order of $\pm 10 \%$ in the whole rapidity range, and growing from $\pm 10 \%$ to $\pm 20 \%$ with transverse momentum.

Before concluding this section, one more set of observables has to be considered. Because of the peculiar radiation pattern of VBF, which prefers radiation far from the central region, one way to reduce the contamination coming from background processes as well as from other production channels (e.g. gluon fusion) is to reject the event if an extra jet, called veto-jet, is found within the two hardest jets:

$$
\begin{equation*}
\min \left(y_{1}, y_{2}\right)<y_{\text {veto }}<\max \left(y_{1}, y_{2}\right) . \tag{5.92}
\end{equation*}
$$

The predictions for the transverse momentum and rapidity of the veto jet are shown in figure Fig. 5.5.10. The definition in equation (5.92) implies that the more central the third jet, the larger the probability that it be the veto jet. Since POWHEG predicts a more central third jet with respect to AMC@NLO, the veto condition has the effect that the two predictions for the veto jet are slightly closer to each other than for the third jet. AMC@NLO yields visibly less central distributions, predicting larger rates (up to $20 \%$ to $30 \%$ ) with respect to the pure NLO at small transverse momentum and large rapidity. The POWHEG predictions for the transverse momentum are softer than aMC@NLO (with the exception of the matching to Pythia6, where shapes are similar), while rapidities are more central, with $20 \%$ - to $30 \%$-discrepancies with respect to the pure NLO at the edges of the spectra. As was the case for the third-hardest jet, observables related to the veto jet are described only at LO accuracy, and affected by large uncertainties, roughly $\pm 15 \%$.

### 5.6 Conclusion and outlook

In this chapter I have presented the results for VBF at next-to-leading order accuracy, matched with parton shower. After having presented the principles underlying the way parton showers work, I have shown the problems that arise when they are applied to NLO computations. To solve these problems, two matching schemes are known, MC@NLO and POWHEG, and have been presented.

I continued the chapter showing predictions for several VBF observables, obtained using different parton-shower Monte-Carlos. I have shown that there is a non-trivial interplay between the shower and hadronization details and the cuts applied to the events, which can be seen in the $O(5-10 \%)$ differences in the rate after cuts obtained with different PSMCs. The proper way these differences have to be considered, since they cannot be simply estimated via scale variations, may be the subject for further studies. Once such differences are taken into account, predictions for observables described with NLO accuracy at the parton level display small theoretical uncertainties, up to $\pm 5 \%$, and show a good agreement between the two matching schemes. Differences with respect to the pure-NLO predictions result from the action of the shower on the jet activity of the events. For quantities described with LO precision, theoretical uncertainties are consistently larger, of the order of $\pm 10 \%$ to $\pm 15 \%$, as well as the discrepancy between the two matching prescriptions, with aMC@NLO generally closer to the fixed-order NLO than POWHEG; in particular there is a visible effect in the observables related to the third jet. Still, all results are largely compatible once theoretical error bands are taken into account.

In order to improve the description of these observables, one should either consider $\mathrm{VBF}+1$ jet at NLO, which is known at fixed order [93], or, better, generate an Fx-Fx matched [173] event sample including both 0 and 1 extra-jet.


Figure 5.5.4: Higgs boson transverse momentum (top) and rapidity (bottom) distributions for VBF. The main frame shows the aMC@NLO samples, matched with HERWIG6 (black solid), virtuality-ordered Pythia6 (red dashed) and HERWIG++ (blue dot-dashed). The first (second) inset shows the ratios of the aMC@NLO (POWHEG) distributions over the fixed-order NLO one, with the same color pattern as the main frame. The third inset shows scale (red-dashed) and PDF uncertainties (black solid) computed from the aMC@NLO + HERWIG6 sample. Scale uncertainties are obtaining by varying independently the renormalization and factorization scale in the range $M_{W} / 2<\mu_{R}, \mu_{F}<2 M_{W}$. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.


Figure 5.5.5: Hardest jet transverse momentum (top) and rapidity (bottom) distributions for VBF. The main frame shows the AMC@NLO samples, matched with HERWIG6 (black solid), virtuality-ordered Pythia6 (red dashed) and HERWIG++ (blue dot-dashed). The first (second) inset shows the ratios of the AMC@NLO (POWHEG) distributions over the fixed-order NLO one, with the same color pattern as the main frame. The third inset shows scale (red-dashed) and PDF uncertainties (black solid) computed from the AMC@NLO + HERWIG6 sample. Scale uncertainties are obtaining by varying independently the renormalization and factorization scale in the range $M_{W} / 2<\mu_{R}, \mu_{F}<2 M_{W}$. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.


Figure 5.5.6: Second hardest jet transverse momentum (top) and rapidity (bottom) distributions for VBF. The main frame shows the aMC@NLO samples, matched with HERWIG6 (black solid), virtuality-ordered Pythia6 (red dashed) and HERWIG++ (blue dot-dashed). The first (second) inset shows the ratios of the aMC@NLO (POWHEG) distributions over the fixedorder NLO one, with the same color pattern as the main frame. The third inset shows scale (red-dashed) and PDF uncertainties (black solid) computed from the aMC@NLO + HERWIG6 sample. Scale uncertainties are obtaining by varying independently the renormalization and factorization scale in the range $M_{W} / 2<\mu_{R}, \mu_{F}<2 M_{W}$. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.


Figure 5.5.7: Azimuthal separation of the two hardest jets (top) and exclusive jet multiplicities (bottom) distributions for VBF. The main frame shows the aMC@NLO samples, matched with HERWIG6 (black solid), virtuality-ordered Pythia6 (red dashed) and HERWIG++ (blue dotdashed). The first (second) inset shows the ratios of the aMC@NLO (POWHEG) distributions over the fixed-order NLO one, with the same color pattern as the main frame. The third inset shows scale (red-dashed) and PDF uncertainties (black solid) computed from the aMC@NLO + HERWIG6 sample. Scale uncertainties are obtaining by varying independently the renormalization and factorization scale in the range $M_{W} / 2<\mu_{R}, \mu_{F}<2 M_{W}$. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.


Figure 5.5.8: Rapidity separation (top) and invariant mass (bottom) of the two hardest jets distributions for VBF. The main frame shows the ${ }^{\text {AMC }}$ @NLO samples, matched with HERWIG6 (black solid), virtuality-ordered Pythia6 (red dashed) and HERWIG++ (blue dot-dashed). The first (second) inset shows the ratios of the aMC @ NLO (POWHEG) distributions over the fixedorder NLO one, with the same color pattern as the main frame. The third inset shows scale (red-dashed) and PDF uncertainties (black solid) computed from the aMC @NLO + HERWIG6 sample. Scale uncertainties are obtaining by varying independently the renormalization and factorization scale in the range $M_{W} / 2<\mu_{R}, \mu_{F}<2 M_{W}$. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.


Figure 5.5.9: Third hardest jet transverse momentum (bottom) and rapidity (top) distributions for VBF. The main frame shows the aMC@NLO samples, matched with HERWIG6 (black solid), virtuality-ordered Pythia6 (red dashed) and HERWIG++ (blue dot-dashed). The first (second) inset shows the ratios of the $\mathrm{AMC} @ \mathrm{NLO}$ (POWHEG) distributions over the fixedorder NLO one, with the same color pattern as the main frame. The third inset shows scale (red-dashed) and PDF uncertainties (black solid) computed from the aMC@NLO + HERWIG6 sample. Scale uncertainties are obtaining by varying independently the renormalization and factorization scale in the range $M_{W} / 2<\mu_{R}, \mu_{F}<2 M_{W}$. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.


Figure 5.5.10: Veto jet transverse momentum (top) and rapidity (bottom) distributions for VBF. The main frame shows the aMC@NLO samples, matched with HERWIG6 (black solid), virtuality-ordered Pythia6 (red dashed) and HERWIG++ (blue dot-dashed). The first (second) inset shows the ratios of the aMC@NLO (POWHEG) distributions over the fixed-order NLO one, with the same color pattern as the main frame. The third inset shows scale (red-dashed) and PDF uncertainties (black solid) computed from the aMC@NLO + HERWIG6 sample. Scale uncertainties are obtaining by varying independently the renormalization and factorization scale in the range $M_{W} / 2<\mu_{R}, \mu_{F}<2 M_{W}$. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.
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## Prospects

After the discovery of the Higgs-like particle at the LHC, and the conclusion of the 8 TeV run, the main challenge for the scientific community is to determine the nature of the newly discovered resonance. In particular, it is of greatest importance to assess if this particle is the Higgs boson as predicted in the SM or not, and in the latter case to understand which new physics scenario it is going to unveil. The measurement of the Higgs boson spin, parity and couplings to the SM particles has now become a "hot topic", which demands strong commitment from both experiments and theory. From the theory point of view, this means delivering predictions which can cover all the possible cases (spin $0,1,2, \ldots$ ) with consistent inclusion of higher orders QCD corrections in the predictions, possibly in all production (and decay) channels. Up to the present moment, most of the studies consider the dominant $2 \rightarrow 1$ production channel and/or do not include higher order corrections or parton-shower effects.

Indeed, on top of the usual observables related to the Higgs decay products (e.g. angular correlations among the leptons), lot of information about the nature of the produced resonance is also carried by angular correlations of the two tagging jets which accompany VBF events, (partially) compensating for the smaller total rate with respect the dominant Higgs production channel.
Because of the peculiar nature of VBF, in which QCD factors out and does not involve the produced resonance, it should cost very little effort to study e.g. the production of a vectorial or spin- 2 resonance, providing complementary informations to the $2 \rightarrow 1$ case. The advantage of having a fully automated tool such as aMC@NLO, presented in Chapter 5, allows the user to have trustful, accurate and realistic results with almost no effort, once the relevant model file will be made available. On top of this, one could
even easily obtain the total NNLO normalization, exploiting the structure function approach presented in Chapter 4.

Work in these directions is in progress [174].

## Appendices



## The VBF phase space in the structure-function approach

In this appendix I briefly document the parameterization for the phase space of VBF in the structure function approach. I will first take the most general case, which is the production of an $n$-particles final state via VBF with momenta $K_{1}, \ldots, K_{n}$, then I will specialize to the case of one particle.
In the structure function approach I can consider the proton remnants as massive particles, and integrate over their masses, which are labeled $s_{1}, s_{2}$.
I will call $P_{1}, P_{2}$ the momenta of the incoming protons, and $P_{X_{1}}, P_{X_{2}}$ the momenta of the proton remnants. The choice of kinematic variables is guided by the requirement to resemble the DIS kinematics as much as possible. I work in the hadronic center-of-mass reference frame, with

$$
\begin{equation*}
P_{1}=\frac{1}{2}(\sqrt{S}, 0,0, \sqrt{S}), \quad P_{2}=\frac{1}{2}(\sqrt{S}, 0,0,-\sqrt{S}) \tag{A.1}
\end{equation*}
$$

Then, the Lorentz invariant phase space for this process is (cf. Eq. (4.2)),

$$
\begin{align*}
d P S=\prod_{i=1,2} d s_{i} & \frac{d^{4} P_{X_{i}}}{(2 \pi)^{4}} 2 \pi \delta\left(P_{X_{i}}^{2}-s_{i}\right) d P S_{n}\left(K_{1}, \ldots, K_{n}\right) \times  \tag{A.2}\\
& \times(2 \pi)^{4} \delta^{4}\left(P_{1}+P_{2}-P_{X_{1}}-P_{X_{2}}-\sum_{j=1, n} K_{j}\right) .
\end{align*}
$$

In Eq. (A.2) the phase space of the proton remnants has been separated from the one of the particles produced via VBF. In order to solve the kinematics, let $q_{i}$ be the
momentum exchanged by each of the two protons, with the convention, as for DIS, that the direction of $q_{i}$ is incoming with respect to the proton vertex (see Fig. 3.1),

$$
\begin{equation*}
q_{i}=P_{X_{i}}-P_{i} . \tag{A.3}
\end{equation*}
$$

The momenta $q_{i}$ are parameterized in terms of the two light-like momenta $P_{i}$ and the transverse components $\mathbf{q}_{\mathbf{i}}^{\perp}$ :

$$
\begin{align*}
& q_{1}=\frac{2 P_{1} \cdot q_{1}}{2 P_{1} \cdot P_{2}} P_{2}+\frac{2 P_{2} \cdot q_{1}}{2 P_{1} \cdot P_{2}} P_{1}+\mathbf{q}_{1}^{\perp},  \tag{A.4}\\
& q_{2}=\frac{2 P_{2} \cdot q_{2}}{2 P_{1} \cdot P_{2}} P_{1}+\frac{2 P_{1} \cdot q_{2}}{2 P_{1} \cdot P_{2}} P_{2}+\mathbf{q}_{2}^{\perp} . \tag{A.5}
\end{align*}
$$

The Bjorken scaling variables $x_{i}$ for the DIS process are given by the scalar products $P_{i} \cdot q_{i}$

$$
\begin{equation*}
2 P_{i} \cdot q_{i}=\frac{-q_{i}^{2}}{x_{i}}=\frac{Q_{i}^{2}}{x_{i}}, \tag{A.6}
\end{equation*}
$$

where $Q_{i}^{2}=-q_{i}^{2}$. In analogy one can also define variables $y_{i}$ via the relation

$$
\begin{equation*}
2 P_{2} \cdot q_{1}=\frac{Q_{1}^{2}}{y_{1}}, \quad 2 P_{1} \cdot q_{2}=\frac{Q_{2}^{2}}{y_{2}} . \tag{A.7}
\end{equation*}
$$

so that

$$
\begin{equation*}
y_{i}=-\frac{Q_{i}^{4}}{x_{i} S\left(Q_{i}^{2}-q_{i}^{\perp^{2}}\right)}, \tag{A.8}
\end{equation*}
$$

with $q_{i}^{\perp}=\sqrt{\mid \mathbf{q}_{\mathbf{i}}^{\perp 2}}$.
Then, the integration measure can be expressed as

$$
\begin{equation*}
d^{4} q_{i}=d Q_{i}^{2} d^{2} \mathbf{q}_{\mathbf{i}}^{\perp} \frac{d x_{i}}{2 x_{i}}, \tag{A.9}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{X_{i}}^{2}=Q_{i}^{2}\left(\frac{1}{x_{i}}-1\right) . \tag{A.10}
\end{equation*}
$$

The phase space Eq. (A.2) reduces now to the following form,

$$
\begin{equation*}
d P S=\frac{1}{(2 \pi)^{2}} \prod_{i=1,2} d Q_{i}^{2} d^{2} \mathbf{q}_{\mathbf{i}}^{\perp} \frac{d x_{i}}{2 x_{i}} d P S_{n}\left(K_{1}, \ldots, K_{n}\right)(2 \pi)^{4} \delta^{4}\left(q_{1}+q_{2}+\sum_{j=1, n} K_{j}\right) \tag{A.11}
\end{equation*}
$$

and the integrations on the transverse components can be cast in polar coordinates,

$$
\begin{equation*}
d^{2} \mathbf{q}_{1}^{\perp} d^{2} \mathbf{q}_{2}^{\perp}=q_{1}^{\perp} d q_{1}^{\perp} d \varphi_{1} q_{2}^{\perp} d q_{2}^{\perp} d \varphi_{2}=2 \pi q_{1}^{\perp} d q_{1}^{\perp} q_{2}^{\perp} d q_{2}^{\perp} d \varphi_{12} . \tag{A.12}
\end{equation*}
$$

The momentum-conservation condition imposed by the Dirac delta-function in Eq. (A.11) provides a relation between the proton remnants variables and the total energy of the VBF products:

$$
\begin{aligned}
S_{V B F} & =\left(K_{1}+\ldots+K_{n}\right)^{2}=\left(q_{1}+q_{2}\right)^{2}= \\
& =\frac{1}{Q_{1}^{2} Q_{2}^{2}} S x_{1} x_{2}\left(Q_{1}^{2}-q_{1}^{\perp^{2}}\right)\left(Q_{2}^{2}-q_{2}^{\perp^{2}}\right)+\frac{Q_{1}^{2} Q_{2}^{2}}{S x_{1} x_{2}}-Q_{1}^{2}-Q_{2}^{2}-2 q_{1}^{\perp} q_{2}^{\perp} \cos \varphi_{12}
\end{aligned}
$$

Using this equation one can generate the phase space of the VBF-produced particles once the proton remnants variables are fixed, simply in the same way as for the decay of a particle.

I will finally go through the details of the case in which only one particle with mass $m$ and momentum $K$ is produced via VBF. In this case one simply has

$$
\begin{equation*}
d P S_{1}(K)=\frac{d^{4} K}{(2 \pi)^{4}} 2 \pi \delta\left(K^{2}-m^{2}\right) \tag{A.14}
\end{equation*}
$$

and the $d^{4} K$ integration can be eliminated using the momentum-conservation Dirac delta-function, so that it is only necessary to solve the mass-shell condition imposed by the delta-function in Eq. (A.14) (which is nothing but Eq. (A.13) with $S_{V B F}=m^{2}$ ):

$$
\begin{equation*}
m^{2}=\frac{1}{Q_{1}^{2} Q_{2}^{2}} S x_{1} x_{2}\left(Q_{1}^{2}-q_{1}^{\perp^{2}}\right)\left(Q_{2}^{2}-q_{2}^{\perp^{2}}\right)+\frac{Q_{1}^{2} Q_{2}^{2}}{S x_{1} x_{2}}-Q_{1}^{2}-Q_{2}^{2}-2 q_{1}^{\perp} q_{2}^{\perp} \cos \varphi_{12} \tag{A.15}
\end{equation*}
$$

This equation can, of course, be easily solved for $\cos \varphi_{12}$, but in this case it would lead to an (integrable) singularity in the Jacobian, and therefore to numerical problems. Therefore, the choice has been to write Eq. (A.15) as a second degree equation for $q_{2}^{\perp}$ :

$$
\begin{equation*}
A q_{2}^{\perp^{2}}+B q_{2}^{\perp}+C=0, \tag{A.16}
\end{equation*}
$$

with

$$
\begin{align*}
A & =\frac{S x_{1} x_{2}\left(q_{1}^{\perp^{2}}-Q_{1}^{2}\right)}{Q_{1}^{2} Q_{2}^{2}}  \tag{A.17}\\
B & =-2 q_{1}^{\perp} \cos \varphi_{12}  \tag{A.18}\\
C & =\frac{Q_{1}^{2} Q_{2}^{2}}{S x_{1} x_{2}}-\frac{S x_{1} x_{2} q_{1}^{\perp}}{Q_{1}^{2}}+S x_{1} x_{2}-m^{2}-Q_{1}^{2}-Q_{2}^{2} \tag{A.19}
\end{align*}
$$

Since two solutions of $q_{2}^{\perp}$ exist for each set of parameters $x_{1}, x_{2}, Q_{1}^{2}, Q_{2}^{2}, q_{1}^{\perp}, \varphi$, two phase space points are evaluated. "Physical" phase space points are required to have positive $q_{2}^{\perp}$ and the number of rejected points can be greatly reduced if one asks

$$
\begin{equation*}
0<Q_{2}^{2}<S x_{1} x_{2} \frac{\left(Q_{1}^{2}-q_{1}^{\perp^{2}}\right)\left[Q_{1}^{4}-Q_{1}^{2}\left(S x_{1} x_{2}-m^{2}\right)+q_{1}^{\perp 2} S x_{1} x_{2}\right]}{Q_{1}^{2}\left[Q_{1}^{4}-Q_{1}^{2}\left(q_{1}^{\perp^{2}} \sin ^{2} \varphi_{12}+S x_{1} x_{2}\right)+q_{1}^{\perp^{2}} S x_{1} x_{2}\right]}, \tag{A.20}
\end{equation*}
$$

which corresponds to the positivity of the discriminant of Eq. (A.16). The other parameters are generated in the following ranges:

$$
\begin{align*}
& x_{1} \cdot x_{2} \in\left[\frac{m^{2}}{S}, 1\right], \quad \log x_{1} \in\left[\log \frac{m^{2}}{S}, 0\right], \quad Q_{1}^{2} \in\left[Q_{0}^{2},(\sqrt{S}-m)^{2}\right], \\
& q_{1}^{\perp} \in\left[0, Q_{1}\right], \quad \varphi \in[0,2 \pi], \tag{A.21}
\end{align*}
$$

where $Q_{0}$ is a technical cut set to 1 GeV which prevents sampling PDFs and $\alpha_{s}$ at too low scales. It also sets the lower bound for $Q_{2}$; the total cross-section has been checked not to depend on $Q_{0}$. The differential cross-section from Eq. (4.2), multiplied by the Jacobian corresponding to Eqs. (A.20)-(A.21), is integrated using VEGAS [175].

## The structure function approach and the production of new resonances in VBF

In this appendix, I will report the expression of the contraction of the hadronic tensors and the $V V \rightarrow X$ matrix element in the case $X$ is a scalar with anomalous couplings to vector bosons or a fermiophobic vector resonance.
The first case is considered in Sec. B.1, the second in Sec. B.2.

## B. 1 The VBF cross-section with anomalous $V V H$ couplings

The most generic structure for the $V V H$ vertex which generalizes Eq. (4.1), has the form [176]:

$$
\begin{equation*}
\Gamma^{\mu \nu}\left(q_{1}, q_{2}\right)=2 M_{V}^{2}\left(\left(\sqrt{2} G_{F}\right)^{1 / 2}+\frac{a_{1}}{\Lambda}\right) g_{\mu \nu}+\frac{a_{2}}{\Lambda}\left(q_{1} \cdot q_{2} g^{\mu \nu}-q_{2}^{\mu} q_{1}^{v}\right)+\frac{a_{3}}{\Lambda} \varepsilon^{\mu \nu \rho \sigma} q_{1 \rho} q_{2 \sigma} \tag{B.1}
\end{equation*}
$$

Which can be rewritten as

$$
\begin{equation*}
\Gamma^{\mu \nu}\left(q_{1}, q_{2}\right)=A_{1} g_{\mu \nu}+A_{2}\left(q_{1} \cdot q_{2} g^{\mu \nu}-q_{2}^{\mu} q_{1}^{\nu}\right)+A_{3} \varepsilon^{\mu \nu \rho \sigma} q_{1 \rho} q_{2 \sigma}, \tag{B.2}
\end{equation*}
$$

using the replacements

$$
\begin{align*}
& A_{1}=2 M_{V}^{2}\left(\left(\sqrt{2} G_{F}\right)^{1 / 2}+\frac{a_{1}}{\Lambda}\right) \\
& A_{2}=\frac{a_{2}}{\Lambda} \\
& A_{3}=\frac{a_{3}}{\Lambda} \tag{B.3}
\end{align*}
$$

Eq. (4.5), with the replacement $\mathcal{M}^{\mu \nu}=\Gamma^{\mu \nu}\left(q_{1}, q_{2}\right)$ has now the form:

$$
\begin{equation*}
W_{\mu v}\left(x_{1}, Q_{1}^{2}\right) \mathcal{M}^{\mu \rho} \mathcal{M}^{* v \sigma} W_{\rho \sigma}\left(x_{2}, Q_{2}^{2}\right)=\sum_{i, j=1}^{3} C_{i j} F_{i}\left(x_{1}, Q_{1}^{2}\right) F_{j}\left(x_{2}, Q_{2}^{2}\right), . \tag{B.4}
\end{equation*}
$$

Defining

$$
\begin{equation*}
q_{1} \cdot q_{2}=q_{12}, \quad P_{a} \cdot q_{b}=P_{a b} \tag{B.5}
\end{equation*}
$$

the non-vanishing $C_{i j}$ read

$$
\begin{align*}
C_{11}= & \left(2+\frac{q_{12}^{2}}{q_{1}^{2} q_{2}^{2}}\right)\left|A_{1}\right|^{2}+6 q_{12} \operatorname{Re}\left(A_{1} A_{2}^{*}\right)+\left(q_{1}^{2} q_{2}^{2}+2 q_{12}^{2}\right)\left|A_{2}\right|^{2} \\
& +2\left(q_{12}^{2}-q_{1}^{2} q_{2}^{2}\right)\left|A_{3}\right|^{2},  \tag{B.6}\\
C_{12}= & \frac{1}{P_{22}}\left[\frac{P_{22^{2}}^{2}}{q_{2}^{2}}+\frac{1}{q_{1}^{2}}\left(P_{21}-\frac{P_{22}}{q_{2}^{2}} q_{12}\right)^{2}\right]\left|A_{1}\right|^{2}+2 \frac{P_{22} q_{12}}{q_{2}^{2}} \operatorname{Re}\left(A_{1} A_{2}^{*}\right) \\
& +P_{21}\left(2 q_{12}-\frac{P_{21} q_{2}^{2}}{P_{22}}\right)\left|A_{2}\right|^{2}+\left(2 P_{21} q_{12}-\frac{P_{21}^{2} q_{2}^{2}}{P_{22}}-P_{22} q_{1}^{2}\right)\left|A_{3}\right|^{2}, \tag{B.7}
\end{align*}
$$

$$
\begin{align*}
C_{21}= & \frac{1}{P_{11}}\left[\frac{P_{11}^{2}}{q_{1}^{2}}+\frac{1}{q_{2}^{2}}\left(P_{12}-\frac{P_{11}}{q_{1}^{2}} q_{12}\right)^{2}\right]\left|A_{1}\right|^{2}+2 \frac{P_{11} q_{12}}{q_{1}^{2}} \operatorname{Re}\left(A_{1} A_{2}^{*}\right) \\
& +\left(2 P_{12} q_{12}-\frac{P_{12}^{2} q_{1}^{2}}{P_{11}}\right)\left|A_{2}\right|^{2}+\left(2 P_{12} q_{12}-\frac{P_{12}^{2} q_{1}^{2}}{P_{11}}-P_{11} q_{2}^{2}\right)\left|A_{3}\right|^{2} \tag{B.8}
\end{align*}
$$

$$
\begin{align*}
C_{22}= & \frac{1}{P_{11} P_{22}}\left(\frac{s}{2}-\frac{P_{11} P_{21}}{q_{1}{ }^{2}}-\frac{P_{12} P_{22}}{q_{2}^{2}}+\frac{P_{11} P_{22} q_{12}}{q_{1}^{2} q_{2}^{2}}\right)^{2}\left|A_{1}\right|^{2} \\
& -2\left(P_{12} P_{21}-q_{12} \frac{s}{2}\right)\left(\frac{q_{12}}{q_{1}^{2} q_{2}^{2}}+\frac{s}{2 P_{11} P_{22}}-\frac{P_{21}}{P_{22} q_{1}^{2}}-\frac{P_{12}}{P_{11} q_{2}^{2}}\right) \operatorname{Re}\left(A_{1} A_{2}^{*}\right) \\
& +2\left(\frac{q_{12}}{q_{1}^{2} q_{2}^{2}}+\frac{s}{2 P_{11} P_{22}}-\frac{P_{21}}{P_{22} q_{1}^{2}}-\frac{P_{12}}{P_{11} q_{2}^{2}}\right) \varepsilon^{P_{1} P_{2} q_{1} q_{2}} \operatorname{Re}\left(A_{1} A_{3}^{*}\right) \\
& +\frac{\left(q_{12} s-2 P_{12} P_{21}\right)^{2}}{4 P_{11} P_{22}}\left|A_{2}\right|^{2}-\frac{P_{12} P_{21}-q_{12} s}{P_{11} P_{22}} \varepsilon^{P_{1} P_{2} q_{1} q_{2}} \operatorname{Re}\left(A_{2} A_{3}^{*}\right) \\
& +\left\{s\left(q_{12}-\frac{P_{21} q_{2}^{2}}{P_{22}}-\frac{P_{12} q_{1}^{2}}{P_{11}}+\frac{P_{12} P_{21} q_{12}}{P_{11} P_{22}}\right)\right. \\
& \left.+\frac{1}{P_{11} P_{22}}\left[\frac{s^{2}}{4}\left(q_{1}^{2} q_{2}^{2}-q_{12}^{2}\right)-P_{12}^{2} P_{21}^{2}\right]-P_{11} P_{22}+2 P_{12} P_{21}\right\}\left|A_{3}\right|^{2}, \tag{B.9}
\end{align*}
$$

$$
\begin{align*}
C_{33}= & \frac{q_{12} s-2 P_{12} P_{21}}{2 P_{11} P_{22}}\left|A_{1}\right|^{2} \\
& +\frac{1}{2}\left[\frac{s}{2 P_{11} P_{22}}\left(q_{1}^{2} q_{2}^{2}+q_{12}^{2}\right)+q_{12}-\frac{P_{12} q_{1}^{2}}{P_{11}}-\frac{P_{21} q_{2}^{2}}{P_{22}}\right. \\
& \left.-\frac{P_{12} P_{21} q_{12}}{P_{11} P_{22}}\right] \operatorname{Re}\left(A_{1} A_{2}^{*}\right)+\frac{q_{12}}{2 P_{11} P_{22}} \varepsilon^{P_{1} P_{2} q_{1} q_{2}} \operatorname{Re}\left(A_{1} A_{3}^{*}\right) \\
& +\frac{q_{12}}{2}\left(q_{12}-\frac{P_{12} q_{1}^{2}}{P_{11}}-\frac{P_{21} q_{2}^{2}}{P_{22}}+\frac{s q_{1}^{2} q_{2}^{2}}{2 P_{11} P_{22}}\right)\left|A_{2}\right|^{2} \\
& +\frac{q_{1}^{2} q_{2}^{2}}{2 P_{11} P_{22}} \varepsilon^{P_{1} P_{2} q_{1} q_{2}} \operatorname{Re}\left(A_{2} A_{3}^{*}\right) \\
& +\frac{q_{12}}{2}\left(q_{12}-\frac{P_{12} q_{1}^{2}}{P_{11}}-\frac{P_{21} q_{2}^{2}}{P_{22}}+\frac{P_{12} P_{21} q_{1}^{2} q_{2}^{2}}{P_{11} P_{22} q_{12}}\right)\left|A_{3}\right|^{2} . \tag{B.10}
\end{align*}
$$

## B. 2 The VBF cross-section for a vector resonance

Finally, I provide the formula for the total cross-section for the production of a vector resonance in the structure function approach.
We assume the usual gauge and Lorentz invariant tri-linear vertex (in principle more general cases can be considered [177]):

$$
\begin{equation*}
\Gamma^{\mu_{1} \mu_{2} \mu_{3}}\left(p_{1}, p_{2}, p_{3}\right)=g_{123}\left[g^{\mu_{1} \mu_{2}}\left(p_{1}^{\mu_{3}}-p_{2}^{\mu_{3}}\right)+g^{\mu_{2} \mu_{3}}\left(p_{2}^{\mu_{1}}-p_{3}^{\mu_{1}}\right)+g^{\mu_{3} \mu_{1}}\left(p_{3}^{\mu_{2}}-p_{1}^{\mu_{2}}\right)\right] \tag{B.11}
\end{equation*}
$$

where all the momenta are taken to flow outside the vertex. Since in the processes considered the coupling $g_{123}$ can always be factorized from the total cross-section, it will be set to unity in the following.
As in Sec. B.1, with the extra care to sum over the polarizations of the produced vector, I have

$$
\begin{equation*}
W_{\mu \nu}\left(x_{1}, Q_{1}^{2}\right) \sum_{\lambda}\left(\mathcal{M}_{\lambda}^{\mu \rho} \mathcal{M}_{\lambda}^{* v \sigma}\right) W_{\rho \sigma}\left(x_{2}, Q_{2}^{2}\right)=\sum_{i, j=1}^{3} C_{i j} F_{i}\left(x_{1}, Q_{1}^{2}\right) F_{j}\left(x_{2}, Q_{2}^{2}\right) \tag{B.12}
\end{equation*}
$$

where I have set

$$
\begin{equation*}
\mathcal{M}_{\lambda}^{\mu \nu}=\Gamma_{\rho}^{\mu \nu}\left(q_{1}, q_{2},-q_{1}-q_{2}\right) \epsilon_{\lambda}^{\rho}\left(-q_{1}-q_{2}\right) \tag{B.13}
\end{equation*}
$$

and the non-vanishing coefficients $C_{i j}$ are

$$
\begin{align*}
C_{11}= & \frac{1}{q_{1}^{2} q_{2}^{2}}\left[4 q_{1}^{2} q_{2}^{2} q_{12}-14 q_{1}^{4} q_{2}^{2}-14 q_{1}^{2} q_{2}^{4}+11 q_{1}^{2} q_{12}^{2}\right. \\
& \left.+11 q_{2}^{2} q_{12}^{2}+2 q_{12}^{3}+\frac{1}{m_{V^{\prime}}^{2}}\left(q_{1}^{2}-q_{2}^{2}\right)^{2}\left(2 q_{1}^{2} q_{2}^{2}+q_{12}^{2}\right)\right], \quad \text { (B.14) }  \tag{B.14}\\
C_{12}= & \frac{-1}{P_{22} q_{1}^{2} q_{2}^{4}} \\
& {\left[-11 P_{21}^{2} q_{1}^{2} q_{2}^{4}-2 P_{21}^{2} q_{12} q_{2}^{4}+P_{21}^{2} q_{2}^{6}+22 P_{21} P_{22} q_{1}^{2} q_{12} q_{2}^{2}\right.} \\
& +4 P_{21} P_{22} q_{12}^{2} q_{2}^{2}-2 P_{21} P_{22} q_{12} q_{2}^{4}+P_{22}^{2} q_{1}^{4} q_{2}^{2}-11 P_{22}^{2} q_{1}^{2} q_{12}^{2} \\
& -2 P_{22}^{2} q_{1}^{2} q_{12} q_{2}^{2}+5 P_{22}^{2} q_{1}^{2} q_{2}^{4}-2 P_{22}^{2} q_{12}^{3}-3 P_{22}^{2} q_{12}^{2} q_{2}^{2} \\
& \left.-\frac{1}{m_{V^{\prime}}^{2}}\left(q_{1}^{2}-q_{2}^{2}\right)^{2}\left(P_{21}^{2} q_{2}^{4}-2 P_{21} P_{22} q_{12} q_{2}^{2}+P_{22}^{2} q_{1}^{2} q_{2}^{2}+P_{22}^{2} q_{12}^{2}\right)\right], \tag{B.15}
\end{align*}
$$

$$
\begin{equation*}
C_{21}=C_{12}(1 \leftrightarrow 2) \tag{B.16}
\end{equation*}
$$

$$
C_{22}=\frac{1}{P_{11} P_{22} q_{1}^{4} q_{2}^{4}}\left\{3 P_{11}^{2} P_{21}^{2} q_{1}^{2} q_{2}^{4}+2 P_{11}^{2} P_{21}^{2} q_{12} q_{2}^{4}-P_{11}^{2} P_{21}^{2} q_{2}^{6}\right.
$$

$$
\begin{align*}
& -6 P_{11}{ }^{2} P_{21} P_{22} q_{1}^{2} q_{12} q_{2}^{2}-4 P_{11}{ }^{2} P_{21} P_{22} q_{12}{ }^{2} q_{2}^{2}+2 P_{11}{ }^{2} P_{21} P_{22} q_{12} q_{2}^{4} \\
& +3 P_{11}{ }^{4} P_{22}{ }^{2} q_{1}^{2} q_{12}{ }^{2}+2 P_{11}{ }^{2} P_{22}^{2} q_{12}^{3}+3 P_{11}^{2} P_{22}^{2} q_{12}{ }^{2} q_{2}^{2} \\
& -2 P_{11} P_{12} P_{21} P_{22} q_{1}^{4} q_{2}^{2}+4 P_{11} P_{12} P_{21} P_{22} q_{1}^{2} q_{12} q_{2}^{2} \\
& -2 P_{11} P_{12} P_{21} P_{22} q_{1}^{2} q_{2}^{4}+2 P_{11} P_{12} P_{22}^{2} q_{1}^{4} q_{12} \\
& -4 P_{11} P_{12} P_{22}^{2} q_{1}^{2} q_{12}^{2}-6 P_{11} P_{12} P_{22}^{2} q_{1}^{2} q_{12} q_{2}^{2} \\
& -P_{12}^{2} P_{22}^{2} q_{1}^{6}+2 P_{12}^{2} P_{22}^{2} q_{1}^{4} q_{12}+3 P_{12}{ }^{2} P_{22}^{2} q_{1}^{4} q_{2}^{2} \\
& +s q_{1}^{2} q_{2}^{2}\left(q_{1}-q_{2}\right)^{2}\left(P_{11} P_{21} q_{2}^{2}-P_{11} P_{22} q_{12}+P_{12} P_{22} q_{1}^{2}\right) \\
& -\frac{s^{2}}{4} q_{1}^{4} q_{2}^{4}\left(q_{1}-q_{2}\right)^{2} \\
& \left.+\frac{\left(q_{1}^{2}-q_{2}^{2}\right)^{2}}{4 m_{V^{\prime}}^{2}}\left(2 P_{11} P_{21} q_{2}^{2}-2 P_{11} P_{22} q_{12}+2 P_{12} P_{22} q_{1}^{2}-s q_{1}^{2} q_{2}^{2}\right)^{2}\right\}, \tag{B.17}
\end{align*}
$$

$$
\begin{align*}
C_{33}= & \frac{1}{2 P_{11} P_{22}}\left[-8 P_{11} P_{21} q_{2}^{2}+8 P_{11} P_{22} q_{12}+P_{12} P_{21} q_{1}^{2}+6 P_{12} P_{21} q_{12}+\right. \\
& P_{12} P_{21} q_{2}^{2}-8 P_{12} P_{22} q_{1}^{2}-\frac{s}{2}\left(q_{1}^{2} q_{12}-8 q_{1}^{2} q_{2}^{2}+6 q_{12}^{2}+q_{12} q_{2}^{2}\right) \\
& \left.+\frac{1}{m_{V^{\prime}}^{2}}\left(q_{1}^{2}-q_{2}^{2}\right)^{2}\left(-P_{12} P_{21}+\frac{s}{2} q_{12}\right)\right] . \tag{B.18}
\end{align*}
$$

## Appendix

## Scale choice effects on differential observables

The results shown in Sec. 5.5 have been computed with renormalization and factorization scales fixed to the $W$ mass. Although this choice has been justified in Sec. 4.3 with arguments based on the convergence of the total cross-section, it may look as inappropriate for describing differential observables.
In this appendix I will compare the distributions shown in Sec. 5.5 with new ones obtained setting

$$
\begin{equation*}
\mu_{R, F}=\frac{1}{2} \sum_{i=\text { parton }} p_{T_{i}} . \tag{C.1}
\end{equation*}
$$

This choice can be justified that, at the LO, it is the average transverse momentum of the two final state partons.

I will not discuss all the observables which have been presented in Sec. 5.5, but only those where effects due to the dynamic scale choice are visible. For all observables, the choice of such a dynamic scale do not visibly change the predictions for the central values but, in some cases, it results in a more narrow scale uncertainty band. The observables for which this happens are the transverse momentum spectra of the two hardest jets, and their rapidity separation. For what concerns the other observables, no visible difference between the two scale choices is visible, neither in the central value prediction nor in the scale uncertainty band.

Fig. C.0.1 shows the transverse momentum of the hardest (top) and second hardest (bottom) jet. The main effect of the scale choice Eq. (C.1) is the reduction of the scale uncertainty band at large transverse momenta, where the $W$ mass is too low. For what concerns the rapidity separation of the two hardest jets, shown in Fig. C.0.2, also in this case the dynamic scale choices has the advantage of showing narrower uncertainty band at large rapidity separations, where, as pointed in Sec. 5.5, a fixed scale choice is inadequate.
All effects are, however, minimal.


Figure C.0.1: Hardest (top) and second hardest jet transverse momentum. The main frame shows the ${ }_{\mathrm{A}} \mathrm{MC}$ @ NLO samples (matched with HERWIG6), computed setting $\mu_{F, R}=M_{W}$ (blue solid) and $\mu_{R, F}=\frac{1}{2} \sum_{i=\text { parton }} p_{T_{i}}$ (green dashed). The first inlay shows the ratio of the two curves over the blue one. The second and third inlay show scale (red dashed) and PDF uncertainties (black solid) respectively for the blue and green curve of the first inlays. Scale uncertainties are obtained by varying independently the renormalization and factorization scales by a factor $1 / 2<x_{R, F}<2$ around the central value. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.


Figure C.0.2: Rapidity separation between the two hardest jets. The main frame shows the aMC@NLO samples (matched with HERWIG6), computed setting $\mu_{F, R}=M_{W}$ (blue solid) and $\mu_{R, F}=\frac{1}{2} \sum_{i=p a r t o n} p_{T_{i}}$ (green dashed). The first inlay shows the ratio of the two curves over the blue one. The second and third inlay show scale (red dashed) and PDF uncertainties (black solid) respectively for the blue and green curve of the first inlays. Scale uncertainties are obtained by varying independently the renormalization and factorization scales by a factor $1 / 2<x_{R, F}<2$ around the central value. The MSTW 2008 NLO PDF set has been used, with error bands corresponding to $68 \%$ confidence level.


## Jet definition and shower effects on the VBF cross-section after cuts

In Sec. 5.5.2 I have shown that the VBF cross-section after cuts has a non-negligible dependence on the PSMC. This dependence was traced back to the way each PSMC generates extra radiation, and to the possibility that the extra radiation may be lost if it falls outside the jet cone.
It is therefore important to study how such differences depend on the given jet definition, and whether they entirely come from the shower phase or also hadronization has a role.
To this aim, I will compute the exclusive jet multiplicities using different values for the jet minimum $p_{T}$ and radius, with and hadronization enabled or disabled. Apart for these parameters, the same cuts of Sec. 5.5 are used. Since both POWHEG and aMC@NLO show almost the same effects when different showers are used, I will limit myself to results obtained with aMC@NLO.

Fig. D. 0.1 shows the results for the two and three jet multiplicities obtained using the anti- $k_{T}$ algorithm with different values of the radius parameters ranging from 0.1 to 1.1. The histograms use the same color and line pattern used in Sec. 5.5.2: black solid for HERWIG6, red dashed for Pythia6 and blue dot-dashed for HERWIG++. For each value of $\Delta R$, two sets of ratio plots are shown. In the first three plots, jets are required to have a minimum transverse momentum of at least 20 GeV (as in the results shown in Sec. 5.5.2), while the other plots show results for a higher jet $p_{T}$ threshold $(40 \mathrm{GeV})$. In each set the first and second plots show respectively the ratios over the HERWIG6 prediction of results with and without hadronization effects. The last plot
show, for each PSMC, the ratio of the results with hadronization over those without hadronization. As in Sec. 5.5.2, the simulation of the underlying event is disabled.

As it could have been expected, larger values of the radius parameter reduce the differences among the rates predicted by the different PSMCs, for both considered $p_{T}$ cuts. Indeed, a larger value of the radius correspond in being more inclusive on the extra radiation, therefore being less sensitive on the different ways this extra radiation is generated. This can be specially seen in the two jet bin, which gives the bulk of the total cross-section. For the three jet bin, the pattern is more complicated: the best agreement among the three PSMC is found for a rather low value of $\Delta R(0.3)$ while for higher values larger discrepancies are found. No easy explanation of this can be given.
For what concerns hadronization it is very interesting to see that, while for Pythia6 and HERWIG6 effects are moderate (with the exception of the smallest values of $\Delta R$ ), for HERWIG++ they are larger, and negative. In particular one can see that these effects account almost for the whole difference between HERWIG++ and HERWIG6. These differences deserve further investigations in conjunction with the PSMCs authors. Also hadronization effects tend to diminish for larger radii.

Effects due to the choice of a different jet clustering algorithm are found to be minor.


Figure D.0.1: Jet multiplicity ratios for different values of the jet radius parameter $\Delta R$ and of the jet minimum $p_{T}$. Results obtained without hadronization are also shown. See the text for details.
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[^0]:    ${ }^{1}$ Note, that with the conventions of Refs. [81, 88-90] both the pure-singlet and the gluon coefficient functions as well as the splitting functions $P_{\mathrm{qg}}^{(0)}$ and $P_{\mathrm{qg}}^{(1)}$ in Eqs. (4.12)-(4.16) need to be divided by a factor $2 n_{f}$ to account for the contribution of one individual quark flavor (not the anti-quark).

[^1]:    ${ }^{2}$ The factorization into production and decay is not correct in quantum-mechanics. This is because it neglects interferences between different polarization states of $P$. However, since the topic of this thesis is the scalar Higgs boson, quantum mechanics effects due to interferences of different helicity states will play no role in this case and will not be mentioned in the text.

[^2]:    ${ }^{1}$ This is not strictly true as in some peculiar cases some real-emission subprocesses are not related to any born process because they are finite, e.g. the real subprocess $q \bar{q} \rightarrow H g$ does not reduce to the born subprocess $g g \rightarrow H$.

[^3]:    ${ }^{2}$ Strictly speaking one would have to compute the interference between the amplitude which accounts for the radiation of a gluon from leg $k$ and the amplitude which account for the radiation from leg $l$. However, the two approaches are completely equivalent, and the one presented here has the advantage of re-using the color-informations of the born.

[^4]:    ${ }^{3}$ In order not to have numerical instabilities, at least two jets with $p_{T}>2 \mathrm{GeV}$ are required in the aMC@NLO samples. This cut is however completely irrelevant for what concerns distributions and total rates.

[^5]:    ${ }^{4}$ This expression holds also for massive particles, if one replaces $p_{T} \rightarrow m_{T}=\sqrt{p_{T}^{2}+m^{2}}$.

