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Abstract

My research focuses on top-quark physics. The top quark is the heaviest
elementary particle known to date. The top-quark mass is at the same order
with the vacuum expectation value of the Higgs boson. Furthermore, despite
the fact that it is a quark, it can be studied as a freely propagating particle.
These properties have remarkable consequences, which provide enough moti-
vation for detailed studies. The aim of my work is to perform such studies, as
briefly described below, at the highest possible level of accuracy and precision
in order to fully exploit the experimental information.

The first part of this study is concentrated on the tt̄ production at the
LHC. On the QCD part, inclusive and differential cross sections are already
calculated up to NNLO accuracy. At this level of accuracy effects due to
Electro-Weak (EW) corrections cannot be neglected, especially for differential
distributions, where the physical hierarchy between the strong and electroweak
interactions may not be respected. On the one hand, when large scales are
probed (Q � mW ), the so-called Sudakov logarithms render EW corrections
large and negative. On the other hand, EW corrections receive also contribu-
tions from channels that feature photons in the initial state, thus they depend
on the PDF of the photon. In order to examine these effects, a study at NLO
QCD+EW accuracy is performed for both 8 and 13 TeV. Furthermore I pro-
ceed to the combination of NNLO QCD + NLO EW results in order to provide
the best predictions for tt̄ distributions at 13 TeV. Different combination ap-
proaches are compared to each other and in all cases the latest available PDF
sets, which include the photon PDF, are used. The effect of the Heavy Boson
Radiation (HBR) is studied, but is not included in the prediction for the tt̄
distributions, since these emissions are resolved and considered to be different
processes. The second part of this study is focused on these processes.

By studying the top quark pair production in association with a vector
or a Higgs boson, one is naturally probing important features related to the
top quark. The different effect of the tt̄V (V = W±, Z, γ) processes on the tt̄
asymmetry, which is a NLO QCD effect, is studied. The tt̄H production is
analysed as a tree level probe of the top Yukawa, the value of which is a still
untested prediction of Standard Model Higgs boson sector. The tt̄V processes
have been seen already at 8 TeV by the CMS, ATLAS collaborations. The
current 13 TeV Run of the CERN collider will improve the statistics and will
allow for detailed comparisons between experiment and theoretical predictions.
Furthermore, the particle multiplicity is increased by considering tt̄V V and
tt̄tt̄ production. These rare Standard Model processes in addition with the
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tt̄V constitute the full irreducible background of tt̄H. They are all studied
in a realistic 13 TeV analysis, including detector limitations and experimental
selection cuts, providing results in different final state signal regions.

The third part of this research is focused on Beyond the Standard Model
(BSM) scenarios using the Effective Field Theory (EFT) approach. On the
BSM part the Standard Model Effective Field Theory (SMEFT) approach has
been adopted and calculations are performed at NLO in QCD. The EW top
quark couplings, appearing in tt̄V processes, and possible deviations from the
Standard Model are explored via the EFT approach. The global and differential
effects of the CP-even EFT operators, entering the top-quark couplings, in the
processes tt̄Z, tt̄γ are studied and the results are available to be compared with
the 8 TeV available experimental data.
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1 | Introduction

During the last century, the level of understanding of the basic structure
of nature has increased significantly. The community of high energy physics
has been trying to identify the elementary constituents of matter as well as the
forces responsible for their interactions. The rapid technological advancement
of the last 40 years provided the opportunity to experimental collaborations to
develop accelerators and detectors, in order to study the behaviour of nature
at high energies. This advancement created the groundwork for testing many
theories and revealing many pieces of the puzzle of the behaviour of elementary
particles.

The current understanding of high energy physics indicates that there are
four fundamental forces acting on matter. Their relative strength differs by
many orders of magnitude and they do not all act upon all the matter. In
table 1.1 one can see the details of the properties of the known forces. Moving

Strong Electromagnetic Weak Gravity

Current theory QCD QED (part of EW) Weak (part of EW) GR

Charge color electric charge flavor Energy

Acts on quarks, gluons charged particles quarks, leptons all

Strength 1 10−2 10−5 10−39

Mediators Gluons photon W±, Z bosons Graviton (?)

Mediator mass 0 0 ∼ 80, ∼ 91 GeV 0

Mediator spin 1 1 1 2

Range (fm) 1 ∞ 10−3 ∞

Table 1.1: Properties of fundamental forces.

from left to right in table 1.1 the interactions become weaker ending up to Grav-
ity, which is normally ignored in short distance high energy physics. On the
other hand, in large scale distances Gravity is the dominant force. The theory
of General Relativity (GR) provides the mathematical framework describing
Gravity as a result of the curvature of spacetime. The latter is encapsulated
in the metric tensor. Contrary to the frameworks describing the other three
forces, GR is not directly connected or based to an internal symmetry, rather
than to the concept of invariance of the properties of spacetime, which dictates
the invariance of the form of the laws of physics under coordinate transforma-
tions. In a case by case basis one has to look for symmetries which depend on
the given metric tensor. However the absence of curvature, described by a flat
(Minkowski) metric tensor, leads to a very well studied symmetry of spacetime:
the symmetry of the Poincaré group. This includes the Lorentz transforma-
tions and the translations, and is described in section 1.2. Moreover the GR

1



2 Introduction

framework is a classical field theory, i.e. fully deterministic if having the initial
conditions. This is not the case for the other three frameworks shown in table
1.1. They are based on quantum field theory, i.e. they provide probabilistic
predictions. Furthermore as mathematical descriptions, they are direct con-
sequences of internal symmetries. These differences already reveal one of the
open questions in high energy physics, which is the fact that there is no com-
mon ground for a unique description of small and large distance scale physics.
In this work, the focus is laid in the short distance scale physics.

Experimentally the short distance scale physics is studied at the particle
colliders. During the last 30 years the particle accelerator history started with
the Large Electron-Positron (LEP) collider, which was an electron-positron
circular collider operating at CERN during 1989-2000 at 91 and 209 GeV. At
LEP the masses of the Z,W bosons were precisely determined and a lower limit
on the mass of the Higgs boson at 115 GeV [1]. At DESY the Hadron-Electron
Ring Accelerator (HERA), which was running during 1992-2007 at 318 GeV,
provided crucial information on the structure of the proton, which was probed
by high energy electrons. During 1987-2011 at Fermilab, the Tevatron was a

Figure 1.1: The Large Hadron Collider

fully hadronic accelerator, colliding protons with antiprotons at 1.8 and 1.96
TeV. The Tevatron was hosting two large experimental collaborations, CDF
and D0. The major discovery of the Tevatron is that of the top quark (details
in section 1.4). Furthermore it constrained the mass of the Higgs boson in the
region 115 ≤ mH ≤ 135 GeV [2,3]. The most recent one, which is also currently
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operating is the Large Hadron Collider (LHC) at CERN (fig. 1.1). The LHC
is a proton-proton collider mostly operated at 7,8 and now 13 TeV. The LHC
collider consists of 4 main detectors, the ATLAS, the CMS, the LHCb and the
ALICE. At the LHC, precision physics takes place systematically for numerous
processes and the major discovery so far is the Higgs boson at ∼ 125 GeV [4,5].
All the aforementioned experiments are being developed, in order to test the
theoretical model describing the elementary particles and their interactions, i.e.
the first three frameworks listed in table 1.1. This thesis focuses on specific
parts of this theoretical description and searches for possible windows, where
new physics may appear. The mathematical model, which describes the Strong,
Electromagnetic and Weak interactions is the Standard Model of physics (SM)
and is described in section 1.2. More specifically this project discusses the
physics around the top quark, which is introduced in section 1.4. Before this,
we will start by explaining the structure of this thesis in the following section
1.1.

1.1 Structure of this thesis
Chapter 1 is dedicated to introducing the reader to, and motivate, the

main subject. Before entering the projects in detail, which constitute this
thesis, an introduction to the Standard Model is provided. Section 1.2 addresses
the questions on the general structure of the Standard Model, the mathematical
constructive part as well as the physical implications. In section 1.3 we move
from the Lagrangian level to the actual calculational framework at the level of
the observables. Section 1.4 focuses on the features of the top quark, which
have a special importance in the physics related to it. The introduction is
concluded with section 1.5, where Effective Field Theory (EFT) is presented
and motivated as a model independent approach to physics beyond the SM.

Chapters 2, 3 and 4, present and discuss the results of this research. Since
in each chapter there is a detailed introduction and in order to avoid repeti-
tion, this paragraph provides a brief sketch of the main part of the thesis in
order to guide the reader to what to expect. Chapter 2 focuses on the SM,
looking at high precision the tt̄ production. It is divided in two parts. The first
part focuses on differential distributions at NLO QCD+EW accuracy. The
phase space regions, where the EW corrections and especially the effect of the
photon-induced contributions become important are identified. Different PDF
sets (NNPDF2.3QED, CT14QED) including the photon PDF are compared in
detail at 13 TeV. Furthermore, using the available 8 TeV data, a comparison
between theory and experiment is performed at differential level and part of
the results is extrapolated for a future 100 TeV collider. The presence of NNLO
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QCD results for tt̄ distributions reduces significantly the scale uncertainties on
these observables. The second part is motivated by the latter and aims to pro-
vide predictions at NNLO QCD + NLO EW accuracy, for tt̄ distributions at 13
TeV. The latest available PDF sets (NNPDF3.0QED, LUXQED) are compared
and different approaches for the combination of the QCD and EW corrections
are studied. Chapter 3 focuses on the top pair production in association with
one, two vector bosons or another top pair. The study is realised at NLO in
QCD for all these processes. These processes are irreducible backgrounds for
the tt̄H production. The latter is included in the study as a direct probe of the
top Yukawa coupling. In the first part of this work a Fixed NLO calculation
provides predictions at the cross section and differential level, comparing dif-
ferent definitions of the renormalisation and factorisation scales. Part of these
results are extrapolated to a future collider of 100 TeV. In the second part a re-
alistic analysis takes place at NLO in QCD including the decays and matching
to parton shower. Considering the tt̄H as the signal and the other processes
as backgrounds, predictions at cross section level are given for different signal
regions according to lepton multiplicity. In chapter 4 the focus is on tt̄Z, tt̄γ.
Within the EFT framework this BSM study includes the full set of dimension-
six operators that enter the interactions between the top quark and the neutral
SM gauge bosons. Cross section and differential level predictions are provided
for each operator for the interference (1/Λ2) and the squared (1/Λ4) terms, as
being different perturbative orders in the EFT expansion. We have also con-
sidered the effects of a subset of these operators, which affects the loop-induced
process gg → HZ. Furthermore we have studied the tt̄ production at the ILC
as being sensitive to the weak dipole operators and therefore complementary
to the LHC. Finally, expecting the new LHC measurements, the sensitivity of
these processes to this set of operators is studied.

All the results presented in this thesis are public and produced in collab-
oration with groups who will be mentioned explicitly in each chapter. What
follows is a list of the publications emerged by this 4-year research.

Published papers:

• F. Maltoni, M. L. Mangano, I. Tsinikos and M. Zaro, Top-quark charge
asymmetry and polarization in ttW production at the LHC, Phys. Lett.
B 736, 252 (2014), arXiv:1406.3262 [hep-ph] [6]

• F. Maltoni, D. Pagani and I. Tsinikos, Associated production of a top-
quark pair with vector bosons at NLO in QCD: impact on ttH searches
at the LHC, JHEP 1602, 113 (2016), arXiv:1507.05640 [hep-ph] [7]
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• O. Bessidskaia Bylund, F. Maltoni, I. Tsinikos, E. Vryonidou and C. Zhang,
Probing top quark neutral couplings in the Standard Model Effective Field
Theory at NLO in QCD, JHEP 1605, 052 (2016), arXiv:1601.08193
[hep-ph] [8]

• D. Pagani, I. Tsinikos and M. Zaro, The impact of the photon PDF and
electroweak corrections on tt̄ distributions, Eur. Phys. J. C 76, no. 9, 479
(2016), arXiv:1606.01915 [hep-ph] [9]

• M. Czakon, D. Heymes, A. Mitov, D. Pagani, I. Tsinikos and M. Zaro,
Top-pair production at the LHC through NNLO QCD and NLO EW,
submitted to JHEP, arXiv:1705.04105 [hep-ph] [10]

Contributions on specific sections in reports:

• M. L. Mangano et al., Physics at a 100 TeV pp collider: Standard Model
processes (chapter 13) , arXiv:1607.01831 [hep-ph] [11, ch. 13]

• D. de Florian et al., Handbook of LHC Higgs Cross Sections: 4. Deci-
phering the Nature of the Higgs Sector (section I.6.7), arXiv:1610.07922
[hep-ph] [12, sec. I.6.7]

Contributions to conference proceedings:

• I. Tsinikos, EW corrections to tt̄ distributions: the photon PDF effect,
Top2016 conference, arXiv:1611.08234 [hep-ph] [13]

1.2 The Standard Model
The interactions between the fundamental particles, ignoring the curva-

ture of space-time, are described by the Standard Model (SM). The aim of this
section is a brief sketch of the structure of the SM. There are numerous text-
books and papers introducing the Quantum Field Theory (QFT) approach and
the SM. The books used for this section are [14] and [15]. This mathematical
model uses the Lagrangian formalism and is based on the concept of symme-
try. The symmetries of the Standard Model are described within the framework
of group theory. As mentioned in the beginning of chapter 1 the absence of
gravity introduces the Poincaré symmetry. On top of that, using the SU(2)L,
U(1)Q and SU(3)C symmetries, one can describe the weak, electromagnetic
and strong forces respectively. Before going through the details on these sym-
metries and their effects, we will proceed with a general presentation of the
particles entering the SM. The fundamental fields, appearing in the model, can
have bosonic or fermionic nature. All the particles of the Standard model (fig.
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Figure 1.2: The Standard model of physics. Image taken from [16].

1.2) are excited forms (quanta) of the fields. The fermionic particles form the
matter and have spin 1

2 . They are divided into two types: leptons and quarks.
The charged leptons (e−, µ−, τ−) interact with the electromagnetic and weak
forces. The neutral leptons (νe, νµ, ντ ) interact only weakly. The quarks, on the
other hand, are charged and interact with all three forces. The force carriers
are bosonic particles (gauge bosons) with spin 1. The photon (γ) is responsible
for the electromagnetic interaction, the W+, W−, Z0 are the carriers of the
weak force and the gluons (g) of the strong force (table 1.1). Both leptons

1st Generation 2nd Generation 3rd Generation

Quarks
(
u

d

)

L

, uR, dR
(
c

s

)

L

, cR, sR
(
t

b

)

L

, tR, bR

Leptons
(
νe
e−

)

L

, e−R

(
νµ
µ−

)

L

, µ−R

(
ντ
τ−

)

L

,τ−R

Table 1.2: Generations of fermions.

and quarks form (right handed singlets, left handed isospin doublets) the three
generations of matter (table 1.2). The Weak force acts only on the left handed
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isospin doublets. The puzzle is complete with the Higgs boson (H), a spin 0
particle. The weak and electromagnetic interactions are described in a unified
way by the electroweak (EW) theory and the strong interactions are described
by quantum chromodynamics (QCD). The Higgs boson results from the EW
symmetry breaking mechanism, which provides masses to itself, weak vector
bosons and the fermions. In the following we shall see how the concept of
symmetry gives rise to the gauge bosons and describes their interactions.

1.2.1 Fields and spacetime
The spacetime in which the Standard Model ‘lives’ is flat and described

by the Minkowski metric ηµν ≡ diag(1,−1,−1,−1). The isotropy of the
Minkowski spacetime gives rise to invariance under boosts and rotations, which
are the six generators of the Lorentz group. The homogeneity of this metric is
connected to the translational invariance described by the four spacetime trans-
lation generators. These two subgroups form the Poincaré group. A spacetime
point x transforms under this group as x′ = Λx+ a or in detail as

x′µ = Λµνx
ν + aµ . (1.1)

A rotation of an infinitesimal angle φ around an i-axis is given by ΛR =

e−iφJ
i inf.≈ 1− iφJ i. Similarly a boost of infinitesimal rapidity ζ along an i-axis

is given by ΛB = e−iζK
i inf.≈ 1−iζKi. In both cases i = 1, 2, 3 and the J i’s, Ki’s

are defined as the six generators of the Lorentz subgroup. Translations are de-
scribed by the term aµ in equation 1.1. A translation of infinitesimal length ε in
spacetime is given by T = e−iενP

ν inf.≈ 1− iενP ν , where now ν = 0, 1, 2, 3. The
four P ν ’s are the generators of translations. A general Poincaré transformation
is given by

(Λ{φn̂, ζm̂}|a) = e−iφn̂·Je−iζm̂·Ke−iaνP
ν

. (1.2)

The generator P 0 corresponds to time translation and therefore has a special
meaning. It is usually denoted as the Hamiltonian H and is separated from the
other spatial translation generators P i. The commutation relations between
these ten generators form the Lie algebra of the group, which is shown in the
following equation

[P i, P j ] = [P i, H] = [J i, H] = 0 ,

[J i, Jj ] = iεijkJk , [J i, P j ] = iεijkP k , [J i,Kj ] = iεijkKk ,

[Ki, H] = iP i , [Ki,Kj ] = −iεijkJk , [Ki, P j ] = iδijH . (1.3)

Since the Poincaré group is related to spacetime, its generators can be visualised
and therefore the physical meaning is understood. The concept of rotation,
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boost and translation of a vector δxµ ≡ x′µ − xµ is self explanatory for what
stands behind these objects. The corresponding Lie algebra has also a physical
meaning, which is not as obvious as its constituents. Mathematically it shows
whether the order upon which the operators act on an object matters or not.
Quantum mechanically the commutator is interpreted as quantifying the (in-)
compatibility of (non-)commuting operators, i.e. the potentiality of knowing
simultaneously the corresponding physical values. It further expresses how the
change of the system by one operator is affected by the others. This is why the
P 0 ≡ H has a special significance. Since it expresses the time evolution, if an
operator commutes with the H, it means that, being time independent, it is
connected to a conserved physical quantity. The first line of equation 1.3 shows
the momentum and angular momentum conservation. The commutative part
of the Lie algebra is called Abelian. If the whole Lie algebra is commutative
then the symmetry is Abelian. This property has important consequences for
internal symmetries as we will see in sections 1.2.2 and 1.2.3.

But what does one mean exactly by saying ‘transformation’ or ‘invari-
ance’ under the Poincaré group? If we assume a scalar field φ(x) and perform
a transformation of our coordinates to x′ = (Λ|a)x = Λx+ a, a new φ′(x′) will
emerge. Being invariant under this transformation implies that φ′(x′) = φ(x).
However if we consider a vector field V µ(x) and perform the same transforma-
tion x→ x′ the new V ′µ(x′) will be V ′µ(x′) 6= V µ(x). This seems inconsistent
if one conceives the vector as a collection of four scalars. How is it possible that
a scalar is invariant under a transformation but a collection of scalars is not?
The reason is that the vector field includes also the notion of direction and
length which are the ones that change. Therefore in order to retain the initial
vector, V µ(x) has to transform on top of x and we get V µ(x) = ΛµνV

′ν(x′).
In this sense, vectors, tensors and spinors are considered Poincaré covariants
whereas scalars are Poincaré invariants. The Lagrangian itself is a scalar as a
functional of the fields and their first order derivatives. Therefore every term
in L[φ(x), ∂µφ(x), Vµ(x), ∂µVµ(x), ψ(x), ∂µψ(x)] is also Poincaré invariant.

1.2.2 The Abelian QED
The more symmetries we impose to a Lagrangian the more restricted it

becomes. In section 1.2.1 we have embedded the fields in a Minkowski space-
time, but we did not study their interactions. They are described by imposing
further internal symmetries to the Lagrangian. In this section we start with
the QED description. Let us consider the Lagrangian which describes a free
spin 1/2 dirac particle of mass m. It is

LfreeDirac = ψ̄(x)[iγµ∂
µ −m]ψ(x) . (1.4)
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This Lagrangian is invariant under global U(1) transformations, i.e. under
ψ′ → eiqaψ, ψ̄′ → e−iqaψ̄. However if we make the phase local (a→ a(x)) this
is no longer true. By applying this transformation we get

LfreeDirac
′ = Lfree

Dirac + qψ̄(x)γµ∂
µa(x)ψ(x) . (1.5)

At first sight this extra term looks like an interaction term between the spinors
ψ̄(x), ψ(x) and the vectorial object ∂µa(x). As long as the internal U(1) sym-
metry is global, it is disconnected from the Poincaré symmetry (∂µa = 0). Once
we force the U(1) to be local it picks up the spacetime information, but the
derivative ∂µ still does not include the infinitesimal displacement of ψ(x) in the
internal U(1) space. This is what this term stands for. U(1) is an 1-dimensional
internal space, therefore has one generator. If we want to be consistent, this
generator needs also to be included in this local transformation, being an indi-
rect part of this same Lagrangian. Had we included this transformation from
the beginning, we would have got an invariant Lagrangian. Keeping the vecto-
rial form of ∂µa(x), let us express this term as exactly this difference that we
seem to miss in the following

∂µa(x) = Aµ ′(x)−Aµ(x) , (1.6)

where Aµ is an arbitrary vector field and substitute this expression to equation
1.5. We get

LfreeDirac
′ = Lfree

Dirac + qψ̄(x)γµ[Aµ ′(x)−Aµ(x)]ψ(x)⇒
⇒LfreeDirac

′ − qψ̄(x)γµA
µ ′(x)ψ(x) = LfreeDirac − qψ̄(x)γµA

µ(x)ψ(x) . (1.7)

However,

qψ̄(x)γµA
µ ′(x)ψ(x) = qψ̄(x)e−iqa(x)γµA

µ ′(x)eiqa(x)ψ(x) =

=qψ̄ ′(x)γµA
µ ′(x)ψ ′(x) = [qψ̄(x)γµA

µ(x)ψ(x)] ′ . (1.8)

Therefore the U(1) locally invariant Lagrangian becomes

LDirac = ψ̄(x)[iγµ∂
µ −m]ψ(x)− qψ̄(x)γµA

µ(x)ψ(x) =

=ψ̄(x)iγµ∂
µψ(x)− qψ̄(x)γµA

µ(x)ψ(x)−mψ̄(x)ψ(x) =

=ψ̄(x)[iγµ∂
µ − qγµAµ(x)]ψ(x)−mψ̄(x)ψ(x)⇒

⇒ LDirac =ψ̄(x)iγµD
µψ(x)−mψ̄(x)ψ(x) , Dµ ≡ ∂µ − iqAµ(x) . (1.9)

Looking at what is done from equation 1.4 to equation 1.9 we had to introduce
the vector field Aµ, which is called gauge field, in order to correctly describe
an invariant spin-1/2 Lagrangian under Poincaré and local U(1) symmetries.
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We resulted with a new interaction term between ψ̄(x), ψ(x), Aµ and further-
more we already now that Aµ transforms according to equation 1.6. One could
directly go from equation 1.4 to 1.9 by substituting ∂µ with Dµ. The latter is
defined as the covariant derivative. The covariant derivative describes the full
infinitesimal translation of the spinor field ψ(x) in both the actual spacetime
and the internal 1-dimensional U(1) space. This second part of the covariant
derivative together with the equation 1.6 are defined as the gauge transforma-
tion. The new vector field is the photon and the parameter q is the charge
of the fermion. Since the field Aµ is introduced, any related term allowed by
the symmetries needs to be added to the Lagrangian. The same way that
there is an LfreeDirac there should be an Lfreephoton describing the kinetic and possi-
ble self energy photon terms. This can be constructed by the electromagnetic
field strength tensor, which can be expressed by the aforementioned covariant
derivative. The full U(1) locally invariant Lagrangian, which describes QED is

LQED = −1

4
FµνFµν+ψ̄(x)[iγµD

µ−m]ψ(x) , Fµν =
i

q
[Dµ, Dν ] = ∂µAν−∂νAµ .

(1.10)
The symmetry U(1) having only one generator is trivially Abelian. This is
depicted to the Lagrangian of equation 1.10 to the fact that there are no self
interaction terms for the photons, but only kinetic terms. Any self interaction
term would come from the Lfreephoton part of the Lagrangian. In order to see this
one can expand the Fµν in equation 1.10 acting on a ψ(x) field. It is

[Dµ, Dν ]ψ(x) = [∂µ − iqAµ(x), ∂ν − iqAν(x)]ψ(x) =

= {[∂µ, ∂ν ]− iq[∂µ, Aν(x)]− iq[∂ν , Aµ(x)]− q2[Aµ(x), Aν(x)]}ψ(x) =

= {−iq[∂µAν(x)− ∂νAµ(x)]− q2

��
���

��:0
[Aµ(x), Aν(x)]}ψ(x) (1.11)

This last term being zero in equation 1.11 is a consequence of the fact that the
symmetry is Abelian. As we will see in the following section, if this is not the
case, this term gives rise to self interaction terms for the gauge bosons. It is

interesting also to notice that a mass term of the form
1

2
m2
AA

µAµ would not
be gauge invariant, but for now this is not an issue since photons are massless.
On the other hand a fermion mass term is allowed. Furthermore the fermion
mass term mixes the right and left handed part of the spinor. It is

ψ̄[iγµD
µ −m]ψ = (ψ̄L + ψ̄R)iγµD

µ(ψL + ψR)− (ψ̄L + ψ̄R)m(ψL + ψR)

= ψ̄LiγµD
µψL + ψ̄RiγµD

µψR −m(ψ̄LψR + ψ̄RψL) (1.12)

The U(1) symmetry acts the same way on the left and right handed spinors,
therefore the mass term is allowed. Each time a symmetry is imposed in a
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Lagrangian, every term must be invariant (singlet) under this symmetry and
also has to be chargeless under the corresponding charge.

1.2.3 The non Abelian QCD
The interactions due to the QCD are described by requiring an SU(3)

invariant Lagrangian. Starting again from the free Dirac Lagrangian of equa-
tion 1.4 one can now ask for a local SU(3) symmetry. This symmetry has
8 generators and as a result the transformation of the fermion field will now
be ψ′(x) → eigsa

b(x)τbψ(x), ψ̄′(x) → e−igsa
b(x)τb ψ̄(x), b = 1, ..., 8. The τ b ’s

are hermitian 3 × 3 matrices and they are the generators of the symmetry.
Furthermore it is non Abelian. The Lie algebra of SU(3) reads

[τa, τ b] = ifabcτ c , (1.13)

where the fabc are the fully antisymmetric structure constants and the λa =

τa/2 are the Gell-Mann matrices. Following the same procedure as in the
previous section we can now define the covariant derivative as

Dµ = ∂µ − igsτ bGbµ, (1.14)

where the Gµ’s play the role of the previous Aµ and they are as much as the
generators of the SU(3) internal space, in order to describe a full infinitesimal
translation in this space. Defining the Gµν as the gluon field strength and
writing down the QCD equivalent of equation 1.10, we get

LQCD = −1

4
GaµνGaµν + ψ̄(x)[iγµD

µ −m]ψ(x) , τaGaµν =
i

gs
[Dµ, Dν ] . (1.15)

At the first sight this looks the same like equation 1.10, but the main difference
lies into the new field strength. Evaluating it we get

[Dµ,Dν ]ψ(x) = [∂µ − igsτ bGbµ, ∂ν − igsτ bGbν ]ψ(x) =

= {[∂µ, ∂ν ]− igs[∂µ, τ bGbν ]− igs[∂ν , τ bGbµ]− g2
s [τ bGbµ, τ bGbν ]}ψ(x) =

= {−igsτ b[∂µGbν − ∂νGbµ]− g2
s [τaGaµ, τ bGbν ]}ψ(x) =

= {−igsτ b[∂µGbν − ∂νGbµ]− g2
s [τa, τ b]GaµGbν}ψ(x)

1.13
=

= {−igsτ b[∂µGbν − ∂νGbµ]− ig2
sf

abcτ cGaµGbν}ψ(x) . (1.16)

The last term in equation 1.16, which is non zero due to the non Abelian nature
of SU(3), is the one that, through the first term of equation 1.15, gives rise to
3- and 4-point gluon interaction vertices. The charge of the symmetry is de-
fined as colour and it takes three values: red, green, blue. Therefore every ψ(x)
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is a triplet of colour charged Dirac spinors ψ(x) = (ψr(x), ψg(x), ψb(x)). The
self interaction gluon terms are in agreement with the fact that the gluons are
also coloured, in contrast to the chargeless photons of QED. Furthermore, sim-
ilarly to the QED case, a fermion mass term is allowed since the ψL(x), ψR(x)

transform the same way under SU(3).

1.2.4 The EW theory
In sections 1.2.2, 1.2.3 we pointed out the differences between an Abelian

and a non Abelian symmetry and their implications to the corresponding the-
ories. The Weak interactions could be partially described like the QCD ones
by asking a Lagrangian with the SU(2) symmetry. The SU(2) symmetry has
3 generators and the Lie Algebra is

[τa, τ b] = iεabcτ c , (1.17)

where εabc is the fully antisymmetric Levi-Civita and σi = τ i/2 are the 2 × 2

Pauli matrices. Defining the Wµν , Wµ as the Weak field strength and the
gauge bosons respectively one can write down the following SU(2) invariant
Lagrangian

LWeak = −1

4
W aµνW a

µν+ψ̄(x)[iγµD
µ−m]ψ(x) , τaW a

µν =
i

gw
[Dµ, Dν ] , (1.18)

where Dµ is defined in an analogous way with the equation 1.14 as Dµ =

∂µ − igwτ
bW bµ, b = 1, 2, 3. This Lagrangian predicts the existence of three

electrically neutral gauge bosons (Wµ
1 ,W

µ
2 ,W

µ
3 ). One can use the non diagonal

pauli matrices τ1, τ2 in order to define the electrically charged ones W± =

(W1 ∓ iW2)
√

2. This way one reproduces what the experiments suggest but
with the abstraction of the mass for the gauge bosons. As stated in section
1.2.2, this formulation, Abelian or not, does not allow a gauge boson mass term
since the Lagrangian would no longer be gauge invariant. A mass term would
explicitly brake the symmetry. This is in contrast to what the experiments
have shown, since the Weak vector bosons are all massive (table 1.1). This
problem was addressed in 1964, by Peter Higgs, and independently by Robert
Brout and Francois Englert by proposing the Spontaneous symmetry breaking
process [17], known as BEH mechanism. It suggests that the existence of a
massless theory based on a symmetry group can still allow massive terms if
it acquires a non invariant ground state. We will see in the following how
this mechanism is related to the unification of the Weak and Electromagnetic
theories under the EW framework.

One can start with an SU(2)L × U(1)Y symmetry, where the U(1)Y is
a U(1) symmetry related to a new charge Y , which is defined as hypercharge
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and the SU(2)L symmetry acts only on doublets of left handed spinors. The
charge corresponding to the SU(2)L is the Weak isospin. The SU(2)L×U(1)Y
symmetric Lagrangian includes also a complex scalar doublet field (to which
we will refer as the Higgs doublet) and is broken when the latter acquires a
vacuum expectation value (vev). This doublet is defined as Φ = (Φ+,Φ0). This
theory has three gauge bosons from the SU(2)L (the W ’s) and one from the
U(1)Y (the B) with couplings g, g′ respectively. The Higgs and gauge part of
the Lagrangian before the symmetry breaking reads

LHiggsGauge,EW =− 1

4
(W a

µν)2 − 1

4
BµνBµν + (DµΦ)†(DµΦ) + µ2Φ†Φ− λ(Φ†Φ)2 ,

Dµ = ∂µ − igW a
µ τ

a − iY g′Bµ . (1.19)

The vev should be electrically neutral and, including the fluctuations around
it (H(x)), can be conveniently chosen as

Φ =
1√
2

(
0

v +H(x)

)
. (1.20)

This particular choice is defined as the unitary gauge and is the most conve-
nient in order to give the physical interpretation. The new introduced real
scalar field H(x), is defined as the Higgs field and describes the perturbation
around the value v of the Higgs doublet vev. By substituting equation 1.20
to equation 1.19, we are entering the broken phase of the Lagrangian. The
term (DµΦ)†(DµΦ) will give interaction terms between the Higgs field and the
gauge bosons, but also terms proportional to v2, which will be mass terms for
the gauge bosons. In particular it is

LGaugemass =

[
Dµ

(
0

v

)]2

=
v2

8
[g2(W+

µ )2 + g2(W−µ )2 + (g2 + g′2)Z2
µ]. (1.21)

The W± mass terms appear after the substitution W± = (W 1 ∓ iW 2)
√

2 and
the Z mass term appears after the rotation/diagonalization of the fields W 3, B

to the fields Z,A through the angle tan θw =
g′

g
. The masses of W±, Z are

deduced from equation 1.21 as

mW =
1

2
vg , mZ =

1

2
v
√
g2 + g′2 . (1.22)

There is no corresponding mass term for the field A, which represents the
residual U(1) symmetry from this procedure. With this procedure we end up
with three gauge bosons that break the symmetry via their mass terms (W±, Z)
and one massless gauge boson (A), which describes the new U(1)Q, unbroken
by the vacuum state.
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It is interesting to notice that even the fermion mass term is forbidden
from the symmetry in the unbroken phasse. The reason is that now the left
and right handed spinors transform differently under the SU(2)L. Therefore a
mass term of the form of equation 1.12 explicitly breaks the SU(2)L symmetry.
However, since Φ is also a Weak isospin doublet the left handed doublets and
the right handed singlets are connected via interaction terms with the Higgs
doublet. The fermionic part of the Lagrangian before the symmetry breaking
is as follows

LfermionEW =ψ̄L(x)[iγµD
µ]ψL(x) + ψ̄R(x)[iγµD

µ]ψR(x)− [Ydψ̄L(x)ΦψR(x)+

+ Yuψ̄L(x)ΦcψR(x) + h.c.] , (1.23)

where we have introduced the charge conjugate Φc of the Φ field and the Yukawa
parameters of the down type quarks or leptons, and the up type quarks. In ac-
cordance to equation 1.20, the Φc acquires the corresponding vev+fluctuations

Φc =
1√
2

(
v +H(x)

0

)
. (1.24)

Another important remark on the fermionic Lagrangian is that, since the right
handed fermions are SU(2)L singlets, they are not affected by the corresponding
part of the covariant derivative. The covariant derivative is defined for the left
and right handed fermions as follows

DµψL = (∂µ − igW a
µ τ

a − iY g′Bµ)ψL , DµψR = (∂µ − iY g′Bµ)ψR . (1.25)

Similarly to the bosonic case, in the broken phase, the Yukawa part of the
fermionic Lagrangian will give rise the fermion mass terms and the interaction
terms between fermions and the Higgs field. We illustrate this for the τ lepton
in the following equation

LτY = − Yτ√
2

[
(ν̄τ , τ̄)L

(
0

v +H

)
τR + τ̄R(0, v +H)

(
ντ
τ

)

L

]
=

= −Yτ [v +H]√
2

(τ̄LτR + τ̄RτL) = −Yτ [v +H]√
2

τ̄ τ = −Yτv√
2
τ̄ τ − Yτ√

2
Hτ̄τ .

(1.26)

The Yukawa parameter is fixed by the mass term as mτ =
Yτv√

2
, therefore the

Yukawa coupling to the Higgs (Yτ =

√
2mτ

v
) is proportional to this mass. This

is true for all the massive fermions. For the leptons one can generalise this part
of the Lagrangian including all the massive leptons. In that case it is

L`Y = −Y
ij
`√
2

[
(ν̄`, ¯̀)iL

(
0

v +H

)
`jR + h.c.

]
, i, j = 1, 2, 3 . (1.27)
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The Y ij` is a 3×3 matrix and since it connects the flavour eigenstates `, in princi-
ple it can be any complex matrix. For the leptons it is Y ij` = diag(me,mµ,mτ ).
However the situation is more complicated for the quarks. The corresponding
Y ijd is not diagonal i.e. the mass eigenstates of quarks are not also flavour
eigenstates. The diagonalisation procedure introduces the VCKM matrix, which
appears in the weak couplings of the quarks if one wants to express them, more
naturally, with the mass eigenstates. The charged (W ’s) SU(2)L gauge bosons
can connect different families of quarks. The strength of these connections are
quantified by the entries of the VCKM matrix. The latter can be visualised
in figure 1.3. The spontaneous symmetry breaking mechanism completes the

Figure 1.3: The quark Weak decay modes. Image taken from [18].

picture of the SM Lagrangian at the classical level, which is summarised in the
next section.

1.2.5 Summary of the SM and open issues
The Standard Model describes the fundamental elementary fields propa-

gating in flat spacetime and their interactions. The corresponding Lagrangian
is invariant under the Poincaré group. The internal symmetry of the SM is

SU(3)C × SU(2)L × U(1)Y
symmetry−−−−−−→
breaking

SU(3)C × U(1)Q . (1.28)

The Standard model Lagrangian can be divided in four parts [19], as shown
in equation 1.29.

L = LGauge + LMatter + LHiggs + LYukawa . (1.29)

The LGauge term in equation (1.29) refers to the kinetic terms and interactions
among the gauge bosons. Depending on the symmetries which generate the
bosons (Abelian or non Abelian), there may be self interaction terms. The
LMatter term includes the interactions of the fermionic particles with the gauge
bosons. These interactions are generated via the covariant derivatives. The
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LHiggs term is the Higgs boson Lagrangian part, which includes the Higgs self
interaction terms, the interactions between the Higgs and the gauge bosons
and the Weak gauge boson mass terms. Finally the LYukawa term describes
the interactions between the Higgs field and the fermions as well as the fermion
mass terms. In the following table we summarise the Standard Model Fields,
their representations under the internal symmetries and their spin (S), weak
isospin (T 3), hypercharge (Y ), electric charge (Q), quantum numbers for all
the three fermion families f = 1, 2, 3 and the bosons. The hypercharge Y is

Field SU(3)C SU(2)L
Quantum numbers

S T 3 Y Q

QfL =

(
uf

df

)

L

3 2 1/2
(

1/2

−1/2

)
1/6

(
2/3

−1/3

)

ufR 3 1 1/2 0 2/3 2/3

dfR 3 1 1/2 0 -1/3 -1/3

LfL =

(
νf

`f

)

L

1 2 1/2
(

1/2

−1/2

)
-1/2

(
0

−1

)

`fR 1 1 1/2 0 -1 -1

G 8 1 1 0 0 0

W =




W+

W 0/Z

W−




1 3 1




+1

0

−1




0




+1

0

−1




B/A 1 1 1 0 0 0

Φ =

(
Φ+

Φ0/H

)
1 2 0

(
1/2

−1/2

)
1/2

(
1

0

)

Table 1.3: Quantum numbers and internal symmetry group representations of
SM fields.

chosen so that in combination with the Weak Isospin gives the charge of a field
according to Q = T 3 + Y . As we can see in table 1.3, a field being a singlet
under a symmetry group implies that the corresponding charge is zero.

The Standard model up to now it is in full agreement with the experi-
mental results involving particle accelerators. Before completing the discussion
on the SM, we shall briefly mention some of the unresolved issues within this
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theoretical framework. There are indeed strong indications that point to the
fact that the SM cannot be a complete theory.

• As a theory it has 18 independent parameters. There are 9 fermion
masses1, the mass of the Higgs and the vev v, three gauge couplings,
three mixing angles and one CP-violating phase in the CKM matrix.
The first thing one notices is that the model itself does not say anything
about the possible origin of these parameters and cannot justify their
specific values.

• As mentioned in the beginning of this chapter, the SM is disconnected
from GR. It ignores gravity and therefore it is already limited in explain-
ing the universe structure. The SM ‘lives’ at the energy scale of the EW
symmetry breaking, which is the vev v = 246 GeV of the Higgs doublet Φ.
On the other hand gravity becomes important at the Planck energy scale
ΛPlanck = 1019 GeV. This huge energy gap between these two natural
scales is referred to as the ‘hierarchy problem’. Any attempt to describe
the very early universe with only the SM is weak. As we will be reaching
the Planck energy scale and we can no longer ignore gravity.

• The current cosmological model includes dark matter, dark energy and in-
flation. The existence of these phenomena cannot be incorporated within
the SM. Furthermore one needs a Beyond the SM approach in order to
explain the matter/antimatter asymmetry in the universe.

• The neutrino experiments have shown the oscillation between neutrino
flavours, which proves that the neutrinos have masses. Within the SM
the neutrinos are massless. In principle one could treat the neutrinos
as Dirac fermions, extend the Yukawa sector and include also the right-
handed neutrinos νfR. A right-handed neutrino in table 1.3 would be
a singlet under both SU(3)C , SU(2)L. Apart from the spin (1/2), all
the other quantum numbers shown it this table would be zero. This
way the SM would include neutrino masses. The right-handed neutrinos
would have to be very weakly interacting and indeed they are not (yet)
observed. However this way we would have to increase the number of
free parameters of the SM (3 new masses) and the Yukawa sector would
include the Higgs couplings from the tops to the neutrinos, spanning
many orders of magnitude. This would introduce a further ‘hierarchy
problem’, since it would not be explained within the SM.

1There are 12 masses if we include also the neutrino ones. In this case the parameters
become 21 + 3 mixing anlgles + 1 phase = 25. This is discussed as a BSM scenario at the
end of the current page.
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• Claiming the existence of a symmetry in the SM Lagrangian is equivalent
to including all the allowed terms. The SU(3)C symmetry allows a term
of the form ∝ θGµνG̃µν , which is CP-violating. However there are very
strong experimental limits on this new θ parameter (θ < 10−10). This is
an issue of a fine tuning, since this parameter has to be put by hand to
an extremely small value and it is known as the strong-CP problem.

• The ‘hierarchy problem’, mentioned in the first point, is mirrored also
in the mass of the Higgs boson. The Higgs mass in the SM is a fixed
by experiment parameter. But given all the aforementioned points and
assuming new physics at the GUT or Planck scale, new heavy particles
(M ∼ new scales) should be there, coupling to the Higgs and correcting
its physical mass. These large correction terms should almost exactly
cancel in a fine tuned way, so that we would end up to the measured low
Higgs mass.

All these issues point to the conclusion that most probably there is physics
beyond the SM. We will introduce the BSM approach used in this research
in section 1.5, but before that, in the following section, we will describe the
calculational framework and in section 1.4 we will focus on the top quark.

1.3 Calculational framework
In section 1.2, we have discussed the SM Lagrangian at the classical level.

Quantising the Lagrangian mathematically consists of defining the propagators
or 2-point correlation functions, which describe the probability amplitude for
the particles to travel from a spacetime point to another. This is done by
inverting the kinetic terms that appear in the Lagrangian for every particle
separately. However, these terms do not need to be necessarily invertible and
indeed they are not for the gauge bosons. This issue is cured by adding a gauge-
fixing kinetic term which for QED has the form [14, sec. 21.1] [15, sec. 8.5]

LQEDg−f = − 1

2ξ
(∂µAµ)2 . (1.30)

This allows the inversion of the kinetic terms so that the propagator can be
defined. Since it depends on the ξ parameter, one has to choose a specific value
(gauge) in order to get results and the final answers should be independent on
this choice. On top of that, specifically for the QCD case, insisting on Lorentz
invariance of the probabilistic results (amplitude), forces us to introduce new
unphysical states, which are called ghosts [15, sec. 25.4]. These ingredients
upgrade the Lagrangian to the quantum level.
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1.3.1 Dealing with the divergences
Even from this stage, moving to actual observables requires a huge calcula-

tional effort. Following standard procedures one can derive the Feynman rules
for a given Lagrangian, which map the diagrammatic expressions of Feynman
diagrams with the corresponding mathematical expressions [14, app. A.1] [20,
sec. 1.4]. The whole Feynman diagram approach is based on the perturbation
theory assuming that the coupling constants, which appear in the vertices, are
parameters smaller than the unity. In this sense the diagram in figure 1.4a
is of the lowest order in the coupling constants and they are called tree level
diagrams. Adding more vertices and keeping the same external legs leads to
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diagram (d). Crossed diagrams are omitted.

(a) (b)

Figure 2: Cut diagrams.

Another QED term originates from the interference between the gluon-γ box with the QCD Born ampli-
tude. Since gluons and photon are distinct fields, two contributions as depicted in Fig. 4b and 4c arise †.
Each of these contributes with the factor given in Eq. (3). In total the relative factor between QCD and
QED asymmetries amounts to

fQED
q = 3

αQED Qt Qq

αS

2

(
d2

abc

4

)2 =
αQED

αS

36

5
Qt Qq (4)

for one quark species. Let us, in a first step, assume identical functional dependence of the PDFs for u
and d valence quarks in the proton (modulo the obvious factor two) and similarly for antiquarks in the
antiproton. Assuming, furthermore, dominance of valence quark-antiquark annihilation in tt̄ production,
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(c) real NLO diagram (d) real NLO diagram

Figure 1.4: Representative leading (LO) and next to leading (NLO) order Feyn-
man diagrams for qq̄ → qq̄ process. Figure taken from [21].

the loop diagrams like the one shown in figure 1.4b 2. The NLO picture is
complete with the real emission diagrams shown in figures 1.4c and 1.4d, for
which we will discuss at the end of the current section. The physical amplitude
or any observable Σ for a scattering process can be written as an expansion on
the relevant coupling constants. For the process in figure 1.4 it is

Σ(qq̄ → qq̄) = ΣLOα2
s + ΣNLOα3

s + ΣNNLOα4
s + ... . (1.31)

At any given order there is a number of Feynman diagrams to be evaluated,
which increases as the order increase. But with the couplings being small, the
higher order diagrams should be corrections to the lower order ones, therefore
one can truncate this infinite series according to the calculational and compu-
tational power.

2There are cases where the LO diagrams for a process is already at 1-loop level. These are
called loop-induced processes. An example is the gg → HZ production, which is discussed
in chapter 4.
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This is the first calculational puzzle, because the calculation of the loop
diagrams includes the full integration of the loop momentum, which usually
leads to divergences at both the limits to infinity and zero. In the former
case they are called ultra-violet (UV) divergences and in the latter infra-red
(IR) divergences. The UV divergences are being tackled via the procedure of
renormalisation. A gauge and Lorentz invariant regularisation scheme is the
dimensional regularisation (DR) [14, app. A.4], in which one extends the the-
ory to d = 4 + ε dimensions. The divergences appear now as poles of 1/εUV ,
and they are absorbed in redefinitions of the fields and parameters (masses,
couplings) of the theory. This redefinition is the renormalisation procedure
and it is realised by substituting the (up to now) bare fields and parameters
with the renormalised ones and at the same time add the so-called counter
terms [14, ch. 10] [15, ch. 19]. The counter terms are defined in such a way that
they compensate for the UV divergences from the loop diagrams. Therefore
the divergent part of the counter terms is fixed in order to cancel the poles,
but the finite part is ambiguously defined. This depends on the renormalisa-
tion (subtraction) scheme that one choses. The most widely used renormalisa-
tion schemes are the on-shell, the minimal subtraction (MS) and the modified
minimal subtraction (MS). In the on-shell scheme the propagators, after the
renormalisation, have the poles at their physical masses. In the MS scheme the
counter terms are defined such that they cancel only the divergent part, whereas
in the MS scheme they include also the finite universal constant, which comes
from the expansion around the pole. Moving from 1- to two 2- loop corrections
new UV divergences will appear. However if the counter terms introduced to
cure the 1-loop divergences are enough for all the higher orders, then the theory
is called renormalisable [15, ch. 21]. The SM is such a theory.

During the DR procedure one has to introduce an arbitrary energy scale
parameter µ−ε as a regulator for dimensional consistency. This parameter will
appear usually at the end in logarithms of the form of log(µ/Q), where Q is
some characteristic scale of the process. It is internal, but when combined
with the renormalisation procedure acquires also a physical meaning, since it is
understood as the energy scale at which the subtraction of the divergences takes
place and it is upgraded to the renormalisation scale µr. After introducing the
counter terms, the poles are removed and one can set ε = 0, returning to d = 4.
However the µ dependence remains in the renormalised parameters because we
have truncated the expansion series at the highest order we can calculate. At
any fixed order in perturbation theory, the physical (renormalised) observables
will appear to have a dependence on µr.

This parameter is a mathematical artifact and not a genuine Lagrangian
parameter, therefore the observables should be independent on it. Since the
observables have direct and indirect dependence on µr, e.g. via a coupling, it
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is

d

d log(µ2
r)

ΣR

(
µ

Q
,αs(µr)

)
=

(
∂

∂ log(µ2
r)

+
∂αs

∂ log(µ2
r)

∂

∂αs

)
ΣR = 0 (1.32)

Differential equations of the form of 1.32, are called renormalisation group equa-
tions (RGEs) [14, ch. 12] [15, ch. 23] and solving them we get the dependence
that the Lagrangian parameters (αs in this case) should have on µr in order to
cancel the direct dependence on log(µ/Q) of the physical observable. The term

∂

∂ log(µ2
r)
αs ≡ β(αs) is expanded in αs and we get the β0 (1-loop), β1 (2-loop),

..., beta functions. Since this is dependent on µr, it cannot correspond to any
observable, but we can use it in order to predict the evolution (running) of the
parameter given an initial condition. At 1-loop we get,

αs(Q) =
αs(Q0)

1 + αs(Q0)β0 log(Q2/Q2
0)
, (1.33)

where Q0 is a reference scale (usually mZ), where the αs is measured and from
this the evolution is calculated. This evolution is verified by the experiments
in high detail (figure 1.5). The evolution shown in figure 1.5 is strong test

12 6 Results and determination of the strong coupling constant

Table 5: Determinations of aS(MZ) with different PDF sets using all 3-jet mass points with
m3 > 664 GeV. Uncertainties are quoted separately for experimental sources, the PDFs, the NP
corrections, and the scale uncertainty.

PDF set c2/ndof aS(MZ) ±(exp) ±(PDF) ±(NP) ± (scale)

CT10-NLO 47.2/45 0.1171 ±0.0013 ±0.0024 ±0.0008 +0.0069
�0.0040

CT10-NNLO 48.5/45 0.1165 +0.0011
�0.0010

+0.0022
�0.0023

+0.0006
�0.0008

+0.0066
�0.0034

MSTW2008-NLO 52.8/45 0.1155 +0.0014
�0.0013

+0.0014
�0.0015

+0.0008
�0.0009

+0.0105
�0.0029

MSTW2008-NNLO 53.9/45 0.1183 +0.0011
�0.0016

+0.0012
�0.0023

+0.0011
�0.0019

+0.0052
�0.0050

HERAPDF1.5-NNLO 49.9/45 0.1143 ±0.0007 +0.0020
�0.0035

+0.0003
�0.0008

+0.0035
�0.0027

NNPDF2.1-NNLO 51.1/45 0.1164 ±0.0010 +0.0020
�0.0019

+0.0010
�0.0009

+0.0058
�0.0025
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Figure 7: Comparison of the aS(Q) evolution as determined in this analysis from all mea-
surement bins with m3 > 664 GeV (solid curve with light grey uncertainty band; colour ver-
sion: red curve with yellow uncertainty band) to the world average (dashed curve with dark
grey uncertainty band) [60]. The error bars on the data points correspond to the total uncer-
tainty. In addition, an overview of measurements of the running of the strong coupling aS(Q)
from electron-positron [65–67], electron-proton [69–72], and proton–(anti)proton collider ex-
periments [11, 61, 62, 68] is presented. The results of this analysis extend the covered range in
values of the scale Q up to ⇡1.4 TeV.

certainty estimations. In all other cases the fit results for aS(MZ) are in agreement between the
investigated PDF sets and PDF evolution orders within uncertainties.

Figure 7 shows the aS(Q) evolution determined in this analysis with CT10-NLO in comparison
to the world average of aS(MZ) = 0.1185 ± 0.0006 [60]. The figure also shows an overview of
the measurements of the running of the strong coupling from various other experiments [61–
67] together with recent determinations by CMS [11, 12, 68] and from this analysis. Within
uncertainties, the new results presented here are in agreement with previous determinations
and extend the covered range in scale Q up to a value of 1.4 TeV.

Figure 1.5: The running of the αs as a function of the energy scale Q [22].

for the whole renormalisation procedure. Furthermore it shows an important
property of QCD. At low energies αs becomes large and the theory loses the
property of being perturbative. Therefore the Feynman diagram technique
cannot be used. Lattice techniques are used in order to describe this low energy
region of QCD. An important characteristic of QCD is that quarks and gluons
cannot be isolated in nature, but they appear only in colour neutral states
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(confinement). This explains the fact that although the gluons are massless
like the photon, the strong force is a short-distance force. Furthermore, at
high energies αs becomes very small and this is translated to the gluons and
quarks behaving as free particles at small distances. The latter is defined as
asymptotic freedom [20, ch. 2].

The procedure of renormalisation tames the UV divergences. As we have
mentioned in the beginning of this section, the loop integrals diverge also at
the zero momentum limit. These divergences appear because if one increases
the order via loop diagrams, he is not inclusive in this order in perturbation
theory. In a QCD process like the qq̄ → qq̄ shown in figure 1.4, the tree level
cross section is of order of α2

s. In the α3
s order we have the interference of the

1-loop diagrams (fig. 1.4b) with the tree level ones (fig. 1.4a). These are the
virtual corrections. However in the same order there are also the squares of the
diagrams of the extra gluon emission i.e. pp → qq̄ + g shown in figures 1.4c,
1.4d. Once these are also included the IR divergences exactly cancel and we
are finally remained with a finite NLO part, which is indeed a correction with
respect to the LO one. This feature is summarised in the KLN theorem [23,24],
which states that the IR divergences will cancel always in a unitary theory, if
all the possible final and initial states are summed over for a given perturbative
order. Since in scattering we are not inclusive in the initial states, there are
uncanceled divergences 3 which are absorbed in the proton structure as we will
see in the following section.

1.3.2 Collider physics
28 Chapter 1. Event generation at hadron colliders

Figure 1.4: Pictorial representation of a hadron-hadron collision at high energy.

The hard scattering (tt̄H event) is depicted by red lines, the initial- and final-

state parton shower by blue lines, the underlying event by violet lines, and

non-perturbative hadronisation by green bubbles. Taken from [47].

After the QCD shower, and possibly a modelling of the low-energy interac-

tions among the proton remnants (underlying event), partons are clustered

into hadronic bound states. This is a non-perturbative process, poorly under-

stood from the theoretical point of view. Therefore, it is described by means of

some phenomenological modelling of hadronisation that is fitted to experimen-

tal data (mainly from hadron productions in e+e� collisions), similarly to what

happens for the PDFs, and then reused to describe hadron-hadron collisions.

After shower and hadronisation, we obtain a realistic low-energy event, which

contains the actual particles that are measured in the experimental appara-

tus. It is important once again to stress that, like the parton distributions, the

shower and hadronisation are governed by QCD interactions at lower energy

than the partonic scattering; the latter is the only part of the pp scattering

that can be a↵ected by possible new physics.

Figure 1.6: Pictorial representation of en event at the LHC [26].

In section 1.3.1, we have described the calculational steps at the Feynman
diagram level. But a process like tt̄ can be produced by different initial states

3These are the uncanceled mass singularities in the initial state [25, sec. 15.7.1].
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Figure 1.7: Top: pictorial representation of the factorisation theorem terms.
Bottom: the MSTW2008 PDFs [27] at NLO accuracy at two different scales.

and there cannot be a qq̄ or a gg collider. Furthermore the top quarks, as we
will see in section 1.4, are very short lived and QCD confined, so we could
never see them at any kind of detector. We need to describe the structure
of the proton as well as the further decays in order to reach the final objects
that are actually detected. This is a complicated procedure as a whole and is
depicted pictorially in figure 1.6. In this figure we see the two proton beams
colliding from which two gluons are involved to the hard scattering (red). The
final state particles are being decayed and any coloured state ends up creating a
QCD shower(blue). From this shower, colour neutral states (mesons, baryons)
are created (hadronisation) and they end up to the detector (green). On top
of that there can be simultaneous other low energy collisions between other
constituents of the initial protons as an underlying event (violet). What makes
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this whole procedure calculable is the fact that different stages are realised at
different energies, therefore they can be treated separately from each other. The
separation between the proton structure, the hard (parton level) event and the
final shower/hadronisation (F in eq. 1.34) is based on the mostly experience-
based factorisation theorem. At hadron colliders the initial particles do not
have a fixed longitudinal momentum. The proton (or antiproton at Tevatron)
beam includes quarks and gluons, which are called partons. The longitudinal
momentum of each one of them is not equal to the momentum of the proton
beam, but it is a fraction x of it, which is described by the parton model (fig.
1.7) [20, sec. 4.3] [15, ch. 32]. The cross section for a hard scattering process of
two initial hadrons having momenta P1, P2 to a final state X is

σ(P1, P2 → X) =
∑

i,j

∫
dx1dx2fi(x1, µ

2
f )fj(x2, µ

2
f )×

× σ̂ij(x1, x2, αs(µr), µ
2
r, µ

2
f , X̂)× F (X̂ → X) ,

(1.34)

where fi, fj are the parton distribution functions (PDFs) corresponding to
the i, j partons and σ̂ij is the perturbative cross section of the process. The
PDFs as well as the cross section have a new dependency on the parameter µf ,
which will be defined in the following paragraphs. The physical meaning of the
PDFs is that the probability of a parton i to have momentum fraction between
x and x + dx is fi(x)dx. As it is shown in figure 1.7, these functions differ
from parton to parton and they depend on the energy scale. The partons that
contribute to the proton with their quantum numbers are the valence quarks
(u, d). The sea quarks and the gluons appear via the interactions of the valence
quarks. The relative momenta between the partons are small and they interact
strongly, therefore the PDFs are not perturbative objects and they are fit by
the experiment.

The whole discussion in section 1.3.1 was for the σ̂ij part. Now we see
that this has to be convoluted with the PDFs, and this convolution introduces a
new dependence on the parameter µf . The connection between the low energy
PDF structure and the hard process is calculable, since we know that if we
have an initial quark in the hard process, it originated either from a quark or
from a gluon within the proton. This part is described by the spitting functions
Pij(y), which are equal to the probability of a parton i being emitted by another
parton j with a y fraction of momentum. The evolution of the PDF of a quark
can be written as

dq(x, µf )

d logµ2
f

=
as
2π

∫ 1

x

dy

y

[
q(y, µf )Pqq(

x

y
) + g(y, µf )Pqg(

x

y
)

]
. (1.35)
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This is the DGLAP [28–30] equation for the quark PDF. As expected the PDFs
depend on the energy scale and this is depicted in the parameter µf . Similarly
to what is done for the αs running in equation 1.33, we can get the value of
the PDFs at low energy scale from the experiment and then use the DGLAP
equations in order to evolve them up to high energy scales. In figure 1.7 we see
the PDFs at low Q2 = 10 GeV2, and then at high Q2 = 104 GeV2 as a result
of the DGLAP evolution. In figure 1.8 we can see a pictorial representation
of the splitting functions. These functions describe collinear emissions within

d

dt

qns

d

dt

qi

=
qns

pqq

=
qi

pqq

+

pqg

qi qi

d

dt

g

=
qi

pgq

+

pgg

qns

Σ

i

FIG. II.4 Graphical representation of the leading order DGLAP equations.

evolution is sometimes applied from low Q2 ∼ 4Λ2
QCD. In such cases an interpretation of

the low-Q2 distribution as a parton model density is questionable owing to the probable

importance of nonperturbative corrections. However, contributions from such corrections

are suppressed by DGLAP evolution to larger-Q2 and hence one anticipates that in these

applications there is always a Q2 whereafter the desired interpretation becomes valid.

As stated above, the evolution equations enable the accurate calculation of the PDFs at

a general Q2, provided they are known at another scale, Q2
0, so long as pQCD is a valid

tool at both scales. At next-to-leading order the QCD evolution equations have the form

(Herrod and Wada, 1980)

dqNS±(x, Q2)

dt
= PNS± ⊗ qNS±(x′, Q2) , (II.30)

where the convolution is defined as

C ⊗ f :=
∫ 1

x

dy

y
C(y) f(

x

y
) , (II.31)

and

d

dt

⎛
⎜⎝

Σ(x, Q2)

g(x, Q2)

⎞
⎟⎠ = P ⊗

⎛
⎜⎝

Σ(x′, Q2)

g(x′, Q2)

⎞
⎟⎠ . (II.32)

In these formulae, qNS− = u−ū, d−d̄ and qNS+ = (u+ū)−(d+d̄) or (u+ū)+(d+d̄)−2(s+s̄)

are the non-singlet PDFs, while Σ =
∑

i(qi + q̄i) is the singlet combination. The splitting

17

Figure 1.8: Pictorial representation of the quark and gluon splitting functions
[31]. Here it is t ≡ log(µ2

f ).

the proton. This calculable part of the PDFs is naturally receiving corrections
from higher order diagrams and so we can have LO, NLO and NNLO PDF
sets available to convolute with the hard cross section σ̂ of accuracy of the
respective order. The parameter µf physically is the limit between the low
energy of the non-perturbative proton structure and the energy scale of the
hard process. The uncanceled IR divergences we had from the ISR need to be
absorbed in this non-perturbative regime below the µf .

The last part of equation 1.34 is the F (X̂ → X), which describes the
transition from the parton level final state X̂ to the final collection X of objects
reaching the detector. A parton level coloured particle cannot be a final state.
The process of shower describes the subsequent decays of these particles up to
the point where they enter the hadronisation, forming colour neutral hadrons,
which are the actual final states. Both these procedures take place at lower
energy scales than the hard scattering and like the PDFs can be described in
a universal and independent to the hard process way. Similarly to the PDF,
the shower consists of collinear subsequent emissions of partons and they can
be factorised from the hard matrix element. The probability of emission is
described by the same splitting functions Pij , which we introduced for the
PDFs. Moving from LO to NLO in QCD introduces an ambiguity at this
part, because extra parton emissions are included both at the hard process
and the shower. The mechanism of avoiding this double counting is called
matching and is necessary in order to combine higher order QCD calculations
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with parton shower. This connection between the hard event scale and the low
hadronization scale is realised with several frameworks that will be discussed
in the following section. At the final stage the partons end up to clusters
of hadronic states, which are the jets. After all these steps we are finally
left with the objects that will be actually detected in the experiment. Both
the proton structure and the shower/hadronisation processes are considered to
behave always under the SM and dominantly by QCD. Any BSM signature is
expected to appear and therefore calculated for the hard parton level part of
the process.

1.3.3 Automated calculations
The usual strategy in a calculation is to choose the two scales µf , µr = µ

equal to a natural scale depending on the process and then vary them indepen-
dently within the interval {µ/2, 2µ}, in order to estimate the uncertainties from
higher missing orders. The higher the perturbative order we can include to the
calculation, the smaller becomes the scale uncertainty. Another source for the
theory uncertainties is coming from the PDFs and introduced via the fitting
to the data. The scale and PDF uncertainties are the main theory uncertain-
ties and they will be systematically considered in this research. The ratio of
any observable between the NLO and LO QCD prediction is called K-factor
and is studied in detail for associated tt̄ production in chapter 3. NLO QCD
corrections are also important at BSM studies, as shown in chapter 4. The per-
turbative expansion on the coupling constants is most important for the QCD
one, since it is relatively larger than the coupling constants of the other forces
(EW) (table 1.1). However there are phase space regions, where this natural
hierarchy may be inverted. On top of that, once we reach the level, where the
scale uncertainties from the QCD higher order corrections become very small,
then deviations coming from the EW corrections can no longer be neglected.
In this case PDFs which include the photon need to be used to include properly
the photon initiated channels. This is discussed in detail for the tt̄ production
in the chapter 2. All these calculations involve numerous Feynman diagrams
and therefore automation of all the steps described in the previous section is
necessary.

The Madgraph5_aMC@NLO [32] is the fully automated framework,
through which this research is realised. This code allows the automatic cal-
culation of tree-level amplitudes, subtraction terms and their integration over
phase space [33] as well as of loop-amplitudes [34–36] once the relevant Feyn-
man rules and UV/R2 counterterms for a given theory are provided [37–39]. A
recent extension of the code allows to automatically calculate NLO QCD and
EW corrections [40,41]. On top of that there are ongoing efforts of automating
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NLO BSM simulations for colliders [42]. Event generation is obtained by match-
ing short-distance events to the shower employing the MC@NLO method [43],
which is implemented for Pythia6 [44], Pythia8 [45], HERWIG6 [46] and
HERWIG++ [47]. Madgraph5_aMC@NLO is interfaced with these tools
as well as with the PDF sets in an automated way. Throughout this work we
adopt the 5 Flavor-scheme (5FS), i.e. we treat the b quark as massless and we
include it to the PDFs. Within the Madgraph5_aMC@NLO framework for
the QCD and the EW corrections we use the MS subtraction scheme for all
the relevant massless particles and the on-shell scheme for the massive ones.

Having described the SM at the Lagrangian and observable level we can
now focus on the top quark physics.

1.4 The top quark
Having seen the SM Lagrangian and the calculational framework, we can

now focus on the top quark. The top quark is a charge Q = + 2
3 , spin S = 1

2 par-
ticle. It is the upper part of the 3rd generation left handed quark isospin doublet
(tables 1.2, 1.3), therefore has isospin T 3 = + 1

2 . It is the most massive known
fundamental particle. The mass of the top quark is around mt = 173.3 GeV
(fig. 1.9). Its existence (and that of the bottom quark) was predicted in 1973

Figure 1.9: Measurements of the top quark mass in comparison with theory [48].

by Makoto Kobayashi and Toshihide Maskawa [49] to explain the observed CP
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violations in kaon decay and it was discovered in 1995 at the Tevatron [50,51].
Kobayashi and Maskawa won the 2008 Nobel Prize in Physics for the prediction
of the top and bottom quark. Being by far the heaviest of the quarks, makes
the physics around the top quark very interesting. It is an elementary particle
as heavy as a gold atom. This property results the many peculiar features of
the top quark. This section is based on the already extensive literature on the
top quark. For a detailed description of the following paragraphs, we suggest
to the reader the [19], [52] and [53] references.

• General features
It is mt > mW + mb, therefore the top quark is the only quark that can

decay in an on-shell W and a b quark. It ‘feels’ both the strong and the EW
forces, but it decays only Weakly and almost at 100% to t → W+b. This
decay mode is proportional to the square of the corresponding VCKM element
|Vtb|2. Experimental results from single top quark production put constraints
to |Vtb| = 1.021 ± 0.032 [54]. Furthermore, assuming |Vtb| = 1, lattice QCD
calculations indicate that |Vtd| = (8.4± 0.6)× 10−3, |Vts| = (40.0± 2.7)× 10−3

[54]. The unitarity relation |Vtb|2 + |Vts|2 + |Vtd|2 = 1 shows that indeed the
top quark decay is dominated by the t → W+b mode. The corresponding
branching ratios are [52,55]

BR(t→W+b) ≈ 0.998 , BR(t→W+s) ≈ 1.9×10−3 , BR(t→W+b) ≈ 10−4 .

(1.36)
On top of that, the resulting W+ boson is polarised in a sense that it can
be only left-handed (∼ 30%) or longitudinal (∼ 70%) in the limit mb → 0.
Keeping a non zero mb and performing EW and QCD corrections to the decay,
the right-handed component appears at ∼ 0.1% [56].

Being able to treat the top quark as a free particle and studying the spin
properties of the decay products is already a unique feature. The decay width
at LO, neglecting mb, is [52]

Γ(t→Wb) =
GFm

3
t

8π
√

2
|Vtb|2

(
1− m2

W

m2
t

)2(
1 + 2

m2
W

m2
t

)
. (1.37)

Equation 1.37 results to a top decay width of Γt ≈ 1.5 GeV, which corresponds
to a very short lifetime τt = 1/Γt ≈ 5× 10−25 seconds. This result is of crucial
importance, since the top quark lifetime is shorter than the hadronization time
(τhad ' 1/ΛQCD ≈ 3 × 10−24 s). The latter implies that the spin information
of the top quark is kept and transmitted to the decay products. The quan-
tum entanglement of the spin of the top quark with the momenta of the final
state particles, which is called spin correlation, allows the study of the vertex
structure of the EW processes in the top quark decays.
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• Production and decay modes
The main production modes of the top quark is the single top production,

the top pair production and the associated W production. The single top
production provides the top in association with a jet ( top of fig. 1.10). It
is a Weak process, initiated by the qq̄′(qq′) channel at LO, and it is realised
via an s-(t-) channel W boson exchange. In both these cases the W boson
provides a strong polarisation for the top quark. The top quark production in

Figure 1.10: Single top quark production via an s- or t- channel W boson
exchange.

association with a W boson (bottom of fig. 1.10) has a very small cross section
at the Tevatron but not at the LHC. The cross section for these processes at
the Tevatron and the LHC are shown in table 1.4. As mentioned in the general

cross section [pb] s-channel t-channel W associated

Tevatron ∼ 1.08 ∼ 2.3 ∼ 0.28

LHC ∼ 12.1 ∼ 242 ∼ 88

Table 1.4: Cross sections for single top quark (t+ t̄) production at the Tevatron
and the LHC14 [52].

features of the top quark, all these production modes are ideal for studying the
|Vtb| element of the VCKM matrix [57]. Furthermore the top quark polarisation
is depicted in the angular distributions of its leptonic decays, which makes
these processes probes for spin correlation studies, since they are very sensitive
to any BSM deviation of the EW SM couplings.

The other main production mode of the top quark is in top (t, t̄) pairs.
This is the dominant production mode at both the Tevatron and the LHC. The
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large cross section of top pair production has characterised the LHC as a top
factory. The cross section at the Tevatron is σtt̄pp̄ = 7.35(± ∼ 12%) pb [52]. The
cross section at the LHC8 is σtt̄pp = (244.9 ± 9.7) pb [58] and at the LHC14 is
σtt̄pp = 833(± ∼ 15%) pb [59]. The dominant production channel at the LHC is
the gg one, whereas at the Tevatron it is the qq̄4. The LO Feynman diagrams
are shown in figure 1.11. In contrast to the single top production, this is a
purely QCD process. Despite this, the large cross section at the LHC, provides

Figure 1.11: LO Feynman diagrams for top pair production. The double line
just indicates the heavy (top) quark line.

the opportunity to still study the tWb coupling through the decays of the top
quark pair. The decay modes of the top quark pair can be visualised in figure
1.12. Since, as shown in equation 1.36, the top quark decays almost exclusively
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Figure 3.7: Electroweak and QCD Born diagrams for tt̄ production.

hadron colliders are shown. The first line of diagrams contribute to the qq̄ → tt̄
process, the second line to the gg → tt̄ process. The qq̄ initial state presents an O(αs)
diagram, qq̄ → g → tt̄, and two O(α) diagrams, qq̄ → γ → tt̄ and qq̄ → Z → tt̄.
The interference between O(αs) and O(α) diagrams is zero due to the different color
structure: the gluon in the propagator of qq̄ → g → tt̄ is a color octet, whereas the
photon or the Z boson in the propagator of qq̄ → γ, Z → tt̄ is a color singlet. Thus,
O(α) diagrams contribute only starting from O(α2) in the cross section. In principle
also an s-channel diagram with a Higgs boson and a t-channel diagram with a W boson
are possible. The interference of the W boson t-channel diagram with qq̄ → g → tt̄ is

Figure 1.12: Decay modes of the top quark pair [60].

4This is due to the fact that the LHC is a pp collider, whereas the Tevatron is a pp̄ one, in
combination with the fact that the LHC has higher

√
s and therefore probes smaller x PDFs.
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to Wb, the different channels in figure 1.12 are driven by the W boson decays.
The tt̄ branching ratios are

BRtt̄(hadronic) ≈ 4/9 , BRtt̄(semi− leptonic) ≈ 4/9 , BRtt̄(leptonic) ≈ 1/9 .

(1.38)
On top of that if we remove the τ ’s from the leptonic part, as a non final state
lepton, the branching ratios become

BRtt̄(hadronic) ≈ 46% , BRtt̄(semi− leptonic) ≈ 30% , BRtt̄(leptonic) ≈ 5% .

(1.39)
The semi-leptonic channel, despite the fact that it is not the dominant one, is
preferred in many experimental analyses. The reason is that the leptonic part
provides a clean signature and the hadronic part on the one hand has QCD
contamination, but on the other hand increases the BR and provides a cleaner
reconstruction for the top quark.

• The top quark mass
Both the single top and the top pair production are used and several

experimental techniques are applied in order to realise direct searches for the
top quark mass determination [61]. The reconstructed mass from the final state
particles is the Monte Carlo mass mMC

t , which is very close to the on shell or
pole mass (mt). However the quarks, being colour confined, cannot propagate
freely, therefore the pole mass has an intrinsic ambiguity. The running or MS
mass is free from this ambiguity and it is what is used for all the quarks. But
the fact that the top quark decays before hadronization gives the opportunity
to treat it also as a free, bare quark. The difference between the mt and mMS

t

(evaluated at µ = mt) is known to be at ∼ 10 GeV [52]. Moreover, the mass of
the top quark at the Lagrangian level appears to be an independent parameter.
This is true, but the masses of the particles affect each other through the loop
corrections (fig. 1.13). So the precise determination of the top quark mass
provides a strong consistency check for the SM. It is interesting to note that
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Fig. 8. Virtual top quark loops contributing to the W and Z
boson masses

Fig. 9. Virtual Higgs boson loops contributing to the W and Z
boson masses

Also the Higgs boson contributes to∆r via the one-loop
diagrams, shown in Fig. 9:
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While the leading mt dependence is quadratic, i.e. very
strong, the leading mH dependence is only logarithmic,
i.e. rather weak. Therefore the inferred constraints on mH

are much weaker than those on mt. This was used to suc-
cessfully predict the top quark mass from the electroweak
precision data before it was discovered by CDF and DØ in
1995 [42, 43]. Neutral current weak interaction data, such
as e+e− annihilation near the Z pole, νN and eN deep-
inelastic scattering, νe elastic scattering, and atomic par-
ity violation can also be used to constrain the top quark
mass. Figure 10 shows the χ2 of the Standard Model elec-
troweak fit to the precision data as a function of the as-
sumed top quark mass for three different choices of the
Higgs boson mass [41].mH = 50 GeV/c2 was the lower limit
of the Higgs boson mass from direct searches at LEP1
at the time, 1000 GeV/c2 is the theoretical upper limit

Fig. 10. χ2 of the Standard
Model fit to the electroweak
data as a function of the
top quark mass using LEP 1
data (left) and using LEP 1,
hadron collider and neutrino
experiment data (right) [41].
The dependence on the Higgs
boson mass, here chosen to
be 50, 300 or 1000 GeV/c2, is
weak, since mH enters only
logarithmically in the elec-
troweak fit, whereas mt enters
quadratically

of the Higgs boson mass, and 300 GeV/c2 was chosen to
be a representative, central value as a logarithmic aver-
age between the two extremes. The minimum of the χ2

curve indicates the best estimate of the top quark mass,
the width of the curves gives an estimate of the uncertainty
of this determination. The most recent indirect measure-
ments of the top quark mass using the Z-pole data to-
gether with the direct measurements of the W -boson mass
and total width and several other electroweak quantities
yields [44, 45]:

mtop = 179.4+12.1
−9.2 GeV/c2 , (27)

which is in very good agreement with the world average of
the direct measurements [46]

mtop = 172.7±2.9 GeV/c2 . (28)

The global fit to all electroweak precision data including
the world average of the direct top quark mass measure-
ments yields [44, 45]:

mtop = 173.3±2.7 GeV/c2 , (29)

while a fit only to the Z-pole data gives [31]:

mtop = 172.6+13.2
−10.2 GeV/c2 . (30)

The successful prediction of the mass of the top quark
before its discovery provides confidence in the precision
and predictive power of radiative corrections in the Stan-
dard Model. Therefore, the Standard Model fit to the
electroweak precision data including the direct measure-
ments of the top quark and W -boson mass is used to infer
on the mass of the Standard Model Higgs boson. Fig-
ure 11 (left) shows the ∆χ2 of the latest fit as a function
of the Higgs boson mass. The most likely value of the
Higgs mass, determined from the minimum of the ∆χ2

curve is 91+45
−32 GeV/c2 [44, 45], clearly indicating that the

data prefers a light Higgs boson,mH < 186 GeV/c2 [44, 45].
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Figure 1.13: 1-loop corrections to W,Z boson mass terms [53].

the top quark loop contibutions in figure 1.13 are quadratic in the top quark
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mass, whereas the Higgs loop contributions are logarithmic in the mass of the
Higgs. Therefore the value of the W mass gets corrections that are sensitive to
the

842 A. Quadt: Top quark physics at hadron colliders

Fig. 11. Left: Blueband plot,
showing the indirect deter-
mination of the Higgs boson
mass from all electroweak pre-
cision data together with the
95% CL lower limit on the
Higgs boson mass from the
direct searches [47]. Right:
Lines of constant Higgs mass
on a plot of MW vs. mt. The
dotted ellipse is the 68% CL
direct measurement of MW
and mt. The solid ellipse is
the 68% CL indirect meas-
urement from precision elec-
troweak data

The preferred value is slightly above the exclusion limit
of 114.4 GeV/c2 from the direct search for the Standard
Model Higgs boson at LEP [47].

Figure 11 (right) shows the 68% CL contour in the
(mt,mW ) plane from the global electroweak fit [44, 45].
It shows the direct and indirect determination of mt and
mW . Also displayed are the isolines of Standard Model
Higgs boson mass between the lower limit of 114 GeV/c2

and the theoretical upper limit of 1000 GeV/c2. As can be
seen from the figure, the direct and indirect measurements
are in good agreement, showing that the Standard Model
is not obviously wrong. On the other hand, the fit to all
data has a χ2 per degree of freedom of 18.6/13, corres-
ponding to a probability of 13.6%. This is mostly due to
three anomalous measurements: the b forward-backward
asymmetry (Ab

FB) measured at LEP, which deviates by
2.8σ, the total hadronic production cross section (σ0

had)
at the Z-pole from LEP and the left-right cross section
asymmetry (ALR) measured at SLC, both of which devi-
ate from the Standard Model fit value by about 1.5σ. If
sin2 θW (νN), measured by the NuTeV collaboration [48],
is in addition included in the fit, the measured and fitted
value of sin2 θW (νN) differ by 3σ. It seems there is some
tension in the fit of the precision electroweak data to the
Standard Model.

Measurements of MW and mt at the TEVATRON
could resolve or exacerbate this tension. Improvements in
the precision of the measurement of the top quark or the
W -boson mass at the TEVATRON translate into better
indirect limits on the Higgs boson mass. This will also be
a service to the LHC experiments which optimise their
analysis techniques and strategies for the search for the
yet elusive Standard Model Higgs boson in the lower mass
range, preferred by the Standard Model electroweak fit.

1.4 Historic overview over top quark searches
at e+e and pp colliders

In 1977, the b-quark was discovered at Fermilab [49]. As
explained in Sect. 1.2, the existence of a weak isospin part-
ner of the b-quark, the top quark, was anticipated and
the search for the top quark began. At the e+e− colliders

PETRA at DESY [50–63] (1979–84,
√
s = 12–46.8 GeV),

TRISTAN at KEK [64–68] (1986–90,
√
s = 61.4 GeV), and

SLC at SLAC [69] and LEP at CERN [70–72] (1989–90,√
s = MZ) the production of top-antitop bound states (to-

ponium) e+e−→ tt̄ was searched for. Based on the lack of
observation of such states, the experiments increased the
lower bound on the top quark mass from mt > 23.3 GeV/c2

at PETRA to mt > 30.2 GeV/c2 at TRISTAN and finally
to mt > 45.8 GeV/c2 at SLC and LEP. Provided a mini-
mum amount of data, the sensitivity at e+e− colliders is
limited by half of the achieved centre-of-mass energy, since
the top quarks would have to be pair-produced.

In the 1980s, the development of hadron colliders
started with the intersecting storage ring (ISR) [73] at
CERN, followed by the Spp̄S at CERN with

√
s up to

630 GeV and the TEVATRON at Fermilab with
√
s =

1.8 TeV. The search for the top quark at these hadron
colliders was not limited by the available centre-of-mass
energy, but by the luminosity and the expected resulting
rate of top quark events. The dominant mechanism for
the production of top quarks was expected to be the pro-
duction of W -bosons with the subsequent decay W → tb.
This search mode provides sensitivity to the top quark to
masses of up to ≈ 77 GeV/c2, since the W -boson can be
produced singly in electroweak interactions at pp̄ colliders.
For a heavier top quark, the strong tt̄ pair production with
the subsequent weak decay t→Wb dominates. After some
initial indication for the production of top quark at the
Spp̄S experiments UA1 and UA2 in 1984 with mt = 40±
10 GeV/c2 [74], more data and improved analyses proved
this result to be a fluctuation [75]. The experiments set
a lower bound on the top quark mass of mt > 45 GeV/c2.
With more data, the UA1 and UA2 experiments increased
this limit in 1989 to mt > 60 GeV/c2 and mt > 69 GeV/c2,
respectively [7, 76, 77]. In 1988, the central collider de-
tector (CDF) at the pp̄ collider TEVATRON at FER-
MILAB started data taking. Already in 1991, with only∫
Ldt = 4.4 pb−1, CDF set limits of mt > 77 GeV/c2 from

the e+jets channel and mt > 72 GeV/c2 from the eµ chan-
nel [78–80] for mt <mW . This limit was already stronger
than the one achievable at the Spp̄S despite the larger lu-
minosity of

∫
Ldt = 7.5 pb−1 collected by the UA2 experi-

ment due to the higher beam energy at the TEVATRON.

Figure 1. Comparison of a global fit to the SM with the values of the W boson versus the
mass of the top-quark. Direct measurements with their errors are shown as green bands while
the global fit yields the blue regions [3].

event [5]. The final distribution of the variable with MC templates at di↵erent top-quark masses
is shown in Fig. 2. A final mass of 172.3±1.3 GeV is extracted.

Figure 2. Distribution of mlb overlaid with di↵erent simulated templates at masses of 178.5
(red), 172.5 (green), and 166.5 (blue) GeV. The inlay shows the interpolated �2 fit to the data,
yielding a minimum at 172.3 GeV.

A similar approach has been taken for the most precise single measurement of mtop. Single
lepton events are selected with at least four accompanying jets of which exactly two are required
to be b-tagged. A kinematic fit to the tt hypothesis is performed along with the implementation
of the ideogram method in order to extract additional information in cases where the physical
objects are incorrectly assigned [6, 7]. The final measurement from fits to seven MC templates
where not only mtop, but also an overall jet-energy scale factor is obtained yields a value of

Figure 1.14: Top: Straight lines of a constant Higgs mass in a correlation plot
of mW vs mt. The dotted ellipse corrsponds to direct measurements, whereas
the solid to indirect [53]. Bottom: The mass of the W boson vs the mass of the
top quark, before and after the Higgs mass determination on top of the direct
measurements [61].
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top quark mass. These indirect searches put extra constraints to the masses
and they are used in combination to the direct searches results. This technique
was already used in putting a lower limit of ∼ 114 GeV to the Higgs mass from
LEP2 and Tevatron (fig. 1.14). Even after the Higgs discovery, the comparison
between direct and indirect results is a strong test for the SM (fig. 1.14). A
deviation between these searches would imply that there is an uncontrolled
part that contributes in the loop corrections, which could be a sign of BSM
physics.

The other important aspect of the top quark mass is the fact that it
connects it with the Higgs boson via the top Yukawa coupling. This coupling

to the Higgs is Yt =

√
2mt

v
≈ 1, suggesting that there could be an underlying

connection between the top quark and the EW symmetry breaking. This value
makes the gg → H via a top-quark loop the dominant production mode for
the Higgs boson at the LHC. The experimental determination of this coupling
will provide another precision test for the SM and for this reason the tt̄H
production has attracted the attention of both the theoretical and experimental
communities. This process has the Yt parameter appearing already at the tree
level, which makes the tt̄H production ideal for its determination. The mass
of the top quark is connected to the EW symmetry breaking also in another
way. The Higgs self coupling (parameter λ in eq. 1.19) receives top-quark loop
corrections, which are dominant due to the large Yt. The SM running of this
parameter drives it to negative values at high energies, which in turn can lead to
an unstable vacuum. The energy at which this happens is extremely sensitive
to even ∼ 1 GeV variations of the top-quark mass, which shows another reason
for the need to its precise determination.

The main aspects of the top quark physics, mentioned in the current
section, reveal the importance of the research focusing on this particle. We
already saw several angles in which new physics can emerge via the top quark.
In the following sections we will describe a way to parametrise the appearance
of new physics in various processes in a model independent way.

1.5 Effective Field Theory
Having seen the structure of the SM and having sketched the calculational

framework, we can proceed to introducing the BSM phsics. The weaknesses of
the SM as a theory, which are pointed out at the end of section 1.2, provide
the motivation for BSM searches. There are numerous models that extend the
SM, mostly using the concept of symmetry. Looking at the SM symmetry as
a residual of a broken more general symmetric structure, provides many BSM
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choices. All these models are accompanied with different predictions of parti-
cles that are heavy or weakly interacting enough to have escaped detection up
to now. An exhaustively studied example of such a theory is Supersymmetry
(SUSY), which is built on an extra mirror symmetry between fermions and
bosons, predicting heavy spin partners for the existing SM spectrum. Another
well studied BSM theory is the 2 Higgs doublet model (2HDM), which predicts
the existence of two charged scalars, a CP-odd scalar and a heavier CP-even
scalar accompanying the SM Higgs boson. The comparison of specific signa-
tures of these models with experimental data, provides constraints on their
parameter space. This comparison needs to be done from the experimental
physics collaborations, since they have control of the extremely detailed analy-
ses required to mimic all the technical details of the detector. However in this
comparison only a finite number of BSM’s can be used, for practical reasons,
and they have to be decided prior to the launch of the analysis. At present,
there are no theoretical or experimental signs to favour specific BSM’s. On
top of that, these BSM’s are based on different symmetries/assumptions and
they are not directly connected to each other parametrically. Even in a case of
deviation w.r.t. the SM, there can be a degeneracy of BSM’s, which give the
same prediction. Therefore it would be advantageous to establish a common
language/basis, in which every BSM can be translated into and use this to ex-
press any comparison with the SM. Expressing the results of the comparison in
this common basis gives the opportunity, after the analysis, to translate them
to every BSM benchmark parameter space.

Up to the current time there is no indication of any BSM state at the
LHC energy range. This increases the necessity of such a model independent
approach. This approach is provided in the Effective Field Theory (EFT)
framework. The EFT framework is developed as a gauge invariant way to
parametrise the BSM effects in the SM couplings, from any possible state,
heavier than the energy probed in the experiment. This section is summary of
this method and is based on the [15], [62], [63] and [64] references. The main
idea behind the EFT approach is that, if there are new fields at a high energy
scale Λ, they will not resonate at the energy scales of the current experiments.
Whatever the BSM theory that describes these fields, they can be integrated
out, if one is interested in the non resonant kinematical region. The formalism
is based on expanding the SM Lagrangian with higher dimensional operators
suppressed by this new energy scale. Assuming Lepton and Baryon number
conservation one gets the SMEFT Lagrangian, which is

L = LSM +
∑

i

C
(6)
i

Λ2
O

(6)
i +

∑

j

C
(8)
j

Λ4
O

(8)
j + ... , (1.40)
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Table 1.5: Top: 6-dim operators mixing fermionic with bosonic fields . Bottom:
6-dim 4-fermion operators. Table taken from [66].

t-channel single top and tt̄ associated with a neutral vector boson. The more
the operators contributing to a process, the more difficult is to constrain them,
because naturally one needs more observables for a global fit.

As a result, in many cases, in order to simplify the analysis and the cal-
culation some of the Wilson coefficients are assumed to be zero at the scale
⇤. However, as we will see in the following, this assumption is not valid if

Table 1.5: Top: 6-dim operators mixing fermionic with bosonic fields . Bottom:
6-dim 4-fermion operators. Table taken from [66].

where the parameters C(d)
i are called Wilson coefficients and they quantify

the significance of each operator in this expansion. On top of being gauge
invariant, this framework is renormalisable under QCD and EW corrections
order by order in the (1/Λ) expansion. However this series is infinite and the
number of operators, even at the lowest order of the expansion, is of the order
of ∼ 3000 [65], [66]. Using the equations of motion one can establish a basis of
an independent set of operators at each dimension. As mentioned before, any
BSM heavy state is supposed to be integrated out, therefore all the operators
are constructed from the SM fields. Any possible combination is allowed as
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long as the SM symmetries and the corresponding dimensionality are respected.
This is what makes even the final independent operator-basis to be of the size
of 59 operators. In table 1.5 one can see the 6-dimensional SMEFT operators
mixing the fermions with the bosons and separately the pure fermionic ones.
The 8-dimensional corresponding basis is much larger, but this group of terms
is subleading in the (1/Λ) expansion w.r.t. the 6-dimensional one, so it is not
included in the EFT analyses. The same is done in the current research and
from now on we will focus only to the dim-6 leading group of terms of equation
1.40. One should note that this is true only if the main assumption holds, i.e.
the scale Λ is higher than the energy probed in the experiment.
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Figure 1. Example Feyman diagram for tt̄Z and tt̄� production. The operators we consider can
enter the gtt̄ vertex (OtG), the tt̄� vertex (OtW , OtB) or the tt̄Z vertex (O�t, O(3)

�Q, O(1)
�Q, OtW , OtB).

operators, postponing this to future studies. Operators involving the gauge bosons and
light quarks could in principle contribute to these processes, but as they receive stringent
constraints from precision observables, we consider their effect to these processes to be
negligible compared to the top operators. Another operator that contributes to the tt̄Z/tt̄�

processes is OG, which would enter by modifying the gluon self-interactions. As this is not a
top-quark operator, we will not consider it further here, assuming also that its contribution
is sufficiently suppressed due to constraints from the accurately measured tt̄ and dijet cross
sections.

In our approach, we also take into account an additional operator, O'b (identical to
O't with b replacing t), which does not involve a top quark, but does contribute to, for
example, NLO tt̄Z production through a bottom loop or b�quarks in the initial state as
well as HZ production in gluon fusion through the bottom loops. We include it in this
study mainly as an option to cancel the ggZ chiral anomaly induced by modifications to
the ttZ interaction.

Various constraints can be placed on the Wilson coefficients of the top quark operators
of Eqs. (2.1-2.6) both from direct measurements and from electroweak precision measure-
ments. For ⇤ = 1 TeV, at 95% confidence level, CtG is constrained from top pair production
to be within the range [-0.77,0.4] in Ref. [26], and in Ref. [16] [-0.56,0.41] at leading order
(LO) and [-0.42,0.30] at NLO. CtW is constrained from W helicity fractions in top-decay
measurements and single top production, to be in the interval [-0.15,1.9] [27]. The Z ! bb̄

decay constrains the sum of C
(3)
�Q + C

(1)
�Q to be [-0.026, 0.059] [28]. The other three operator

coefficients, C
(3)
�Q�C

(1)
�Q, C�t and CtB receive indirect constraints from precision electroweak

data, which lead to the following limits [28, 29]:

C
(3)
�Q � C

(1)
�Q : [�3.4, 7.5]

C�t : [�2.5, 7]

CtB : [�16, 43] .

Note that indirect bounds should be interpreted carefully. The presented bounds here are
marginalised over the S and T parameters, with all other operator coefficients assumed to
vanish. We note here that comparable limits have been set on these operators by the recent

– 4 –

←− OtG, OG, O
(3)
φQ, O
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φQ, Oφt, OtW , OtB , O4F

Figure 1.15: Representative Feymnan diagrams of tt̄, t-channel single top and
tt̄Z/γ processes with the relevant operators in each case. The black blobs
indicate possible vertices in which some of the operators contribute.

Being model independent requires a price to pay, which is connected to the
number of the independent operators. There is no physical reason to assume
a priori that one or more C(d)

i ’s are zero at the Λ or the EW scale. Since one
cannot be selective on the effect of a possible new heavy state, the EFT analysis
should be global. This implies that in a process by process basis one needs to
include all the relevant operators that enter the corresponding couplings. As
an example we show in figure 1.15 the 6-dimensional operators entering the tt̄,
t-channel single top and tt̄ associated with a neutral vector boson. The more
the operators contributing to a process, the more difficult is to constrain them,
because naturally one needs more observables for a global fit.

As a result, in many cases, in order to simplify the analysis and the cal-
culation some of the Wilson coefficients are assumed to be zero at the scale
Λ. However, as we will see in the following, this assumption is not valid if
there are mixing effects with other operators. At this stage one needs to be
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careful because the Ci’s can be understood as new coupling constants. Once
we proceed to the NLO QCD corrections in the Lagrangian of equation 1.40,
not only the SM coupling contants, but also the Ci’s will be renormalised and
the corresponding RGEs will emerge as following

dCi
d logµ

= γijCj . (1.41)

This set of equations describes the running of the Ci’s from the high scale Λ

down to the process scale
√
ŝ and during this the mixing among the operators

occurs as

Ci(
√
ŝ) =

(
δij + γij log

√
ŝ

Λ

)
Cj(Λ) . (1.42)

The anomalous dimension matrix γ is neither diagonal nor symmetric. This
implies that even if one assumes that a Wilson coefficient Ci is zero at the scale
Λ, it may no longer be zero at the low

√
ŝ scale due to ∝ γijCj(Λ) contributions

from other operators. In this sense we say that a Ci operator mixes into the
Cj one (see [67] for detailed examples). On top of that, this does not imply
also the opposite. As a result, the assumption that Ci = 0 is meaningful only
if this operator does not mix into others (non zero ones), because the latter
would imply that from their contributions it will not be zero at the low scale.

Moving from the Lagrangian level to the observables, the limits on the
Wilson coefficients are set after fitting the global and differential level cross
sections of one or more processes with the experimental data. It is interesting
to notice that these limits for each coefficient are not applied only to the Ci,
but actually to the Ci/Λ2. These two quantities cannot be disentangled unless
one considers a specific UV BSM theory that describes the physics at the scale
Λ. The mapping between the Wilson coefficients and the parameters of the UV
theory is called matching. Having done this, the constraints acquire a physical
meaning, since they are translated to the parameter space of the UV theory,
describing BSM heavy particles of masses at the order of Λ.

In this chapter we have introduced the mathematical framework of the
SM. We briefly discussed the features of the higher order calculations and the
tools, which were used for this research. Finally we have introduced the EFT
framework as a model independent BSM approach. In the following chapters
we proceed with presenting and discussing the results of this research.
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2 | tt̄ production with QCD+EW
corrections

There are great efforts which have been put in place in order to improve
the accuracy of theoretical predictions: inclusive and differential cross-sections
have been calculated up to Next-to-Next-to-Leading-Order (NNLO) accuracy
in QCD [58,68], and soft gluon effects have been included up to Next-to-Next-
to-Leading-Logarithmic (NNLL) accuracy [69–80]. Notably, higher-order QCD
corrections lead to the reduction of scale uncertainties down to very few per-
cents. At this level of accuracy effects due to Electro-Weak (EW) correc-
tions cannot be neglected, especially for differential distributions, where the
expected hierarchy between the strong and electroweak interactions may not
be respected. On the one hand, when large scales are probed (Q� mW ), the
so-called Sudakov logarithms render EW corrections large and negative. On
the other hand, EW corrections receive also contributions from channels that
feature photons in the initial state, thus they depend on the PDF of the pho-
ton. As we will show in this chapter, the impact of photons in the initial state
strongly depends on the PDF set employed and can give a positive contribu-
tion of non-negligible size, leading to possible compensations of the corrections
induced by Sudakov logarithms. It should be stressed that when these kind
of compensations appear, they are not theoretically expected. These two ef-
fects are of different nature, hence the possible compensations are accidental.
While weak [81–89], QED [90] and EW (weak+QED) [91–94] corrections to
tt̄ production at hadron colliders have been known for quite some time and
the effect of Sudakov logarithms has been quantified and studied, the impact
of photon-induced subprocesses has been addressed only in [90] for only the
gγ → tt̄ channel at LO and using the only PDF set with the photon distribu-
tion available at that time, i.e., MRST2004QED [95].

In this chapter we firstly evaluate, besides the NLO QCD corrections, the
complete set of NLO EW corrections to top-quark pair production and carefully
assess their impact on differential distributions for proton–proton collisions at
8, 13 and 100 TeV centre-of-mass energy. For the first time, photon-induced
contributions are taken into account both at O(αsα), from the gγ-channel at
tree-level, and at O(α2

sα), from the gγ as well as the qγ(q̄γ) initial states
arising in the NLO EW corrections. In order to have a reliable estimate of the
photon-induced contribution and of its uncertainties, we evaluate the impact of
electroweak corrections with both the NNPDF2.3QED [96] and CT14QED [97]
PDF sets, the only modern sets that include LO QED contribution in the

39
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DGLAP evolution and, with very different assumptions and strategies in the
extraction from data, the photon distribution 5.

We show that, besides higher-order QCD corrections, it is also necessary
to take into account EW corrections, including photon-induced contributions,
for a correct determination of both the central value and the uncertainty of
theoretical predictions. This is particularly important in the context of the
ongoing discussion on NLO-accurate event generators and the compatibility
with experimental data for the pT (t) distribution at the LHC 8-TeV measure-
ments [100] and in view of the measurements at 13 TeV. Furthermore, we show
that differential observables in top-pair production, in particular top-quark
and tt̄ rapidities, can be used to improve the determination of the photon PDF
within the NNPDF approach, while in the CT14QED approach tt̄ production
is not sensitive to the photon-induced contributions. Finally we proceed to con-
sistently merging existing NNLO QCD predictions with EW corrections into a
single coherent prediction and to study its phenomenological impact. Using the
same calculation framework of sec 2.1, NNLO QCD predictions from ref [101]
are combined with the complete LO and NLO contributions.

The structure of this chapter is the following: in sect. 2.1 we present the
framework employed to perform our calculation and discuss relevant input pa-
rameters. In sect. 2.2 we discuss differences among existing PDF sets which pro-
vide a photon distribution (NNPDF2.3QED, CT14QED and the older MRST-
2004QED set). We describe the different theoretical approaches employed in
the sets, and we compare central values and uncertainties for the photon PDF
and the parton luminosities relevant for our calculation. In sect. 2.3 we show
predictions at 13 and 100 TeV, and we compare results with and without the
contribution of photon-induced processes and using the NNPDF2.3QED or the
CT14QED PDF set. In sect. 2.4 we analyse the impact of EW corrections and
the photon PDF for specific measurements performed by ATLAS and CMS
at 8 TeV. We compare the usage of NNPDF2.3QED with a standard modern
set with QCD-only partons and DGLAP evolution. In section 2.5 we discuss
the results at NNLO QCD + NLO EW accuracy. We present predictions
for top-pair differential distributions at the LHC based on the LUXQED [98]
and NNPDF3.0QED [102] PDF sets. We give our conclusions and outlook in
sect. 2.6.

This chapter includes results that are public and available at [9, 13], and
are obtained in collaboration with D. Pagani and M. Zaro. The results of
section 2.5 are obtained in further collaboration with M. Czakon, D. Heymes
and A. Mitov and are available in [10].

5We acknowledge that two new studies on the determination of the photon PDF [98, 99]
have appeared during the publication of the results of the first part of the chapter and are
used in section 2.5.
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2.1 Calculation setup and input
parameters

The calculation has been performed in a completely automated way and
we do not describe here the technical details; they can be found in [40,41], where
the tt̄H process has been calculated in the same framework. In the following,
we only want to match the notation of this chapter to the one introduced in [40]
and precisely define the quantities included in our calculation, specifying those
that depend on the photon PDF.

In the case of pp → tt̄ process a generic observable Σtt̄ can be expanded
simultaneously in the QCD and EW coupling constants as:

Σtt̄(αs, α) =
∑

m+n≥2

αms α
nΣm+n,n . (2.1)

Following this notation, one can separate the LO (m+n = 2) and NLO (m+n =

3) contributions as follows:

Σtt̄LO(αs, α) = α2
sΣ2,0 + αsαΣ2,1 + α2Σ2,2 ≡

≡ ΣLO,1 + ΣLO,2 + ΣLO,3 ,

Σtt̄NLO(αs, α) = α3
sΣ3,0 + α2

sαΣ3,1 + αsα
2Σ3,2 + α3Σ3,3 ≡

≡ ΣNLO,1 + ΣNLO,2 + ΣNLO,3 + ΣNLO,4 . (2.2)

In our results we include the ΣLO,1, ΣLO,2, ΣNLO,1 and ΣNLO,2 terms. We
checked that the remaining terms are subleading as expected, giving results of
the order or below 1% of the LO,1 contribution both in the total cross section
and at the differential level. In order to help the reader we further define the
quantities

ΣLO QCD ≡ ΣLO,1 , ΣNLO QCD ≡ ΣNLO,1 , (2.3)

ΣLO EW ≡ ΣLO,2 , ΣNLO EW ≡ ΣNLO,2 , (2.4)

ΣQCD ≡ ΣLO QCD + ΣNLO QCD , (2.5)

ΣEW ≡ ΣLO EW + ΣNLO EW , (2.6)

ΣQCD+EW ≡ ΣQCD + ΣEW . (2.7)

In the following text with the term “EW corrections” we will in general re-
fer to the quantity ΣEW, while we will use “NLO EW corrections” for ΣNLO EW.
At variance with refs. [40, 41], in our calculation we do not consider the effect
due to the Heavy-Boson-Radiation (HBR). Although the LO cross sections of
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pp → tt̄V , V = W±, Z,H processes may in principle contribute at the same
perturbative order of ΣNLO EW to the inclusive tt̄ production, in this chapter
we assume that tt̄ and tt̄V final states can always be distinguished. However
this effect is calculated and discussed in section 2.5.

The quantities that depend on the photon PDF are ΣLO EW and ΣNLO EW.
The gγ → tt̄ process contributes to ΣLO EW and to ΣNLO EW. In addition,
ΣNLO EW receives contributions from the qγ → tt̄q and q̄γ → tt̄q̄ processes
at the tree level, which feature initial-state singularities that have to be sub-
tracted. As in the case of qq̄ → tt̄γ processes, the subtracted QED singularities
are taken into account in the DGLAP evolution in MRST2004QED, NNPDF-
2.3QED and CT14QED. Thus, for theoretical consistency, these three PDF
sets should be preferred whenever NLO EW corrections are computed. How-
ever, since the QED accuracy of DGLAP evolution is only LO in all the three
PDF sets, one could not technically claim at the moment NLO QED and thus
NLO EW accuracy for hadronic predictions. Even before considering the nu-
merical results in sects. 2.3 and 2.4, this issue points to the necessity of a better
determination of the photon PDF by means of fits which include NLO QED
effects in the DGLAP evolution [103,104].

Our calculation is performed using the following input parameters

mt = 173.3 GeV , mH = 125.09 GeV ,

mW = 80.385 GeV , mZ = 91.1876 GeV , (2.8)

and setting all the other fermion masses to zero. All masses are renormalised
on-shell and all decay widths are set to zero. The renormalisation of αs is
performed in the five-flavour scheme, while EW parameters are chosen in the
Gµ-scheme, with

Gµ = 1.1663787 · 10−5 GeV−2 . (2.9)

Since NLO EW corrections of O(α2
sα) to tt̄ hadroproduction do not involve the

renormalisation of α, the choice of a different EW scheme will not change our
results in a visible way. The CKM matrix is approximated by the identity.

Unless differently specified, we use a dynamical reference scale for the
central values of the renormalisation (µr) and factorisation (µf ) scales defined
as

µ =
HT

2
=

1

2

∑

i

mT,i , (2.10)

where the sum of the transverse masses runs over all the final-state particles.
In all cases theoretical uncertainties due to missing higher orders are estimated
via independent variations of µr and µf in the interval {µ/2, 2µ}.

It is worth to note that the NNPDF2.3QED set is in the variable-flavour
scheme with six active flavours, which for µ > mt is equivalent to the six-flavour
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Figure 2.1: Comparison of the photon PDF for MRST2004QED, CT14QED,
NNPDF2.3QED and APFEL_NN23 sets at Q = 3 GeV, Q = 173 GeV and
Q = 5000 GeV.

scheme. On the contrary, in CT14QED the active flavours are five, leading
to the five-flavour scheme also for µ > mt. As we said, we renormalise αs
in the five-flavour scheme for all the predictions; for the comparison between
the NNPDF2.3QED and CT14QED results we simply change the PDF set
without modifying the calculation framework. The change of scheme can be
easily performed by following the recipe described in [105] and based on [106],
which, at NLO QCD + NLO EW accuracy, has a direct effect only on the qq̄-
induced contribution to ΣNLO QCD. We explicitly verified that the numerical
impact of such a change of renormalisation scheme is always much smaller of
the scale uncertainty and furthermore cancels in any ratio involving ΣNLO QCD

both at the numerator and the denominator. Thus, it has not any influence on
the discussion presented in this chapter.

2.2 Photon PDF and parton luminosities
In this section we discuss in some details the different modelling of the

photon PDF in the NNPDF2.3QED, CT14QED6 and MRST2004QED sets.
Although for all the three PDF sets the DGLAP evolution is performed at

NLO QCD + LO QED accuracy 7, very different and crucial assumptions un-
6CT14QED provides two kinds of sets, one with only the incoherent component of the

photon PDF and another one with both the coherent and incoherent components. In this
work we have used the first set. We have checked that the inclusion of the coherent component
in the photon PDF does not significantly alter our findings. The predictions obtained with
the photon PDF with momentum fraction pγ0 = 0.00% including both components are very
similar, in the x and Q ranges relevant for our study, to those from the incoherent-only
photon PDF with pγ0 = 0.14%.

7In the case of NNPDF2.3QED, PDFs at NNLO QCD + LO QED accuracy as well as
at LO QCD + LO QED accuracy are also available. However we considered here only the
NLO QCD + LO QED case, consistently with the other PDF sets discussed.



44
Chapter 2. tt̄ production with QCD+EW

corrections

10-14

10-13

10-12

10-11

10-10

10-9

10-8

10-7

10-6

10-5

10-4

d
L

 /
 d

M
2

dL(gγ) / dM2 comparison at 8 TeV
Q=M

NNPDF2.3

APFEL_NN23

MRST2004

CT14 0.00

CT14 0.14

 0

 0.5

 1

 1.5 Ratio Q=M / Q=mt

10-2

10-1

100 Ratio over NNPDF2.3, Q=M

10-2

10-1

100

 1  2  3  4

M [TeV]

Ratio over NNPDF2.3, Q=mt

10-14

10-13

10-12

10-11

10-10

10-9

10-8

10-7

10-6

10-5

10-4

d
L

 /
 d

M
2

dL(gγ) / dM2 comparison at 13 TeV
Q=M

NNPDF2.3

APFEL_NN23

MRST2004

CT14 0.00

CT14 0.14

 0

 0.5

 1

 1.5 Ratio Q=M / Q=mt

10-2

10-1

100 Ratio over NNPDF2.3, Q=M

10-2

10-1

100

 1  2  3  4  5  6

M [TeV]

Ratio over NNPDF2.3, Q=mt

10-16

10-15

10-14

10-13

10-12

10-11

10-10

10-9

10-8

10-7

10-6

10-5

10-4

10-3

d
L

 /
 d

M
2

dL(gγ) / dM2 comparison at 100 TeV
Q=M

NNPDF2.3

APFEL_NN23

MRST2004

CT14 0.00

CT14 0.14

 0

 0.5

 1

 1.5 Ratio Q=M / Q=mt

10-2

10-1

100 Ratio over NNPDF2.3, Q=M

10-2

10-1

100

 10  20  30  40  50

M [TeV]

Ratio over NNPDF2.3, Q=mt

Figure 2.2: Comparison of the gγ luminosity for MRST2004QED, CT14QED,
NNPDF2.3QED and APFEL_NN23 sets at 8, 13 and 100 TeV.

derlie the determination of the photon PDF γ(x,Q). These differences mainly
concern the following three aspects. First, the ansatz for γ(x,Q) at the initial
scale Q = Q0. Second, the different datasets which are used in the fit. Third,
the practical implementation of the DGLAP evolution from the initial scale Q0

to the scale Q.
In fig. 2.1 we show the photon PDF for the different sets at the scales Q =

(3, 173, 5000) GeV. As it can be seen, these assumptions affect the dependence
on x and Q for both the central value and the uncertainty band 8. The main
reasons for the differences can be traced to the different assumption for the
photon PDF at the initial scale and in differences in the QCD+QED evolution.
In particular:

• Consistently with the approach pursued for coloured partons, in NNPDF-
2.3QED no functional form is specified for the photon PDF at the initial
scale, γ(x,Q0). The photon PDF is only constrained to be positive. In
a first step, PDF replicas for all the partons are fit together from DIS-
data only. Afterwards, they are further constrained by Drell-Yan data
form the LHC Run-I at 7 TeV. At variance with DIS, neutral-current
Drell-Yan (fig. 2.4) is sensitive to the photon PDF already at LO, and
it can put stronger constraints on γ(x,Q0). Because of the positivity
requirement for the photon PDF, the replicas distribute in a very non-
Gaussian way around the central value. The prescription suggested in
order to determine a 68% CL uncertainty band consists in the evaluation
of the symmetric error including 68 of the 100 replicas around the central
value. Since no model is assumed for the photon PDF and no data are

8The red dotted curve labelled as APFEL_NN23 will be explained after in the text.
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Figure 2.3: Comparison of the gγ, gg and qq̄ luminosities for the NNPDF2.3-
QED set at 8, 13 and 100 TeV.
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Figure 2.4: Photon-induced neutral current Drell-Yan LO diagram.

present for large x, in this region uncertainties are very large and the
central value alone can be misleading, leading even to an unphysical peak
at very large x, which can be seen in fig. 2.1.

• The CT14QED and MRST2004QED sets are based on a completely dif-
ferent assumption for γ(x,Q) at the initial scale Q = Q0. Since the
amount of data for constraining the shape of the photon PDF is lim-
ited, γ(x,Q0) is chosen to be described by an ansatz; the photon PDF at
Q = Q0 is assumed to be completely determined by the valence quark dis-
tributions. Specifically, in CT14QED and MRST2004QED the photon
parameterisation at the initial scale Q0 GeV reads

fγ/p(x,Q0) =
α

2π

(
Aue

2
uP̃γq ⊗ u0(x) +Ade

2
dP̃γq ⊗ d0(x)

)
. (2.11)

In eq. (2.11) P̃γq ⊗ f0(x) corresponds to the convolution of the splitting
function P̃γq(x) with the so-called “primordial” quark distributions f0(x).
In the case of MRST2004QED, f0(x) are valence-like model distributions,
i.e., they are not those fitted within the global MRST2004 [107] analysis.
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In the case of CT14QED, f0(x) correspond to the initial up and down
valence distributions from CT14NLO [108].

More importantly, in CT14QED Au is set equal to Ad in order to obtain
a dependence on a single parameter. Conversely, in MRST2004QED, the
coefficients Ai are given by Ai = ln

(
Q2

0/m
2
i

)
, where mi are the “Current

Mass” (CM) of the quarks (mu = 6 MeV and md = 10 MeV). Thus,
the case of CT14QED is a generalisation of the original ansatz used in
MRST2004QED, where the photon PDF is simply determined by the
CM for the up and the down quark. The CT14QED set leaves freedom
for the value of mi in the Ai coefficients, which can be alternatively
parameterised by the momentum fraction p0

γ carried by the photon at
the initial scale. The constraints on p0

γ and consequently on the photon
PDF are then obtained by fitting the ZEUS data [109] for the production
of isolated photons in Deep-Inelastic-Scattering (DIS), ep → eγ + X, a
process which is sensitive to the photon PDF already at LO. In this way,
the constraint pγ0 . 0.14% is set at 90% CL for the photon PDF, at the
initial scale of Q0 = 1.295 GeV. For this reason, the uncertainty band in
CT14QED corresponds to the area between the pγ0 = 0.14% and pγ0 = 0%

predictions; no central, or preferred value is given in this approach. Since
in MRST2004QED the photon PDF is simply determined from the quark
PDF assuming CM for the up and the down quark, no uncertainty band
is provided. Moreover, for this set, no constraints from data enter in the
determination of the photon PDF.

• All three PDF sets implement the DGLAP evolution at NLO QCD+LO
QED accuracy. However, while the scale is evolved simultaneously with
the same value for the QCD and QED evolution in CT14QED and
MRST2004QED, in NNPDF2.3QED the two evolutions are done inde-
pendently. The effect from the different evolution can be seen by com-
paring the plots in fig. 2.1, which display the same quantities at different
factorisation scales. At Q = 3 GeV the central values of the three sets
are different, although the CT14QED and NNPDF2.3QED photons are
well compatible within the uncertainty. At large Q, while CT14QED and
MRST2004QED converge to similar values, the prediction from NNPDF-
2.3QED is different. This trend is particularly visible at small x and for
large scales, where the photon PDF mostly stems from the quark den-
sities via the DGLAP evolution. However, it is worth to remind that
a new correct implementation of the coupled QCD+QED DGLAP equa-
tions is now also available in APFEL [110] and has been described in [111]
in the context of the determination of new sets of PDFs including also
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lepton members. 9 In fig. 2.1 we included also a red dashed line la-
belled APFEL_NN23, which corresponds to the central value for the
set denoted as “C2” in [111]. This set is the same of NNPDF2.3QED
at the initial scale Q0 = 1 GeV, but it is different at larger scales due
to the different treatment of the evolution. Indeed, the photon PDF in
APFEL_NN23 is very close to the one of NNPDF2.3QED only at large
x, while for small x and large Q it converges to the values of CT14QED
and MRST2004QED. This proves that the discrepancy between the dif-
ferent sets at small x and large Q is completely driven by the different
treatment of the DGLAP evolution.

In fig. 2.2 we show the photon-gluon luminosity as function of the invari-
ant mass M for the three PDF sets considered at 8, 13 and 100 TeV, with
the factorisation scale Q set equal to M . In the first inset we show for ev-
ery luminosity the ratio of their values at Q = M and Q = mt, while in the
second(third) inset we show at Q = M(Q = mt) the ratio of every luminos-
ity over the corresponding central value with NNPDF2.3QED. For the entire
range in M considered at the three different proton-proton-collision energies,
the CT14QED and NNPDF2.3QED photon-gluon luminosities are barely com-
patible or not compatible at all. The slightly better compatibility with Q = mt

is mainly due to the larger uncertainty band in NNPDF2.3QED.
It is important to note that the behaviour of the photon PDF at small x

and large Q, the region where differences among the PDF sets are the largest
(see fig. 2.1) and are determined by the different QCD+QED DGLAP evolu-
tion, is not of particular interest for our study. Indeed, as can be seen in fig. 2.2,
the APFEL_NN23 gγ luminosity is very close to the NNPDF2.3QED one and
inside its uncertainty band. The insensitivity of our study on the different
treatment of QCD+QED DGLAP running is in principle expected for most of
the predictions at the LHC, since large factorisation scales Q are typically not
correlated with small values of x. Moreover, at small values of M , where small
values of x can be probed, the PDFs of quarks and gluons are much larger
than the photon PDF, leading to a relative suppression of photon-initiated
contributions.

In order to determine at which values of M the photon–gluon luminosity
is actually expected to be relevant in tt̄ hadroproduction, in fig. 2.3 we show
the photon-gluon, gluon-gluon and quark-antiquark luminosities for NNPDF-

9During the writing of this chapter also a new set NNPDF3.0QED has been re-
leased [112] and it includes the correct DGLAP running at (N)NLO QCD + LO QED
accuracy.
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2.3QED sets at 8, 13 and 100 TeV. These plots will also become useful to
understand the dependence of ΣEW/ΣLO QCD on the scale definition. 10

The solid lines refer to the luminosities with Q = M , with the uncertainty
band shown only for the photon-gluon case. The same-colour dashed lines are
the corresponding quantities with Q = mt. The ratios between predictions
with Q = M and with Q = mt is shown in the first inset. The luminosities
at Q = M are in general of the same order or smaller than at Q = mt, with
the exception of the 100 TeV case for M . 10 TeV. In particular at 8 and 13
TeV, in the range of M . 1 TeV the luminosities of gg and qq̄ strongly reduce
at Q = M with respect to Q = mt, while the photon-gluon luminosity is less
sensitive to the value of Q. Since in the TeV range the negative contributions
from Sudakov logarithms in the gg and qq̄ channels and the positive photon-
gluon contribution tend to cancel each other, larger scales lead to larger values
of ΣEW/ΣLO QCD. This effect will be discussed both in sect. 2.3 for predictions
at 13 TeV and in sect. 2.4, where the ΣQCD+EW/ΣQCD ratio will be compared
to the experimental accuracy reached at the LHC measurements at 8 TeV. In
the second(third) insets we also show the ratios of the gg and qq̄ luminosities
over the gγ luminosity at Q = M(Q = mt) in order to better identify at which
scales the gγ contribution is expected to be relevant. From these insets, the
hierarchy between gg and qq̄ channels can also be easily derived.

In conclusion, the different results for photon-induced processes and con-
sequently for EW corrections obtained with the different PDF sets discussed in
this chapter have to be attributed mainly to the different assumptions that un-
derlie the determination of γ(x,Q) at the initial scale Q = Q0 and the choice of
the factorisation scale, but not to the different treatment of the DGLAP NLO
QCD+LO QED evolution.

2.3 Predictions at 13 and 100 TeV
In this section we discuss the impact of the EW corrections and the photon

PDF on several distributions at 13 and 100 TeV. In particular, we focus on the
top-pair invariant massm(tt̄), the transverse momentum of the top quark pT (t),
and the rapidities of the top quark y(t) and tt̄ pair y(tt̄). Predictions for the
LHC at 13 TeV are shown in figs. 2.5-2.10, while those for a Future Circular
Collider (FCC) at 100 TeV are shown in figs. 2.11-2.16. Unless differently
specified, results are obtained with no cut imposed on the final-state particles.

10In our calculation there are also contribution from quark-photon initial states, however,
as it will be discussed in sect. 2.3, their contribution is small so we decided to exclude the
corresponding luminosities from the discussion in this section for the sake of clarity.
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Figure 2.5: Differential distributions for the pT (t) at 13 TeV. The format of the
plots is described in detail in the text.

In each figure we show two plots for the same observable, displaying in the
left plot, denoted as “no γ”, predictions with the photon PDF artificially set
equal to zero. The reason behind this choice is manifold. First of all, the com-
parison of left and right plots allows to gauge the impact of the photon PDF on
both the central value and PDF uncertainties of the electroweak contributions.
Furthermore, in the plots on the left it is possible to observe the impact of
the Sudakov logarithms, which can be hidden by the compensation given by
the photon-induced processes included in the plots on the right. Last but not
least, whereas the EW corrections in the right plots strongly depend on the
PDF set used and may possibly change with future improved determination of
the photon PDF, the plots on the left display the subset of the EW corrections
that is expected to be stable under future PDF determination.

In each plot the main panel includes the distributions for ΣLO QCD, ΣQCD

and ΣQCD+EW predictions as defined in equations (2.3)-(2.7). The four insets
below the main panel display ratios of several quantities over the ΣLO QCD cen-
tral value. In the first inset we plot this ratio for the central values of ΣLO EW,
ΣNLO QCD and ΣNLO EW, i.e., the other perturbative orders which we con-
sider. The second and third inset respectively present the ΣQCD+EW/ΣLO QCD

ratio including the scale and PDF uncertainties for the numerator. In the last
inset we present the ΣEW/ΣLO QCD ratio with the PDF uncertainties for the
numerator. All the results in the plots are obtained with the NNPDF2.3QED
PDF set, with the PDF uncertainty computed at the 68% CL. However, plots
on the right, including effects due to the photon PDF, also show (in the last
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Figure 2.6: Differential distributions for the m(tt̄) at 13 TeV. The format of
the plots is described in detail in the text.

inset) the ratio ΣEW/ΣLO QCD computed with the CT14QED PDF set. 11 For
this particular set two predictions are shown, which correspond to a momentum
fraction carried by the photon at the initial scale of 0% and 0.14%; as explained
in sect. 2.2 this interval corresponds to the uncertainty band of CT14QED.

The first general feature that can be noticed in all the distributions for
the LHC at 13 TeV is the different behaviour of the EW corrections with
NNPDF2.3QED and CT14QED in the plots on the right. The effects induced
by the photon PDF with CT14QED is much smaller with respect to. the
case of NNPDF2.3QED. Indeed, by comparing the last inset in equivalent
plots with (right) and without (left) photon-induced contributions, it is easy
to see that effects due to the CT14QED photon PDF are essentially invisible,
regardless of the momentum fraction (in the 0%-0.14% range). Furthermore, by
comparing the first inset in the two plots of each figure, it is possible to notice
how the dominant contribution from photon-induced processes originates from
the ΣLO EW contribution of the gγ channel. As anticipated in sect. 2.2, the qγ
contribution is negligible 12 and will not be further discussed in the following.
Moreover, when we will refer to the effect of photon PDF, unless differently
specified, we will always understand the case of NNPDF2.3QED PDF set in
order to be conservative.

11Only for this ratio, also the ΣLO QCD quantity has been evaluated with the CT14QED
PDF set.

12This statement could be done only a posteriori, after having performed the calculation
and cannot be generalised to other processes. See for instance ref. [113].
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Figure 2.7: Differential distributions for them(tt̄) at 13 TeV with |y(t)|, |y(t̄)| <
2.5 cuts applied. The format of the plots is described in detail in the text.

As can be seen in figs. 2.5 and 2.6, at 13 TeV the photon-initiated contri-
butions can accidentally compensate the Sudakov suppression in the top-pair
invariant mass and top-quark transverse momentum distributions. At very
large scales (pT (t) > 1.7 TeV or m(tt̄) > 3 TeV) their size is larger than
the effect due to Sudakov logarithms. In all the figures at 13 TeV, in the last
inset of the plots on the right, we also included the central value of the ra-
tio ΣEW/ΣLO QCD with both quantities evaluated at the scale µ = mt. This
quantity indicates that the cancellation between Sudakov logarithms strongly
depends also on the scale choice, thus the scale dependence of ΣEW should also
be taken into account as a source of uncertainties. The origin of this depen-
dence will be discussed in detail in sect. 2.4, in the context of the measurements
at 8 TeV.

In the last inset, the PDF uncertainties of the ΣEW term alone are di-
rectly compared with the ΣLO QCD PDF uncertainties, the grey band. In the
tail of the pT (t) and m(tt̄) distributions on the right, PDF uncertainties for
separately ΣEW and ΣLO QCD are of the same size. This is consistent with the
difference between the PDF uncertainty for the total prediction ΣQCD+EW with
and without effects form photon in the initial state, which is shown in the third
inset and, in the plots on the right, is much larger with respect to the case of
ΣLO QCD. Just for reference, we decided to show in the second inset the ratio
ΣQCD+EW/ΣLO QCD with scale uncertainties, which are reduced with respect
to. the ΣLO QCD case, the grey band. The effects due to the EW corrections
and the impact of the photon PDF is in general smaller than the scale uncer-
tainty of ΣQCD+EW. However, one should consider that the scale uncertainty is
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Figure 2.8: Differential distributions for the y(t) at 13 TeV. The format of the
plots is described in detail in the text.

further reduced to very few percents by NNLO corrections, which have already
been calculated [58, 68]. Moreover, when normalised distributions (dσ/σ) are
considered, even at NLO accuracy scale uncertainties are strongly reduced. In
sect. 2.4 we will comment both effects for specific distributions measured at the
LHC at 8 TeV by ATLAS and CMS, where we will also investigate the impact
of EW corrections and of the photon PDF.

While pT (t) distributions do not change by requiring |y(t)|, |y(t̄)| < 2.5,
i.e. top and anti-top produced in the central region of the detector, these cuts
have an effect on predictions for high m(tt̄). This is shown in fig. 2.7, which
is equivalent to fig. 2.6, but with |y(t)|, |y(t̄)| < 2.5 cuts. At large invariant
masses, tops are preferably produced in the forward or backward region, due to
the t- and u-channel diagrams in the gg-channel, which is much less suppressed
than the qq̄ channels featuring only s-channel diagrams at LO QCD. Rapidity
cuts suppress the gg contribution, as well as gγ contributions, but also enhance
the typical value of the partonic Mandelstam variables t̂ and û. Consequently,
with those cuts, we observe larger values for the Sudakov logarithms (plot on the
left) and a similar behaviour for the photon-induced contributions. Moreover,
we can notice that, as in the pT (t) distributions in fig. 2.5, also in the tails of
the plots in fig. 2.7 the ratio ΣNLO QCD/ΣLO QCD in the first insets decrease, at
variance with fig. 2.6, where cuts are not applied. This trend is correlated with
the fraction of the cross section originating from the gg initial state, which is
decreasing in the tail of pT (t) distribution and, only with rapidity cuts applied,
of the m(tt̄) distribution.
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Figure 2.9: Differential distributions for the y(tt̄) at 13 TeV. The format of the
plots is described in detail in the text.

In figs. 2.8 and 2.9 we show predictions for y(t) and y(tt̄) distributions. EW
corrections are quite flat in the plots on the left, while in the plots on the right
they are enhanced by the gγ initial state in the peripheral region, especially for
the y(tt̄) distribution. In this region photon-initiated contributions and their
uncertainties become relevant since the photon PDF is sampled at rather large
x, where the suppression with respect to the quark and gluon PDFs is reduced.
At variance with the tail of pT (t) or m(tt̄), where the gγ contribution is also
sizeable, the cross section in the peripheral region is not largely suppressed
with respect to to the total cross section. For these reasons, large-rapidity
bins can be exploited to set additional constraints on the photon PDF in a
theoretical framework such as the one adopted in NNPDF2.3QED, while with
an assumption à la CT14QED the sensitivity on the photon PDF remains very
small. Given the large cross section in tt̄ production at the LHC 13 TeV, in
fig. 2.10 we also show the same plots of fig. 2.8 with a m(tt̄) > 1 TeV cut
applied. EW corrections in the left plot are larger in the central region, where,
due to large values of the t̂ and û Mandelstam variables, the effect of Sudakov
logarithms is enhanced. Again, this effect can be accidentally compensated
by photon-induced processes as shown in the plot on the right. As already
observed for all the previous distributions, only in the plots on the left the
PDF uncertainties related to ΣEW are negligible, while they are sizeable in the
plots on the right. Also in this case the trend of the ratio ΣNLO QCD/ΣLO QCD

displayed in the first inset is correlated with the fraction of the cross section
originating from the qq̄ initial state, as discussed for figs. 2.5 and 2.7.
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Figure 2.10: Differential distributions for the y(t) at 13 TeV with the cut
m(tt̄) > 1 TeV. The format of the plots is described in detail in the text.
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Figure 2.11: Differential distributions for the pT (t) at 100 TeV. The format of
the plots is described in detail in the text.

It is worth to notice that while plots in fig. 2.5 would be identical in
the case of pT (t̄) distributions, the transverse momentum of the antitop, the
y(t̄) distribution is different from y(t) when ΣQCD+EW terms are included,
because of the charge asymmetry [21, 92–94]. However, we observed the same
qualitative behaviour for the photon PDF and the EW corrections in y(t) and
y(t̄) distributions. Moreover, the gγ channel cannot give a contribution to



2.3. Predictions at 13 and 100 TeV 55

d
σ

/d
m

 [
p

b
/b

in
]

LO QCD

QCD

QCD+EW

10
0

10
1

10
2

10
3

10
4

tt
­
 (µ=HT/2), FCC100, no γ

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

LO EW/LO QCD NLO QCD/LO QCD NLO EW/LO QCD

 0

 0.5

 1

 1

 2 (QCD+EW)/LO QCD; scale unc.

 1

 2 (QCD+EW)/LO QCD; PDF unc.

m(tt
­
) [GeV]

−0.15

 0

 1000  2000  3000  4000  5000  6000

EW/LO QCD; PDF unc.

d
σ

/d
m

 [
p

b
/b

in
]

LO QCD

QCD

QCD+EW

10
0

10
1

10
2

10
3

10
4

tt
­
 (µ=HT/2), FCC100

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

LO EW/LO QCD NLO QCD/LO QCD NLO EW/LO QCD

 0

 0.5

 1

 1

 2 (QCD+EW)/LO QCD; scale unc.

 1

 2 (QCD+EW)/LO QCD; PDF unc.

m(tt
­
) [GeV]

CT14 0.00 CT14 0.14

−0.15

 0

 1000  2000  3000  4000  5000  6000

EW/LO QCD; PDF unc.

Figure 2.12: Differential distributions for the m(tt̄) at 100 TeV. The format of
the plots is described in detail in the text.
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Figure 2.13: Differential distributions for the y(t) at 100 TeV. The format of
the plots is described in detail in the text.

the numerator of the charge asymmetry (see also ref. [114]), and all the other
contributions to the asymmetry have already been investigated in ref. [94].

The distributions that have been discussed for the LHC at 13 TeV are also
presented for a FCC at 100 TeV, with larger ranges for the abscissae. 13 By
comparing plots in figs. 2.11-2.14 with their corresponding ones at 13 TeV, it
can be noticed that the impact of the photon PDF is strongly reduced at 100

13We provided a few representative results also in [11].
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Figure 2.14: Differential distributions for the y(tt̄) at 100 TeV. The format of
the plots is described in detail in the text.
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Figure 2.15: Integrated distributions for the pT (t) at 100 TeV. The format of
the plots is described in detail in the text.

TeV. In each figure, the plot on the right (with photons in the initial state)
does not exhibit any qualitatively different behaviour with respect to. the plot
on the left. The smaller impact of the photon-induced contributions at 100
TeV with respect to the 13 TeV case is due to the different range of x spanned
in the PDFs; keeping the hardness of the process fixed, a larger energy of the
hadronic collisions corresponds to probing smaller values of x, where parton
luminosities involving photons are suppressed with respect to those involving
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Figure 2.16: Integrated distributions for the m(tt̄) at 100 TeV. The format of
the plots is described in detail in the text.

QCD partons, as shown in fig. 2.3. For the same reason, the impact of the
photon PDF at the LHC at 8 TeV is even larger than at 13 TeV, as it will be
discussed in the next session. Moreover, at 100 TeV, for a given value of pT (t)

or m(tt̄), EW corrections are slightly smaller than at 13 TeV also in the plots
on the left, i.e., without considering photon-induced contributions.

In order to find a large contribution from the gγ initial state at a FCC,
it is necessary to probe very large scales. In figs. 2.15 and 2.16 we respectively
plot, using the same layout of the previous plots, the cumulative distributions
σ(pT (t) > pT,cut) and σ(m(tt̄) > mcut) with pT,cut up to 12 TeV and mcut up
to 30 TeV. First of all, we remind that at a FCC it would be possible with
10 ab−1 integrated luminosity to probe such small cross sections and large
hard-scales. Thus, the following discussion is not purely academic. Sudakov
logarithms can induce up to ∼ −40% corrections for σ(pT (t) > 12 TeV) and
∼ −30% for σ(m(tt̄) > 30 TeV), rendering EW corrections not only important
for precision physics, but essential for obtaining a sensible result. For precision
physics, Sudakov logarithms have to be considered also beyond the NLO EW
accuracy and possibly resummed. The central role of EW corrections at a
FCC at 100 TeV is not peculiar for the tt̄ final state; it is a general feature
for all the production processes (see also the EW section in [11]). At such
large scales, also the gγ luminosity is not negligible, and indeed the size and
the PDF uncertainty of the EW corrections is very different in the left and
right plots. Once again, the prediction obtained with CT14QED is similar
to the case where the photon PDF has been set to zero. As in the case of
13 TeV, we observed similar changes in the tail of the m(tt̄) distribution by
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applying the |y(t)|, |y(t̄)| < 4 cuts, i.e., mimicking the expected coverage of
the future detector. Sudakov logarithms are enhanced, photon contributions
are not visibly changed, and the ΣNLO QCD/ΣLO QCD ratio in the first inset
decreases in the tail as observed in fig. 2.15.

2.4 Impact on ATLAS and CMS
measurements at 8 TeV

In this section we discuss the relevance of the photon PDF and EW correc-
tions for experimental measurements at the LHC. Specifically, we will consider
their impact on the analyses already published both by ATLAS and CMS for
the tt̄ differential distributions at 8 TeV.

We want to stress that our aim is not to perform a direct comparison of the
SM “best prediction” with experimental data. Indeed, at differential level, the
best accuracy reached in perturbative QCD is NNLO or NLO+NNLL. Terms
beyond NLO in QCD are not taken into account in this analysis, but they are
crucial both for a correct determination of the central value and for reducing the
scale uncertainty. Here, we want to show that a reliable comparison between
SM predictions and experimental data in tt̄ production cannot be based only on
purely QCD corrections. Indeed, the contribution of EW corrections, especially
the uncertainty due to the photon PDF and the scale choice, cannot be ignored
and has to be taken into account. In particular cases, such as the normalised
distributions discussed in the following, they can yield the largest effect, playing
a primary role in the determination of precise SM predictions.

After the discussion and the results presented in the previous section, it is
clear that EW corrections at 8 TeV are expected to show a larger dependence
on the photon PDF with respect to. the 13 TeV case. On the other hand,
smaller cross sections and integrated luminosities may in practice not lead to
enough events to probe this effect. In order to evaluate their real impact at
the experimental level, we take in to account in our analysis both the theory
uncertainties (scale and PDF) and the errors from the experimental measure-
ments. Moreover, this study serves also as a motivation to perform this kind
of analysis for future 13 TeV data, where larger cross sections and luminosities
should considerably decrease the experimental errors.

In the following, we consider CMS data from ref. [115], which are based on
the dilepton and lepton+jets events collected at 8 TeV with an integrated lumi-
nosity of 19.7 fb−1. In particular, we focus on the distributions of the transverse
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momentum and rapidity of the top quark, 14 and of the rapidity of the tt̄ pair.
Moreover, we consider ATLAS data based on lepton+jets events collected with
an integrated luminosity of 20.3 fb−1. Distributions for the top quark trans-
verse momentum in the boosted regime are taken from ref. [116], while those
for the invariant mass of the tt̄ pair, the absolute value of the rapidity of the
top and of the tt̄ pair are taken from ref. [117]. In the ATLAS analyses, part
of the electroweak corrections (the purely weak contribution calculated in [84])
has been taken into account via an updated version of Hathor [118]. Thus,
although the Sudakov enhancement has been taken into account, the QED cor-
rections and especially the dependence on the photon PDF, which is a crucial
aspect of our discussion, have not been considered yet.

For each differential measurement of ATLAS and CMS, we show two plots
with the corresponding theoretical predictions obtained with the MMHT2014
PDF set [119] (plot on the left), and with NNPDF2.3QED (plots on the right),
respectively. At variance with what has been done in sect. 2.3, we do not set
the photon PDF to zero in the left plots, but we directly use a PDF set that
does not include neither LO QED contribution in the DGLAP running nor
the photon PDF, as typically done in the experimental analyses and in QCD-
only predictions. In the plots on the right we decided to use NNPDF2.3QED
in order to be conservative, since the effects due to the photon PDF are the
largest for this PDF set. We explicitly verified that, as it could be expected from
the discussion in sect. 2.3, using the CT14QED PDFs or setting the photon
PDF in NNPDF2.3QED to zero, the relative corrections induced by ΣEW, e.g.
the ΣQCD+EW/ΣQCD ratio, are the same as those obtained with MMHT2014.
Indeed the effect of the LO QED terms in the DGLAP running, which is present
in CT14QED and NNPDF2.3QED but not in MMHT2014, cancels in the
ratio. On the other hand, this effect can have an impact on the cross section,
especially on the ΣLO QCD term, and may be important for a direct comparison
with data. This is another reason, besides the theoretical consistency, for which
NNPDF2.3QED or CT14QED should be in general preferred when NLO EW
calculations are performed.

In each plot we present our predictions for a specific measurement, us-
ing three different definitions for the renormalisation and factorisation scales,
i.e., µ = m(tt̄) (blue), µ = HT /2 (as in sect. 2.3, red) and µ = mt (green).
In the main panel of each plot we present the ΣQCD+EW predictions, without
theory uncertainties, compared to data. In the first inset we display the ratio

14In the plots of this section, the pT (t) distribution is actually the average of the distri-
bution of the transverse momentum of the top quark and antiquark, consistently with what
has been done in the experimental analyses. Similarly, the y(t) distribution is the average
of the distribution of the rapidity of the top quark and antiquark. However, differences with
real p(t) and y(t) distributions are in practice invisible.
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Figure 2.17: Comparison of CMS data from ref. [115] and NLO QCD+EW
predictions computed with MMHT2104 (left) and NNPDF2.3QED (right) PDF
sets.
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of the ΣQCD+EW over data, including scale (light band) and PDF (dark band)
uncertainties linearly added. In the second inset we show the central value of
the ratio ΣQCD+EW/ΣQCD for the three different scales and also the relative
error in the measurement for each bin, with the error bar centred around one.
In the third inset we zoom the PDF uncertainty already included in the main
panel. Specifically, we show the PDF uncertainty band of the ΣQCD+EW pre-
dictions with µ = HT /2 normalised to their central value and we compare them
again with the relative error in the measurement for each bin. Distributions
corresponding to CMS analyses [115] are shown in fig. 2.17, while ATLAS dis-
tributions taken from ref. [116] and ref. [117] are shown in fig. 2.18 and fig. 2.19,
respectively.

Before discussing each plot, it is important to note that two different
kinds of distributions are shown here, namely, absolute differential distributions
(dσ/dx) and normalised distributions (dσ/(σdx)). 15 The m(tt̄) distribution in
fig. 2.18 and the boosted pT (t) distribution in fig. 2.19 are differential distribu-
tions, while all the other plots actually display normalised distributions, which
exhibit much smaller scale and PDF uncertainties. Indeed, for normalised dis-
tributions both types of uncertainties are calculated directly for the dσ/σ ratio,
yielding large cancellations between the numerator and the denominator. As
we said, our aim is not to perform a direct comparison of data and SM predic-
tions, which would need QCD corrections beyond the NLO. Nevertheless, it is
interesting to note how the scale uncertainty shown in the main panel and in
the first inset of the plots, which reflects the typical QCD accuracy (NLO) of
available Monte Carlo event generators, is of the same order of the experimen-
tal precision for all the distributions considered here. Thus, although NNLO
and NLO+NNLL have shown to reduce the dependence of the predictions on
the renormalisation and factorisation scale, a few comments can be done about
the scale choice for NLO simulations. The plot for the m(tt̄) distribution in
fig. 2.18 suggests that m(tt̄) is not the natural scale for this process and in-
deed it artificially leads to particularly large corrections also beyond NLO (see
ref. [80]). Similarly, the discrepancy between data and predictions observed in
ref. [68] at NLO QCD for large pT (t), but not at NNLO QCD with fixed scale
µ = mt, can be simply reduced at NLO using the scale µ = HT /2, as shown in
the plots in the first line of fig. 2.17.

The most important information of the plots is however contained in the
second and third insets. In the former we compare the experimental preci-
sion with the relative corrections induced by ΣEW on the predictions at NLO

15Consistently with what is done in the experimental analyses, we use as σ the sum of the
values of the bins of the distribution considered, without including overflows.
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QCD accuracy via the ratio ΣQCD+EW/ΣQCD. 16 In the latter we compare the
experimental precision with the relative PDF uncertainties for the ΣQCD+EW

predictions. In the following, we discuss these comparisons for every measure-
ment analysed here.

In the plots of the first line in fig. 2.17, we can see that the size of elec-
troweak corrections is always smaller than the precision of the experimental
measurement for pT (t) distributions. However, it is reasonable to expect that
in the Run-II at 13 TeV, with larger cross sections and higher luminosities, it
will be possible to reach an experimental precision such that this effect could be
probed, as it is also discussed in ref. [84] and supported by the first CMS analy-
ses [120,121] on 13 TeV data collected with only 2.3 fb−1 integrated luminosity.
Nevertheless, it is important to note how results obtained with MMHT2014 and
NNPDF2.3QED are qualitatively different; the cancellation between photon-
induced contributions and Sudakov logarithms at large pT (t) also strongly de-
pends on the factorisation scale used. This is particularly important because
the dependence of the ΣQCD+EW/ΣQCD ratio on the PDF set and on the cen-
tral scale choice is of the same order, or even exceeds, the scale uncertainty of
the NNLO QCD predictions, which is at the percent level. 17 The PDF uncer-
tainties for ΣQCD+EW predictions are smaller than the experimental precision
both in the right and left plot, although slightly larger values appear in the
NNPDF2.3QED case at large pT (t) due to the photon-induced contribution.

The case of the y(t) and y(tt̄) distributions in the plots in the second and
third lines of both figs. 2.17 and 2.18 clearly shows the relevance of EW cor-
rections and photon-initiated processes for a trustworthy comparison of theory
predictions and data measurements at the LHC. As can be seen in the first
insets, scale uncertainties are smaller than the experimental errors and, for the
y(t) distribution, they are further reduced to 1% level or even less by NNLO
QCD corrections, thus they are negligible. The theory uncertainties, as can be
noted in the second insets, are completely dominated by PDF uncertainties.
What is not negligible is the impact of the electroweak corrections. In the case
of MMHT2014, without photon-induced processes, EW corrections are flat and
thus their impact cancels in the dσ/σ ratio. On the contrary, in the case of
NNPDF2.3QED, for large rapidities their impact is comparable to the exper-
imental error, with a negligible dependence on the factorisation scale. Also,
the enhancement in the peripheral region induces a small negative effect in the

16 In the case of normalised distributions, we actually display the ratio of dσ/σ with both
numerator and the denominator evaluated at QCD+EW accuracy over the same quantity at
QCD accuracy (dσ/σ)|QCD+EW/(dσ/σ)|QCD, in order to correctly identify the effect of the
electroweak corrections on the observable considered.

17The size of NNLO scale uncertainties quoted in this section are taken from ref. [68]. In
particular the authors of ref. [68] explicitly considered the same pT (t) and the y(t) CMS
distributions of fig. 2.17 that are discussed in detail in the text.
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Figure 2.18: Comparison of ATLAS data from ref. [117] and NLO QCD+EW
predictions computed with MMHT2104 (left) and NNPDF2.3QED (right) PDF
sets.
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Figure 2.19: Comparison of ATLAS data from ref. [116] and NLO QCD+EW
predictions computed with MMHT2104 (left) and NNPDF2.3QED (right) PDF
sets.

central region because of the fixed normalisation. PDF uncertainties for the
ΣQCD+EW are smaller or of the same order of the experimental precision in the
case of MMHT2014, while they are larger in the case of NNPDF2.3QED for
large rapidities. All these effects are more prominent in the case of the AT-
LAS measurement (fig. 2.18), where experimental errors are smaller. It is also
worth to note that for rapidity distributions EW corrections do not receive Su-
dakov enhancements and, at this level of accuracy, besides the photon-induced
contributions, a priori QED effects cannot be neglected.

The situation for the m(tt̄) distribution in the first line of fig. 2.18 is very
similar to the one for the pT (t) distribution, which has been already discussed
for the CMS measurement (first line of fig. 2.17) and it is also shown for the
boosted regime in the ATLAS analysis in fig. 2.19. However, these two differ-
ential distributions exhibit much larger scale uncertainties than the normalised
pT (t) distribution in fig. 2.17. The inclusion of NNLO QCD corrections is cru-
cial in order to pin down the scale uncertainties below the 5% level, pointing
to the necessity of a combination of EW and NNLO QCD corrections for a
reliable comparison of theory predictions and data measurements at the LHC.
In all the pT (t) and m(tt̄) distributions with the NNPDF2.3QED set, the de-
pendence of the EW corrections on the factorisation scale is also particularly
evident and in the following we describe the reason of this feature.

The dependence of the size (and possibly of the sign) of EW corrections
on the scale choice can be traced to different effects. First of all, unlike QCD
corrections, EW corrections to qq̄ and gg initial states do not involve nei-
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ther αs renormalisation nor the O(αs) PDF counter terms that stabilise the
µf dependence. Thus, without photon-initiated contributions, both the µr
and µf dependence of ΣLO QCD and ΣNLO EW is the same; it is different for
ΣQCD. This can be clearly seen in the left plot of fig. 2.19, where in ad-
dition to the ΣQCD+EW/ΣQCD ratio in the third inset we included also the
(ΣLO QCD + ΣEW)/ΣLO QCD ratio 18, where the scale dependence is the same
in the numerator and the denominator. On top of this, as anticipated in the
last point in sect. 2.2, gg, qq̄ and gγ luminosities have a different dependence
on µf . Moreover, at LO the gγ channel contributes only to ΣLO EW, which fea-
tures only one power of αs and thus a different dependence on µr with respect
to. ΣLO QCD. While the Sudakov logarithms are negative and proportional to
the gg and qq̄ contributions to ΣLO QCD, the gγ contributions to ΣEW are pos-
itive. Consequently, the cancellation of this two classes of contributions both
entering ΣEW depends on µ. All these effects are present in any distribution
on the right with NNPDF2.3QED. However, in the rapidity distributions there
is no Sudakov enhancement and mt ∼ HT /2, especially for large rapidities, so
only a small difference for the case µ = m(tt̄) is visible.

In conclusion, the impact of the photon PDF and also its dependence on
the scale choice should be in general taken into account for the determination
of the theory uncertainties.

2.5 Combined NNLO QCD predictions and
EW corrections in tt̄ production

The goal of this part of the work is to consistently merge existing NNLO
QCD predictions with EW corrections into a single coherent prediction and
to study its phenomenological impact. Using the same calculation frame-
work of sec 2.1, NNLO QCD predictions from ref [101] are combined with
the complete LO and NLO contributions, i.e., not only with NLO EW effects
of O(α2

sα), but also with all the subleading NLO (O(αsα
2) and O(α3)) and

LO (O(αsα) and O(α2)) contributions. To this end, we present predictions for
top-pair differential distributions at the LHC based on the LUXQED [98] and

18 It is worth to note that without photon PDF this ratio corresponds to the NLO EW
K-factor, KEW ≡ (ΣLO QCD + ΣNLO EW)/ΣLO QCD, which can be also seen as the ra-
tio ΣQCD×EW/ΣQCD, where ΣQCD×EW ≡ ΣLO QCD × KQCD × KEW is the multiplica-
tive combination of results at NLO QCD and EW accuracy and we have defined as usual
KQCD = ΣQCD/ΣLO QCD. Thus the second and third insets in the left plot can be seen
as a comparison of ΣQCD+EW and ΣQCD×EW. On the other hand, the inclusion of gγ-
channels in ΣLO EW, such as in the right plot, invalidates the previous argument introducing
a non-negligible contribution to ΣLO EW.
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NNPDF3.0QED [102] PDF sets. Our goal in this part is twofold: we aim at
providing detailed phenomenological predictions for LHC observables as well
as input to future PDF determinations including EW effects.

This section is organised as follows: in sec. 2.5.1 we provide for all main
top-pair differential distributions the combination of NNLO QCD predictions
with the EW corrections, by consistently adding the different perturbative or-
ders. We provide predictions in the multiplicative approach in sec. 2.5.2, as-
suming factorisation of NLO QCD and NLO EW contributions. Section 2.5.3
is dedicated to studying the impact of the photon PDF on top-pair spectra. In
sec. 2.5.4 we provide an estimate of the impact of inclusive Heavy Boson Ra-
diation (HBR), namely the contribution from tt̄V with V = H,W±, Z. While
most of the notation is introduced in sec 2.1, technical details are delegated to
Appendix A.1.

2.5.1 Additive combination of NNLO QCD
predictions and EW corrections

In the following we present predictions for tt̄ distributions for the LHC at
13 TeV at NNLO QCD accuracy including also EW corrections. We focus on
the following distributions: the top-pair invariant mass m(tt̄), the top/antitop
average transverse momentum (pT,avt) and rapidity (yavt), and the rapidity
y(tt̄) of the tt̄ system. The pT,avt (yavt) distributions are calculated not on
an event-by-event basis, but by averaging the results of the histograms for the
transverse momentum (rapidity) of the top and the antitop.

In this section we additively combine the NNLO QCD predictions (defined
as the complete set of O(αns ) terms up to n = 4) with all the possible remaining
LO and NLO terms arising from QCD and electroweak interactions in the
Standard Model. In other words, at LO we include not only the purely QCD
O(α2

s) contribution, but also all O(αsα) and O(α2) terms. Similarly, at NLO
we take into account not only the NLO QCD O(α3

s) contribution but also the
O(α2

sα) one, the so-called NLO EW, as well as the subleading contributions of
O(αsα

2) and O(α3). For brevity, we will denote as “EW corrections” the sum
of all LO and NLO terms of the form O(αms α

n) with n > 0. Moreover, when
we will refer to “QCD” results, we will understand predictions at NNLO QCD
accuracy.

For a generic observable Σ we denote the prediction at this level of accu-
racy as ΣQCD+EW. The alternative combination of QCD and EW corrections
assuming complete factorisation of NLO QCD and NLO EW effects is pre-
sented in sec. 2.5.2 and is denoted as ΣQCD×EW. For brevity, we will refer to
the former as additive approach and to the latter as multiplicative approach.
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The precise definition of the various quantities mentioned in the text is given
in appendix A.1, where an appropriate notation for the classification of the
different contributions is introduced.

Our calculation is performed using the same input parameters as shown
in section 2.1. For this part however, we work with dynamical renormalisation
(µr) and factorisation (µf ) scales, for which the common central value is defined
as

µ =
mT,t

2
for the pT,t distribution, (2.12)

µ =
mT,t̄

2
for the pT,t̄ distribution, (2.13)

µ =
HT

4
=

1

4

(
mT,t +mT,t̄

)
for all other distributions, (2.14)

where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks.
As already mentioned, pT,avt and yavt distributions are obtained by averaging
the top and antitop distributions for the transverse momentum and rapidity,
respectively.

These scale choices have been lengthly studied and motivated in ref. [101].
In all cases theoretical uncertainties due to missing higher orders are estimated
via the 7-point variation of µr and µf in the interval {µ/2, 2µ} with 1/2 ≤
µr/µf ≤ 2. We remark that the combination of QCD and EW corrections is
independently performed for each value of µf,r.

At the moment, the only two NNLO QCD accurate PDF sets that include
them are NNPDF3.0QED and LUXQED19. Both sets have a photon density,
which induces the additional contributions to the tt̄ production. As it has
been discussed in the previous sections of this chapter, the usage of different
PDF sets leads to a very different impact of photon-induced contributions on
tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-
induced contributions is relatively large and with very large uncertainties, in
the case of LUXQED it is expected to be negligible. For this reason we always
show predictions with both PDF sets.

Distributions for pT,avt and m(tt̄) are shown in fig. 2.20, while the yavt

and y(tt̄) distributions are shown in fig. 2.21. The format of the plots for all
distributions is as follows: for each observable, we show two plots side-by-side,
with the same layout. The plot on the left-hand side shows predictions obtained
using the LUXQED set, while for the one on the right the NNPDF3.0QED set
is employed. In each plot, the main panel displays the central scale predictions

19The PDF sets MRST2004QED [95] and CT14QED [97] also include QED effects
in the DGLAP evolution, but they are not NNLO QCD accurate. A PDF set including full
SM LO evolution (not only QCD and QED but also weak effects) has also recently become
available [122].
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Figure 2.20: Differential distributions for pT,avt and m(tt̄) at 13 TeV. Predic-
tions are based on the additive approach. The format of the plots is described
in the text.

for the corresponding differential cross section at NNLO QCD accuracy (black
line labelled “QCD”) as well as the combination of NNLO QCD predictions and
EW corrections in the additive approach (red line labelled “QCD+EW”).

The three insets display ratios of different quantities 20 over the central-
scale QCD result (i.e. with respect to the black line in the main panel). In
the first inset we show the scale uncertainty due to EW corrections alone (red
band), without QCD contributions (ΣEW using the notation of Appendix A.1).

20It is actually in all cases the ΣQCD+EW/ΣQCD ratio, but the bands refer to three different
quantities, as explained in the text.
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Figure 2.21: As in fig.2.20 but for the yavt and y(tt̄) differential distributions.

This quantity can be compared to the scale uncertainty of the QCD prediction
at NNLO accuracy (grey band). In the second inset we present the scale-
uncertainty band (red) for the combined QCD+EW prediction. The grey band
corresponds to the NNLO QCD scale-uncertainty band already shown in the
first inset. The third inset is equivalent to the second one, but it shows the
PDF uncertainties. We combine, for each one of the PDF members, the QCD
prediction and the EW corrections into the QCD+EW result. The PDF uncer-
tainty band of the QCD+EW prediction is shown in red while the grey band
corresponds to the PDF uncertainty of the QCD prediction. For all insets,
when the grey band is covered by the red one, its borders are displayed as
black dashed lines.
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As can be seen in figs. 2.20 and 2.21, the effect of EW corrections is, in
general, within the NNLO QCD scale uncertainty. A notable exception is the
case of the pT,avt distribution with LUXQED. In the tail of this distribution
the effect of Sudakov logarithms is large and negative, of the order of -(10–
20%), and is not compensated by the photon-induced contributions. On the
contrary, in the case of NNPDF3.0QED, photon-induced contributions mostly
compensate the negative corrections due to Sudakov logarithms. As it was
expected, with this PDF set, the effect of photon-induced contributions is not
negligible also for large values of m(tt̄), yavt and y(tt̄).

As it can be seen in the first inset, in the large pT,avt regime the scale
dependence of the EW corrections alone is of the same size of or even larger
than the scale variation at NNLO QCD accuracy. For this reason, as evident
from the second inset, the scale uncertainty of the combined QCD+EW pre-
diction is much larger than the purely QCD case, both with the LUXQED and
NNPDF3.0QED PDF sets. This feature is only present in the tail of the pT,avt

distribution.
The PDF uncertainties (third inset) for all distributions do not exhibit

large differences between QCD and QCD+EW predictions, despite the fact
that the photon-induced contribution in NNPDF3.0QED is large and has very
large PDF uncertainty (relative to LUXQED).

2.5.2 Multiplicative combination of NNLO
QCD predictions and EW corrections

The additive approach ΣQCD+EW for combining QCD and EW corrections,
which has been discussed in sec. 2.5.1, is the exact result originating from a
fixed-order perturbative expansion of the production cross section. An alter-
native possibility for combining QCD and EW corrections is what we already
called the multiplicative approach ΣQCD×EW, which is designed for estimating
the leading EW corrections at NNLO accuracy, namely, the O(α3

sα) contribu-
tion in tt̄ production. This approximation is based on the fact that Sudakov
logarithms, which are typically associated with large EW corrections, and soft
QCD effects factorise. Thus, when dominant NLO EW and NLO QCD correc-
tions are at the same time induced by these two different kind of effects, the
desired order of accuracy can be very well approximated via rescaling NLO EW
corrections with NLO QCD K-factors. 21 Otherwise, the difference between
the multiplicative and additive approach (the term Σmixed defined in eq. (A.8))
can be adopted as theory uncertainty. It must be stressed that the perturba-
tive orders involved in the additive approach are exactly included also in the

21The precise definitions of ΣQCD×EW is given in eq. (A.13)
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multiplicative approach; the only addition is the presence of the approximated
O(α3

sα) contribution.
One of the advantages of the multiplicative approach is the stabilisation

of the scale dependence, which, as we saw in sec. 2.5.1, for large pT,avt can be
larger then at NNLO QCD accuracy when EW corrections are combined in the
additive approach. This is exactly the kinematic regime where the multiplica-
tive approach is a good approximation and can be trusted.

In the following, for all observables Σ considered in the previous section,
we present predictions in the multiplicative approach, denoted as ΣQCD×EW.
As a further check of the stability of multiplicative approach we display also
the quantity ΣQCD2×EW, which is precisely defined in appendix A.1. The
quantity ΣQCD2×EW is defined analogously to ΣQCD×EW, but rescaling NLO
EW corrections via NNLO QCD K-factors. By comparing ΣQCD×EW and
ΣQCD2×EW one can further estimate the uncertainty due to mixed QCD-EW
higher orders.

Figure 2.22 shows the pT,avt and m(tt̄) distributions, while fig. 2.23 refers
to yavt and y(tt̄). As in sec. 2.5.1, the plots on the left are produced using the
LUXQED PDF set, while those on the right using the NNPDF3.0QED PDF
set. We next describe the format of the plots.

Each plot consists of five insets, which all show ratios of different quanti-
ties over the central value of ΣQCD. In the first inset we compare the central-
scale results for the three alternative predictions: ΣQCD+EW/ΣQCD (red line),
ΣQCD×EW/ΣQCD (green line) and ΣQCD2×EW/ΣQCD (violet line). These quan-
tities are further displayed in the second, third and fourth inset, respectively,
where not only the central value but also the scale dependence of the numerator
is shown. In all cases we calculate the scale-uncertainty band as a scale-by-
scale combination and subsequent variation in the 7-point approach. Scale
variation bands have the same colour as the corresponding central-value line.
For comparison we also display (grey band) the relative scale uncertainty of
ΣQCD. Thus, the second inset is exactly the same of the second inset in the
corresponding plots in sec. 2.5.1. The last inset shows a comparison of the
ratio ΣQCD+EW/ΣQCD with (red line) or without (orange line) including the
contribution Σres, where “res” stands for residual and denotes the fact that Σres

are contributions of ΣEW that are expected to be small, regardless of the PDF
set used (see eq. (2.7)).

The multiplicative approach shows much smaller dependence on the scale
variation. This is particularly relevant for the tail of the pT,avt distribution,
where the scale uncertainty of ΣEW alone is comparable in size with the one
of ΣQCD; with the reduction of the scale uncertainty ΣQCD×EW and ΣQCD un-
certainty bands do not overlap, when LUXQED is used. In the case of m(tt̄)

and yavt distributions, the ΣQCD×EW central-value predictions are typically
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Figure 2.22: Additive (ΣQCD+EW ≡ QCD + EW) versus multiplicative
(ΣQCD×EW ≡ QCD× EW) approach: pT,avt and m(tt̄) differential distribu-
tions at 13 TeV. The format of the plots is described in the text.

larger in absolute value than those of ΣQCD+EW, while they are all almost
of the same size for the y(tt̄) distribution. However, in the case of yavt the
difference between the additive and multiplicative approach is completely neg-
ligible compared to their scale uncertainty. Thus, besides the kinematic region
where Sudakov effects are the dominant contribution, multiplicative and addi-
tive approach are equivalent. Moreover, the difference between ΣQCD×EW and
ΣQCD2×EW is in general small; a sizeable difference for their scale dependence
can be noted only in the tail of the pT,avt distribution.

For all the reasons mentioned before we believe that the multiplicative
approach should be preferred to the additive approach and considered as our
best prediction. This conclusion strongly relies also on our choice of the scale,
which is based on the principle of fastest convergence, as explained in detail in
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Figure 2.23: As in fig. 2.22 but for the yavt and y(tt̄) differential distributions.

ref. [101]. A scale choice leading to larger K factors would have led to different
results, artificially enhancing the difference between ΣQCD+EW and ΣQCD×EW

and jeopardising the conclusion that the multiplicative approach should be
preferred.

In the last inset of the plots in figs. 2.22 and 2.23 we also display the
quantities ΣEW and ΣEW − Σres. As expected, one can see that the Σres con-
tribution is typically flat and very small. The only exceptions are the plots for
m(tt̄), where a visible difference between the two curves (ΣEW and ΣEW−Σres)
is present, especially in the tail. The Σres contributions are exactly included
both in the additive and multiplicative approach.



74
Chapter 2. tt̄ production with QCD+EW

corrections

2.5.3 Impact of the photon PDF
In this section we explicitly compare the different impact of the photon

density provided by the LUXQED and NNPDF3.0QED PDF sets. In other
words, we repeat the study performed in section 2.3 for these two PDF sets
that were not explicitly considered in that work. We compare the size of the
electroweak corrections with and without the photon PDF for both PDF sets.
In each plot of fig. 2.24 we show the relative impact induced by the electroweak
corrections (the ratio ΣEW/ΣQCD according to the notation in Appendix A.1)
for four cases: NNPDF3.0QED setting the photon PDF equal to zero (red) or
not (green), and LUXQED setting the photon PDF equal to zero (violet) or
not (blue). For the cases including the photon PDF, we also show the PDF
uncertainty band of ΣEW.
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Figure 2.24: Impact of the photon PDF on the pT,avt, m(tt̄), yavt and y(tt̄)

differential distributions at 13 TeV. The format of the plots is described in the
text.

The impact of the photon-induced contributions can be evaluated via the
difference between the green and red line in the case of NNPDF3.0QED and the
difference between the blue and violet line in the case of LUXQED. As can be
seen from fig. 2.24, which includes this kind of plots for pT,avt, m(tt̄), yavt and
y(tt̄), the impact of the photon PDF is negligible for these tt̄ distributions in the
case of LUXQED, while it is large and with very large uncertainties for the case
of NNPDF3.0QED, as already pointed out in section 2.3 for NNPDF2.3QED.
At very large pT,avt and m(tt̄) also LUXQED show a non-negligible relative
PDF uncertainty, which is not induced by the photon but from the PDFs of
the coloured partons at large x. We checked that a similar behaviour happens
also for NNPDF3.0QED when the photon PDF is set to zero.
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2.5.4 Contributions from heavy boson
radiation

In the calculation of EW corrections to QCD processes the inclusion of
real emissions of massive gauge bosons (heavy boson radiation or HBR) is not
mandatory since, due to the finite mass of the gauge bosons, real and virtual
corrections are separately finite (albeit the virtual corrections are enhanced by
large Sudakov logarithms). Furthermore, such emissions are typically resolved
in experimental analyses and are generally considered as a different process
tt̄V (+X) with V = H,W±, Z.

It is, nonetheless, interesting to estimate the contribution of HBR to in-
clusive tt̄ production. Our motivation is threefold: First, resolved or not, HBR
is a legitimate contribution to the tt̄(+X) final state considered in this work.
Secondly, it is clear that one cannot guarantee that HBR is resolved with 100%
efficiency. Therefore, it is mandatory to have a prior estimate of an upper
bound of the size of the effect. Finally, at the best of our knowledge there
is no prior work where the HBR contribution has been estimated in inclusive
tt̄ production. Recently, refs. [40, 41] have provided estimates for HBR in the
processes tt̄V (+X), with V = H,Z,W .

We have investigated the impact of HBR on all four distributions con-
sidered in this work: pT,avt, m(tt̄), yavt and y(tt̄). Our results are shown in
fig. 2.25, where we plot the effect of HBR for the central scale normalised to
the QCD prediction. We show separately the LO HBR effect (O(α2

sα)), as well
as its NLO QCD prediction, which includes corrections order O(α3

sα). As a
reference we also show the EW corrections for tt̄.

In our calculations we include HBR due to H,W and Z. We are fully
inclusive in HBR, i.e., no cuts on the emitted heavy bosons are applied. Clearly,
any realistic experimental analysis will require an estimate of HBR subject to
experimental cuts but such an investigation would be well outside the scope of
the present work.

From fig. 2.25 we conclude that the effect of HBR is generally much smaller
than the EW corrections. In particular, higher order QCD corrections to HBR
are completely negligible, i.e. HBR is well described in LO for all the tt̄ inclusive
distributions and for the full kinematic ranges considered here. The absolute
effect of HBR on the pT,avt distribution is positive and small; it never exceeds
2-3% (relative to the tt̄ prediction at NNLO QCD accuracy) and is always much
smaller than the virtual EW corrections. The only distribution where the HBR
contribution is not negligible compared to the EW corrections is the m(tt̄) with
LUXQED. For this distribution the HBR correction is positive and only about
half the absolute size of the (negative) EW correction. Still, the absolute size
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Figure 2.25: Impact of heavy boson radiation (HBR) on the pT,avt, m(tt̄),
yavt and y(tt̄) differential distributions at 13 TeV. The format of the plots is
described in the text.

of the HBR, relative to the prediction at NNLO QCD accuracy, is within 1%
and so its phenomenological relevance is unclear. The impact of HBR on the
two rapidity distributions is tiny, typically within 3 permil of the NNLO QCD
prediction.

2.6 Summary
In this chapter we studied the impact of EW corrections and photon-

induced contributions on top-quark differential distributions at 8, 13 and 100
TeV. We compared predictions with two different modern PDF sets including
the photon density and DGLAP evolution at NLO QCD + LO QED accuracy:
the CT14QED and NNPDF2.3QED PDF sets. While contributions due to the
photon PDF are negligible with CT14QED, this is not the case for NNPDF2.3-
QED, where such contributions at 13 TeV are sizeable and are affected by large
PDF uncertainties. At high pT (t) and m(tt̄), the photon-induced contributions
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can accidentally compensate the negative contributions of Sudakov logarithms
or even change the sign of the EW corrections. Furthermore, we have shown
that such a compensation strongly depends on the scale choice. In rapidity
distributions, the impact of the gγ initial state is sizeable in the peripheral
region and much larger than NLO EW corrections, which do not receive large
Sudakov enhancements in these kinematical configurations.

Increasing the energy of the collider, photon-induced channels become
less relevant for a fixed value of pT (t) or m(tt̄), since smaller values of x are
probed and consequently the quark and gluon PDFs are much larger than the
photon PDF. At 100 TeV, photon-induced channels are important only in the
very boosted regime (pT (t) & 5 TeV or m(tt̄) & 10 TeV), where Sudakov
logarithms are negative and above the 20% level.

For the same reason, at the LHC photon-induced contributions are rela-
tively larger at 8 TeV than at 13 TeV. We computed their size for the same
differential (and normalised) distributions already analysed by ATLAS and
CMS, taking into account both experimental errors and theory uncertainties.
Data from 8 TeV at large rapidities already appear to be sensitive to the pho-
ton PDF; with smaller experimental errors, as expected at 13 TeV, such a
sensitivity may be reached also at large pT (t) and m(tt̄).

The first part of our analyses showed two important points. First, differ-
ential observables in top-pair production, in particular y(t) and y(tt̄) rapidi-
ties, can be used to improve the determination of the photon PDF within the
NNPDF approach. Second, given the status of the current available PDF sets,
both EW corrections and photon-induced contribution have to be taken into
account for a correct determination of both central values and uncertainties of
theoretical predictions. The first point is particularly relevant for a future fit
with LHC 13 TeV data at (N)NLO QCD as well NLO QED accuracy, which
will presumably return a better determination of the photon PDF and conse-
quently, with smaller uncertainties, a more solid comparison with the ansatz
for γ(x,Q0) used in CT14QED. The second point suggests also that a priori
not only EW corrections but also photon-induced contributions may be in gen-
eral important for processes at the LHC and must not be neglected. For the
case of tt̄ production, given the experimental precision that has been reached
at the LHC and especially will be achieved in the Run-II, a combination of
higher-order QCD corrections, beyond the NLO, and EW corrections, includ-
ing photon-induced contributions, is mandatory for providing a precise and
reliable SM predictions. This is relevant not only for top physics but also for
all the analyses that feature tt̄ production as background, notably those related
to the Higgs boson and new physics.
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In the last part of this work we derive for the first time predictions for all
main top-quark pair differential distributions 22 with stable top quarks at the
LHC at NNLO QCD accuracy and including EW corrections beyond the NLO
EW level. We find that, depending on the specific distribution and kinematics,
EW corrections can be significant relative to the scale uncertainty of the NNLO
QCD prediction. We present a detailed analysis of top-pair production at the
13 TeV LHC. We have checked that similar conclusions apply also for LHC at
8 TeV.

Providing phenomenological predictions for the LHC is only one of the
motivations for the present study. In this work we also study the difference
between the additive and multiplicative approaches for combining QCD and
EW corrections. Moreover, we analyse the contribution from inclusive Heavy
Boson Radiation on inclusive top-pair differential distributions.

In order to quantify the impact of the photon PDF, we use two recent
PDF sets whose photon components are constructed within very different ap-
proaches. The first set, LUXQED, is based on the PDF4LHC15 set [123] and
adds to it a photon contribution that is derived from the structure function
approach of ref. [98]. This approach leads to very small photon PDF with tiny
PDF error. The second set, NNPDF3.0QED, is based on the NNPDF3.0 fam-
ily of PDFs and adds a photon component that is extracted from a fit to collider
data. NNPDF3.0QED’s photon PDF is much larger than that of LUXQED
and has much larger PDF error. The two sets are compatible within PDF er-
rors and they both include QED effects in the DGLAP evolution on top of the
NNLO QCD.

We confirm the observations already made for the NLO QCD+EW ac-
curacy, namely, the way the photon PDF is included impacts all differential
distributions. The size of this impact is different for the various distribu-
tions; the most significant impact can be observed in the pT,avt distribution
at moderate and large pT where the net effect from EW corrections based on
NNPDF3.0QED is rather small and with large PDF uncertainties, while using
LUXQED is negative, with small PDF uncertainties and comparable to the
size of the NNLO QCD scale error. The m(tt̄) distribution displays even larger
effects, but only at extremely high m(tt̄). The y(tt̄) distribution is also affected
at large y(tt̄) values. It seems to us that a consensus is emerging around the
structure-function approach of ref. [98]. Given its appealing predictiveness, this
approach will likely be utilised in the future in other PDF sets. Therefore, at
present, it seems to us that predictions based on the LUXQED set should be
preferred – at least as far as the photon PDF is concerned.

22One distribution we do not consider is pT,tt̄ which is not known in NNLO QCD, and for
which resummation is mandatory in order to have reliable predictions.
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Our best predictions in this work are based on the so-called multiplicative
approach for combining QCD and EW corrections. We have also presented
predictions based on the standard additive approach. In general, we find that
the difference between the two approaches is small and well within the scale
uncertainty band. The difference between the two approaches is more pro-
nounced for the m(tt̄) and pT,avt distribution. Nevertheless, both approaches
agree within the scale variation. On the other hand, the scale uncertainty
band within the multiplicative approach is smaller. Especially, in the case of
the pT,avt distribution it does not overlap with the NNLO QCD uncertainty
band. We stress also here, that all these features are sensitive to the factorisa-
tion and renormalisation scale choice, thus cannot be generalised to other scale
definitions.

Since at the best of our knowledge there is no past study of Heavy Bo-
son Radiation (i.e. H,W and Z) in inclusive tt̄ production, for completeness,
we have also presented the impact of inclusive HBR on the inclusive top-pair
differential spectrum. While it is often assumed that additional HBR emis-
sions can be removed in the measurements, it is nevertheless instructive to
consider the contribution of such final states. We find that, typically, the HBR
contribution is negligible, except for the m(tt̄) distribution, where it tends to
partially offset the EW correction (when computed with LUXQED). We have
also checked that NLO QCD corrections to the LO HBR result are negligible
for all the studied in this chapter tt̄ distributions. Being independently resolved
processes, we focus to the HBR in the next chapter.
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3 | Associated production of
top-quark pairs with bosons

With the second run of the LHC at 13 TeV of centre of mass energy,
the Standard Model (SM) is being probed at the highest energy scale ever
reached in collider experiments. At these energies, heavy particles and high-
multiplicity final states are abundantly produced, offering the opportunity to
scrutinise the dynamics and the strength of the interactions among the heaviest
particles discovered so far: theW and Z bosons, the top quark and the recently
observed Higgs boson [124, 125]. The possibility of measuring the couplings
of the top quark with the W and Z bosons and the triple (quadruple) gauge-
boson couplings will further test the consistency of the SM and in case quantify
possible deviations. In addition, the couplings of the Higgs with the W and Z
bosons and the top quark, which are also crucial to fully characterise the scalar
sector of the SM, could possibly open a window on BSM interactions.

Besides the study of their interactions, final states involving the heaviest
states of the SM are an important part of the LHC program, because they nat-
urally lead to high-multiplicity final states (with or without missing transverse
momentum). This kind of signatures are typical in BSM scenarios featuring new
heavy states that decay via long chains involving, e.g., dark matter candidates.
Thus, either as signal or as background processes, predictions for this class of
SM processes need to be known at the best possible accuracy and precision to
maximise the sensitivity to deviations from the SM. In other words, the size of
higher-order corrections and the total theoretical uncertainties have to be un-
der control. In the case of future (hadron) colliders, which will typically reach
higher energies and luminosities, the phenomenological relevance of this kind
of processes and the impact of higher-order corrections on the corresponding
theoretical predictions are expected to become even more relevant [126].

In this chapter we focus on a specific class of high-multiplicity production
process in the SM, i.e., the associated production of a top-quark pair with
either one (tt̄V ) or two gauge vector bosons (tt̄V V ). The former includes the
processes tt̄W±(tt̄W++tt̄W−), tt̄Z and tt̄γ, while the latter counts six different
final states, i.e., tt̄W+W−, tt̄ZZ, tt̄γγ, tt̄W±γ, tt̄W±Z and tt̄Zγ. In addition,
we consider also the associated production of two top-quark pairs (tt̄tt̄), since
it will be relevant for the phenomenological analyses that are presented in this
chapter.

The aim of this chapter is twofold. Firstly, we perform a detailed study
of the predictions at NLO QCD accuracy for all the tt̄V and tt̄V V processes,
together with tt̄H and tt̄tt̄ production, within the same calculation framework
and using the same input parameters. This approach allows to investigate,
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for the first time, whether either common features or substantial differences
exist among the theoretical predictions for different final states. More specifi-
cally, we investigate the impact of NLO QCD corrections on total cross sections
and differential distributions. We systematically study the residual theoreti-
cal uncertainties due to missing higher orders by considering the dependence
of key observables on different definitions of central renormalisation and fac-
torisation scales and on their variations. NLO QCD corrections are known
for tt̄H in [127–130], for tt̄γ in [35, 131], for tt̄Z in [35, 132–135], for tt̄W±

in [6,35,135,136] and for tt̄tt̄ in [32,137]. NLO electroweak and QCD corrections
have also already been calculated for tt̄H in [40,41,138] and for tt̄W± and tt̄Z
in [41]. Moreover, in the case of tt̄H, NLO QCD corrections have been matched
to parton showers [139, 140] and calculated for off-shell top (anti)quarks with
leptonic decays in [141]. In the case of tt̄γ, NLO QCD corrections have been
matched to parton showers in [142]. For the tt̄V V processes a detailed study
of NLO QCD corrections has been performed only for tt̄γγ [143, 144]. So far,
only representative results at the level of total cross sections have been pre-
sented for the remaining tt̄V V processes [32, 126]. When possible, i.e. for
tt̄V , tt̄H and tt̄γγ, our results have been checked against those available in
the literature in previous works [32, 35, 41, 135, 136, 139, 140, 142, 143], and we
have found perfect agreement with them. This cross-check can also be inter-
preted as a further verification of the correctness of both the results in the
literature and of the automation of the calculation of NLO QCD corrections in
MadGraph5_aMC@NLO.

Secondly, we perform a complete analysis, at NLO QCD accuracy in-
cluding the matching to parton shower and decays, in a realistic experimental
setup, for both signal and background processes involved in the searches for
tt̄H at the LHC. Specifically, we consider the cases where the Higgs boson
decays either into two photons (H → γγ), or into leptons (via H → WW ∗,
H → ZZ∗, H → τ+τ−), which have already been analysed by the CMS and
ATLAS collaborations at the LHC with 7 and 8 TeV [145–147]. In the first
case, the process tt̄γγ is the main irreducible background. In the second case,
the processes tt̄W+W−, tt̄ZZ, tt̄W±Z are part of the background, although
their rates are very small, as we will see. However, tt̄W+W− production, e.g,
has already been taken into account at LO in the analyses of the CMS collabo-
ration at 7 and 8 TeV, see for instance [145]. A contribution of similar size can
originate also from tt̄tt̄ production [148], which consequently has to be included
for a correct estimation of the background.23 Furthermore, depending on the
exact final state signature, the tt̄V processes can give the dominant contribu-

23Triple top-quark production, tt̄tW and tt̄tj, a process mediated by a weak current, is
characterised by a cross section that is one order of magnitude smaller than tt̄tt̄ at the LHC
and it is usually neglected in the analyses.
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tion, which is typically one order of magnitude larger than in tt̄V V and tt̄tt̄

production.
The current chapter is organised as follows. In section 3.1 we present a

detailed study of the predictions at NLO QCD accuracy for the total cross
sections of tt̄V , tt̄V V and tt̄tt̄ production. We study their dependences on
the variation of the factorisation and renormalisation scales. Furthermore, we
investigate the differences among the use of a fixed scale and two possible defi-
nitions of dynamical scales. Inclusive and differential K-factors are also shown.
As already mentioned above, these processes are backgrounds to the tt̄H pro-
duction with the Higgs boson decaying into leptons, which is also considered
in this chapter. To this purpose, we show also the same kind of results for tt̄H
production. In addition, in the case of tt̄V and tt̄H, we provide predictions
at NLO in QCD for the corresponding top-charge asymmetries and in order to
investigate the behaviour of the perturbative expansion for some key observ-
ables, we also compute tt̄V j and tt̄Hj cross sections at NLO in QCD. Such
results appear here for the first time.

In section 3.2 we study the dependence of the total cross sections and of
global K-factors for tt̄V V and tt̄V processes as well as for tt̄H and tt̄tt̄ produc-
tion on the total energy of the proton–proton system, providing predictions in
the range from 8 to 100 TeV. Specifically for the tt̄V processes we also present
diferential distributions at 100 TeV.

In section 3.3 we present results at NLO accuracy for the background and
signal relevant for tt̄H production. In section 3.3.1 we consider the signature
where the Higgs decays into photons. In our analysis we implement a selection
and a definition of the signal region that are very similar to those of the cor-
responding CMS study [145]. For the signal and background processes tt̄γγ,
we compare LO, NLO results and LO predictions rescaled by a global flat K-
factor for production only, as obtained in section 3.1. We discuss the range of
validity and the limitations of the last approximation, which is typically em-
ployed in the experimental analyses. In section 3.3.2 we present an analysis
at NLO in QCD accuracy for the searches of tt̄H production with the Higgs
boson subsequently decaying into leptons (via vector bosons), on the same lines
of section 3.3.1. In this case, we consider different signal regions and exclusive
final states, which can receive contributions from tt̄tt̄ production and from all
the tt̄V and tt̄V V processes involving at least a heavy vector boson. Also here,
we compare LO, NLO results and LO predictions rescaled by a global flat K-
factor for production only. In section 3.4 we draw our conclusions and present
an outlook.

This chapter includes results that are public and available at [6, 7], [11,
ch. 13], [12, sec. I.6.7], and are obtained in collaboration with F. Maltoni, M.L.
Mangano, D. Pagani and M. Zaro.
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3.1 Fixed-order corrections at the
production level

In this section we describe the effects of fixed-order NLO QCD corrections
at the production level for tt̄V processes and tt̄H production (subsection 3.1.1),
for tt̄V V processes (subsection 3.1.3) and then for tt̄tt̄ production (subsection
3.1.4). All the results are shown for 13 TeV collisions at the LHC. In section
3.2.1 we provide total cross sections and global K-factors for proton–proton
collision energies from 8 to 100 TeV. With the exception of tt̄γγ, detailed stud-
ies at NLO for tt̄V V processes are presented here for the first time. The other
processes have already been investigated in previous works, whose references
have been listed in introduction. Here, we (re-)perform all such calculations
within the same framework, MadGraph5_aMC@NLO, using a consistent set
of input parameters and paying special attention to features that are either uni-
versally shared or differ among the various processes. Moreover, we investigate
aspects that have been only partially studied in previous works, such as the
dependence on (the definition of) the factorisation and renormalisation scales,
both at integrated and differential level. To this aim we define the variables
that will be used as renormalisation and factorisation scales.

Besides a fixed scale, we will in general explore the effect of dynamical
scales that depend on the transverse masses (mT,i) of the final-state particles.
Specifically, we will employ the arithmetic mean of the mT,i of the final-state
particles (µa) and the geometric mean (µg), which are defined as

µa =
HT

N
:=

1

N

∑

i=1,N(+1)

mT,i , (3.1)

µg :=


 ∏

i=1,N

mT,i




1/N

. (3.2)

In these two definitions N is the number of final-state particles at LO and
with N(+1) in eq. 3.1 we understand that, for the real-emission events con-
tributing at NLO, we take into account the transverse mass of the emitted
parton.24 There are two key aspects in the definition of a dynamical scale: the
normalisation and the functional form. We have chosen a “natural” average

24This cannot be done for µg ; soft real emission would lead to µg ∼ 0. Conversely,
µa can also be defined excluding the partons from real emission and, in the region where
mT,i’s are of the same order, is numerically equivalent to µg . We remind that by default in
MadGraph5_aMC@NLO the renormalisation and factorisation scales are set equal to
HT /2.
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normalisation in both cases leading to a value close to mt when the trans-
verse momenta in the Born configuration can be neglected. This is somewhat
conventional in our approach as the information on what could be considered
a good choice (barring the limited evidence that a NLO calculation can give
for that in first place) can be only gathered a posteriori by explicitly evalu-
ating the scale dependence of the results. For this reason, in our studies of
the total cross section predictions, we vary scales over a quite extended range,
µc/8 < µ < 8µc. More elaborate choices of event-by-event scales, such as a
CKKW-like one [149] where factorisation and renormalisation scales are “local”
and evaluated by assigning a parton-shower like history to the final state con-
figuration, could be also considered. Being ours the first comprehensive study
for this class of processes and our aim that of gaining a basic understanding of
the dynamical features of these processes, we focus on the simpler definitions
above and leave possible refinements to specific applications.

All the NLO and LO results have been produced with the MSTW2008
(68% c.l.) PDFs [27] respectively at NLO or LO accuracy, in the five-flavour-
scheme (5FS) and with the associated values of αs. tt̄W+W− production,
however, has been calculated in the four-flavour-scheme (4FS) with 4FS PDFs,
since the 5FS introduces intermediate top-quark resonances that need to be
subtracted and thus unnecessary technical complications. The mass of the
top quark has been set to mt = 173GeV, the mass of the Higgs boson to
mH = 125GeV and the CKM matrix is approximated as diagonal. NLO com-
putations are performed by leaving the top quark and the vector bosons stable.
In simulations at NLO+PS accuracy, they are decayed by employing Mad-
Spin [150, 151] or by Pythia8. If not stated otherwise photons are required
to have a transverse momentum larger than 20 GeV (pT (γ) > 20GeV) and
Frixione isolation [152] is imposed for jets and additional photons, with the
technical cut R0 = 0.4. The fine structure constant α is set equal to its corre-
sponding value in the Gµ-scheme for all the processes.25

3.1.1 tt̄V processes and tt̄H production
As first step, we show for tt̄H production and all the tt̄V processes the

dependence of the NLO total cross sections, at 13 TeV, on the variation of
the renormalisation and factorisation scales µr and µf . This dependence is
shown in fig. 3.2 by keeping µ = µr = µf and varying it by a factor eight
around the central value µ = µg (solid lines), µ = µa (dashed lines) and

25This scheme choice for α is particularly suitable for processes involving W bosons [153].
Anyway, in our calculation, no renormalisation is involved in the electroweak sector, so results
with different values of α can be obtained by simply rescaling the numbers listed in this
chapter.
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µ = mt (dotted lines). The scales µa and µg are respectively defined in eqs.
3.1 and 3.2. As typically µa is larger than µg and mt, the bulk of the cross
sections originates from phase-space regions where αs(µa) < αs(µg), αs(mt).
Consequently, such choice gives systematically smaller cross sections. On the
other hand, the dynamical scale choice µg leads to results very close in shape
and normalisation to a fixed scale of order mt. Driven by the necessity of
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Figure 3.1: LO and NLO cross sections at 13 TeV. Scale dependence in the
interval µc/8 < µ < 8µc with µc = µg. The upper plot refers to tt̄γ production,
the lower plot to tt̄W±, tt̄Z and tt̄H production.

making a choice, in the following of this section and in the analyses of section
3.3 we will use µg as reference scale. Also, we will independently vary µf and
µr by a factor of two around the central value µg, µg/2 < µf , µr < 2µg, in order
to estimate the uncertainty of missing higher orders. This generally includes,
e.g., almost the same range of values spanned by varying µ = µr = µf by a
factor of four around the central value µ = µa, µa/4 < µ < 4µa (cf. fig. 3.2)
and thus it can be seen as a conservative choice. In any case, while certainly
justified a priori as well as a posteriori, we stress that the µ = µg choice is
an operational one, i.e. we do not consider it as our “best guess” but just use
it as reference for making meaningful comparisons with other possible scale
definitions and among different processes.

Using the procedure described before, in table 3.1 we list, for all the pro-
cesses, LO and NLO cross sections together with PDF and scale uncertainties,
and K-factors for the central values. The dependence of the LO and NLO cross
sections on µ = µr = µf is also shown in fig. 3.1 in the range µg/8 < µ < 8µg.
As expected, for all the processes, the scale dependence is strongly reduced from
LO to NLO predictions both in the standard 9-point interval µg/2 < µ < 2µg
as well as in the full diagonal range µg/8 < µ < 8µg. For tt̄γ process (left plots
in figs. 3.2 and 3.1), we find that in general the dependence of the cross-section
scale variation is not strongly affected by the minimum pT of the photon, giving
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Figure 3.2: Cross sections at 13 TeV. Comparison of the NLO scale dependence
in the interval µc/8 < µ < 8µc for the three different choices of the central value
µc: µg, µa,mt. The upper plot refers to tt̄γ production, the lower plot to tt̄W±,
tt̄Z and tt̄H production.

similar results for pT (γ) > 20GeV and pT (γ) > 50GeV. With tt̄W± we refer
to the sum of the tt̄W+ and tt̄W− contributions.

We now show the impact of NLO QCD corrections on important distri-
butions and we discuss their dependence on the scale variation as well as on
the definition of the scales. For all the processes we analysed the distribution
of the invariant mass of the top-quark pair and the pT and the rapidity of the
(anti)top quark, of the top-quark pair and of the vector or scalar boson. For
each figure, we display together the same type of distributions for the four dif-
ferent processes: tt̄γ, tt̄H, tt̄W± and tt̄Z. Most of the plots for each individual
process will be displayed in the format described in the following.

In each plot, the main panel shows the specific distribution at LO (blue)
and NLO QCD (red) accuracy, with µ = µf = µr equal to the reference scale
µg. In the first inset we display scale and PDF uncertainties normalised to the
blue curve, i.e., the LO with µ = µg. The light-grey band indicates the scale
variation at LO in the standard range µg/2 < µf , µr < 2µg, while the dark-grey
band shows the PDF uncertainty. The black dashed line is the central value
of the grey band, thus it is by definition equal to one. The solid black line is
the NLO QCD differential K-factor at the scale µ = µg, the red band around
it indicates the scale variation in the standard range µg/2 < µf , µr < 2µg.
The additional blue borders show the PDF uncertainty. We stress that in the
plots, as well as in the tables, scale uncertainties are always obtained by the
independent variation of the factorisation and renormalisation scales, via the
reweighting technique introduced in [154]. The second and third insets show
the same content of the first inset, but with different scales. In the second
panel both LO and NLO have been evaluated with µ = µa, in the third panel
with µ = mt.



88
Chapter 3. Associated production of

top-quark pairs with bosons

13 TeV σ[fb] tt̄H tt̄Z

NLO 522.2+6.0%
−9.4%

+2.1%
−2.6% 873.6+10.3%

−11.7%
+2.0%
−2.5%

LO 476.6+35.5%
−24.2%

+2.0%
−2.1% 710.3+36.1%

−24.5%
+2.0%
−2.1%

K-factor 1.10 1.23

13 TeV σ[fb] tt̄W± tt̄γ

NLO 644.8+13.0%
−11.6%

+1.7%
−1.3% 2746+14.2%

−13.5%
+1.6%
−1.9%

LO 526.9+28.1%
−20.4%

+1.7%
−1.8% 2100+36.2%

−24.5%
+1.8%
−1.9%

K-factor 1.22 1.31

Table 3.1: NLO and LO cross sections for tt̄V processes and tt̄H production
at 13 TeV for µ = µg. As already stated in the text, with tt̄W± we refer to
the sum of the tt̄W+ and tt̄W− contributions. The first uncertainty is given
by the scale variation within µg/2 < µf , µr < 2µg, the second one by PDFs.
The relative statistical integration error is equal or smaller than one permille.

The fourth and the fifth panels show a direct comparison of NLO QCD
predictions using the scale µg and, respectively, µa and mt. All curves are
normalised to the red curve in the main panel, i.e., the NLO with µ = µg. The
light-grey band now indicates the scale variation dependence of NLO QCD
with µ = µg. Again the dashed black line, the central value, is by definition
equal to one and the dark-grey borders represent the PDF uncertainties. The
black solid line in the fourth panel is the ratio of the NLO QCD predictions at
the scale µa and µg. The red band shows the scale dependence of NLO QCD
predictions at the scale µa, again normalised to the central value of NLO QCD
at the scale µg, denoted as R(µa). Blue bands indicate the PDF uncertainties.
The fifth panel, R(mt), is completely analogous to the fourth panel, but it
compares NLO QCD predictions with µg and mt as central scales.

We start with fig. 3.3, which shows the distributions for the invariant
mass of the top-quark pair (m(tt̄)) for the four production processes. From
this distribution it is possible to note some features that are in general true
for most of the distributions. As can be seen in the fourth insets, the use
of µ = µa leads to NLO values compatible with, but systematically smaller
than, those obtained with µ = µg. Conversely, the using µ = mt leads to
scale uncertainties bands that overlap with those obtained with µ = µg. By
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Figure 3.3: Differential distributions for the invariant mass of top-quark pair,
m(tt̄). The format of the plots is described in detail in the text.

comparing the first three insets for the different processes, it can be noted that
the reduction of the scale dependence from LO to NLO results is stronger in
tt̄H production than for the tt̄V processes. As we said, all these features are
not peculiar for the m(tt̄) distribution, and are consistent with the total cross
section analysis presented before, see fig. 3.2 and table 3.1. From fig. 3.3 one
can see that the two dynamical scales µg and µa yield flatter K-factors than
those from the fixed scale mt, supporting a posteriori such a reference scale.
While this feature is general, there are important exceptions. This is particular
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Figure 3.4: Differential distributions for the pT of top-quark pair, pT (tt̄). The
format of the plots is described in detail in the text.

evident for the distributions of the pT of the top-quark pair (pT (tt̄)) in fig. 3.4,
where the differential K-factors strongly depend on the value of pT (tt̄) for
both dynamical and fixed scales. The relative size of QCD corrections grows
with the values of pT (tt̄) and this effect is especially large in tt̄W± and tt̄γ

production. In the following we investigate the origin of these large K-factors.
Top-quark pairs with a large pT originate at LO from the recoil against a hard
vector or scalar boson. Conversely, at NLO, the largest contribution to this
kinetic configuration emerges from the recoil of the top-quark pair against a
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t t̄ t t̄

W

W

j

Figure 3.5: Representative kinematical configurations for tt̄W final state. At
LO (left) a high-pT tt̄ pair recoils against the W boson. At NLO (right), the
dominant configuration is the one where the jet takes most of the recoil and
the W boson is soft.

hard jet and a soft scalar or vector boson (see the sketches in fig. 3.5). In
particular, the cross section for a top-quark pair with a large pT receives large
corrections from (anti)quark–gluon initial state, which appears for the first
time in the NLO QCD corrections. This effect is further enhanced in tt̄W±

production for two different reasons. First, at LO tt̄W± production does not
originate, unlike the other production processes, form the gluon–gluon initial
state, which has the largest partonic luminosity. Thus, the relative corrections
induced by (anti)quark–gluon initial states have a larger impact. Second, the
emission of a W collinear to the final-state (anti)quark in qg → tt̄W±q′ can
be approximated as the qg → tt̄q process times a q → q′W± splitting. For
the W momentum, the splitting involves a soft and collinear singularity which
is regulated by the W mass. Thus, once the W momentum is integrated,
the qg → tt̄W±q′ process yields contributions to the pT (tt̄) distributions that
are proportional to αs log2 [pT (tt̄)/mW ] 26. The same effect has been already
observed for the pT distribution of one vector boson in NLO QCD and EW
corrections to W±W∓,W±Z and ZZ bosons hadroproduction [113, 155, 156].
The argument above clarifies the origin of the enhancement at high pT of the tt̄
pair, yet it raises the question of the reliability of the NLO predictions for tt̄V
in this region of the phase space. In particular the giantK-factors and the large
scale dependence call for better predictions. At first, one could argue that only
a complete NNLO calculation for tt̄V would settle this issue. However, since

26In tt̄Z the same argument holds for the q → qZ splitting in qg → tt̄Zq. However, the
larger mass of the Z boson and especially the presence of the gluon–gluon initial state at LO
suppress this effect.
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Figure 3.6: Comparison between differential distribution of the tt̄ transverse
momentum in tt̄W± as obtained from calculations performed at different or-
ders in QCD. The blue and red solid histograms are obtained from the tt̄W±

calculation at LO and NLO respectively. The dashed histograms are obtained
from the tt̄W±j calculation at LO (light blue, purple, and light-grey) and at
NLO (green), for different minimum cuts (50, 100, 150 GeV) on the jet pT . The
lower inset shows the differential K-factor as well as the residual uncertainties
as given by the tt̄W±j calculation.

the dominant kinematic configurations (see the sketch on the right in fig. 3.5)
feature a hard jet, it is possible to start from the tt̄V j final state and reduce the
problem to the computation of NLO corrections to tt̄V j. Such predictions can
be automatically obtained within MadGraph5_aMC@NLO. We have therefore
computed results for different minimum pT for the extra jet both at NLO and
LO accuracy. In fig. 3.6 we summarise the most important features of the
tt̄W±(j) cross section as a function of the pT (tt̄) as obtained from different
calculations and orders. Similar results, even though less extreme, hold for tt̄Z
and tt̄H final states and therefore we do not show them for sake of brevity. In
fig. 3.6, the solid blue and red curves correspond to the predictions of pT (tt̄)

as obtained from tt̄W± calculation at LO and NLO, respectively. The dashed
light blue, purple and light-grey curves are obtained by calculating tt̄W±j at
LO (yet with NLO PDFs and αs and same scale choice in order to consistently
compare them with NLO tt̄W± results) with a minimum pT cut for the jets
of 50, 100, 150 GeV, respectively. The three curves, while having a different
threshold behaviour, all tend smoothly to the tt̄W± prediction at NLO at high
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pT (tt̄), clearly illustrating the fact that the dominant contributions come from
kinematic configurations featuring a hard jet, such as those depicted on the
right of fig. 3.5. Finally, the dashed green line is the pT (tt̄) as obtained from
tt̄W±j at NLO in QCD with a minimum pT cut of the jet of 100 GeV. This
prediction for pT (tt̄) at high pT is stable and reliable, and in particular does
not feature any large K-factor, as can be seen in the lower inset which displays
the differential K-factor for tt̄W±j production with pT cut of the jet of 100
GeV. For large pT (tt̄), NLO corrections to tt̄W±j reduce the scale dependence
of LO predictions, but do not increase their central value. Consequently, as we
do not expect large effects from NNLO corrections in tt̄W± production at large
pT (tt̄), a simulation of NLO tt̄V+jets merged sample à la FxFx [157] should
be sufficient to provide reliable predictions over the full phase space (see app.
B.1). For completeness, we provide in table 3.2 the total cross sections at LO

13 TeV σ[fb] tt̄Hj tt̄Zj tt̄Wj

NLO 148.3+3.3%
−10.1%

+3.0%
−3.6% 230.7+6.6%

−13.4%
+2.8%
−3.2% 202.9+11.6%

−15.6%
+1.4%
−1.1%

LO 174.5+57.8%
−33.9%

+2.8%
−2.9% 243.1+58.2%

−34.0%
+2.7%
−2.8% 197.6+53.7%

−32.4%
+1.5%
−1.5%

K-factor 0.85 0.95 1.03

Table 3.2: Cross sections with pT (j) > 100 GeV. The renormalisation and
factorisation scales are set to µg of tt̄V . The (N)LO cross sections are calculated
with (N)LO PDFs, the relative statistical integration error is equal or smaller
than one permil.

and NLO accuracy for tt̄W±j, as well as tt̄Zj and tt̄Hj production, with a cut
pT (j) > 100 GeV. At variance with what has been done in fig. 3.6, LO cross
sections are calculated with LO PDFs and the corresponding αs, as done in the
rest of the article.

The mechanism discussed in detail in previous paragraphs is also the
source of the giant K-factors for large pT (tt̄) in tt̄γ production, see fig. 3.4.
This process can originate from the gluon–gluon initial state at LO, however,
the emission of a photon involves soft and collinear singularities, which are not
regulated by physical masses. When the photon is collinear to the final-state
(anti)quark, the qg → tt̄γq process can be approximated as the qg → tt̄q pro-
cess times a q → qγ splitting. Here, soft and collinear divergencies are regulated
by both the cut on the pT of the photon (pcut

T ) and the Frixione isolation pa-
rameter R0. We checked that, increasing the values of pcut

T and/or R0, the size
of the K-factors is reduced. It is interesting to note also that corrections in the
tail are much larger for µ = µg than µ = µa. This is due to the fact that the
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Figure 3.7: Differential distributions for the pT of top-quark, pT (t). The format
of the plots is described in detail in the text.

softest photons, which give the largest contributions, sizeably reduce the value
of µg, whereas µa is by construction larger than 2pT (tt̄). This also suggests
that µg might be an appropriate scale choice for this process only when the
minimum pT cut and the isolation on the photon are harder.27

27Assuming mT (t) ∼ mT (t̄) and mT (γ) = pcut
T , the ratio µa/µg increases by increasing

pT (t) and, when mT (t) > pcut
T , decreases by increasing pcut

T . Moreover, under the same
assumption, µa = µg at mT (t) = pcut

T . For these reasons, especially for large pT (tt̄), µg may
underestimate the value of the scale.
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Figure 3.8: Differential distributions for the pT of the vector or scalar boson,
pT (V ). The format of the plots is described in detail in the text.

In figs. 3.7 and 3.8 we show the pT distributions for the top quark and
the vector or scalar boson, pT (t) and pT (V,H), respectively. For these two
observables, we find the general features which have already been addressed
for the m(tt̄) distributions in fig. 3.3. In fig. 3.9 we display the distributions
for the rapidity of the vector or scalar boson, y(V,H). In the four processes
considered here, the vector or scalar boson is radiated in different ways at LO.
In tt̄H production, the Higgs boson is never radiated from the initial state. In
tt̄Z and tt̄γ production, in the quark–antiquark channel the vector boson can be
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Figure 3.9: Differential distributions for the rapidity of the vector or scalar
boson, y(V ). The format of the plots is described in detail in the text.

emitted from the initial and final states, but in the gluon–gluon channel it can
be radiated only from the final state. In tt̄W± production, the W is always
emitted from the initial state. The initial-state radiation of a vector boson
is enhanced in the forward and backward direction, i.e., when it is collinear
to the beam-pipe axis. Consequently, the vector boson is more peripherally
distributed in tt̄W± production, which involves only initial state radiation,
than in tt̄γ and especially tt̄Z production. In tt̄H production, large values of
|y(V )| are not related to any enhancement and indeed the y(V ) distribution
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Figure 3.10: Differential distributions for the rapidity of the top quark and
antiquark, y(t) and y(t̄).

is much more central than in tt̄V processes. These features can be quantified
by looking, e.g., at the ratio r(V ) := dσ

dy (|y| = 0)/dσdy (|y| = 3). At LO we find,
r(W ) ∼ 5, r(γ) ∼ 8.5, r(Z) ∼ 17.5 and r(H) ∼ 40. As can be seen in the first
three insets of the plots of fig. 3.9, NLO QCD corrections decrease the values
of r(V ) for tt̄W± and tt̄γ production, i.e. the vector bosons are even more
peripherally distributed (r(W ) ∼ 3.5, r(γ) ∼ 5.5). A similar but milder effect
is observed also in tt̄Z production (r(Z) ∼ 16). On the contrary, NLO QCD
corrections make the distribution of the rapidity of the Higgs boson even more
central (r(H) ∼ 53). In fig. 3.9 one can also notice how the reduction of the
scale dependence from LO to NLO results is much higher in tt̄H production
than in tt̄V type processes. Furthermore, for this observable, K-factors are in
general not flat also with the use of dynamical scales. From a phenomenological
point of view, this is particularly important for tt̄W± and tt̄γ, since the cross
section originating from the peripheral region is not extremely suppressed, as
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can be seen from the aforementioned values of r(W ) and r(γ). In fig. 3.10 we
show distributions for the rapidities of the top quark and antiquark, y(t) and
y(t̄). In this case we use a slightly different format for the plots. In the main
panel, as in the format of the previous plots, we show LO results in blue and
NLO results in red. Solid lines correspond to y(t), while dashed lines refer
to y(t̄). In the first and second inset we plot the ratio of the y(t) and y(t̄)

distributions respectively at NLO and LO accuracy. This ratio is helpful to
easily identify which distribution is more central(peripheral) and if there is a
central asymmetry for the top-quark pair. Also here, although it is not shown
in the plots, K-factors are not in general flat.

3.1.2 The tt̄ asymmetry
In the case of tt̄ production the central asymmetry, or the forward-backward

asymmetry in proton–antiproton collisions, originates from QCD and EW cor-
rections. At NLO, the asymmetry arises from the interference of initial- and
final-state radiation of neutral vector bosons (gluon in QCD corrections, and
photons or Z bosons in EW corrections) [21, 91–94, 158]. It is not present to
the gg initiated subprocesses, which are symmetric. Thus, the real radiation
contributions involve, at LO, the processes pp→ tt̄Z and pp→ tt̄γ, which are
studied here both at LO and at NLO accuracy. As can be seen from fig. 3.10,
tt̄γ production yields an asymmetry already at LO, a feature studied in [159].
The tt̄Z production central asymmetry is also expected to be non vanishing at
LO, but the results plotted in fig. 3.10 tell us that the actual value is very small.
The asymmetry is instead analytically zero in tt̄W± (tt̄H) production, where
the interference of initial- and final- state W (Higgs) bosons is not possible.28

At NLO, all the tt̄V processes and the tt̄H production have an asymmetry,
as can be seen in fig. 3.10 from the ratios of the y(t) and y(t̄) distributions at
NLO. In the case of tt̄W± production the asymmetry, which is generated by
NLO QCD corrections, has been studied in detail in [6] and will be discussed
in the following. In all the other cases it is analysed for the first time here.
NLO and LO results at 13 TeV for the charge asymmetry Ac defined as

Ac =
σ(|yt| > |yt̄|)− σ(|yt| < |yt̄|)
σ(|yt| > |yt̄|) + σ(|yt| < |yt̄|)

(3.3)

are listed in table 3.3, which clearly demonstrates that NLO QCD effects can-
not be neglected, once again, in the predictions of the asymmetries. For tt̄W±

28In principle, when the couplings of light-flavour quarks are considered non-vanishing,
initial-state radiation of a Higgs boson is possible and also a very small asymmetry is gener-
ated. However, this possibility is ignored here.
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and tt̄H production, an asymmetry is actually generated only at NLO. Fur-
thermore, NLO QCD corrections change sign and increase by a factor ∼ 7 the
asymmetry in tt̄Z production and they decrease it by a factor larger than two
in tt̄γ production. Thus, NLO results point to the necessity of reassessing the
phenomenological impact of the tt̄γ signature, which is based on a LO calcula-
tion [159]. Moreover, we have also checked that for pT (γ) > 50GeV both the LO
and NLO central values of the asymmetry are very similar (within 5 per cent)
to the results in table 3.3, where pT (γ) > 20GeV. At the LHC, for the tt̄ pro-

13 TeV Ac [%] tt̄W± tt̄γ

LO - −3.93+0.26
−0.23

+0.14
−0.11 ± 0.03

NLO 2.90+0.67
−0.47

+0.06
−0.07 ± 0.07 −1.79+0.50

−0.39
+0.06
−0.09 ± 0.06

13 TeV Ac [%] tt̄H tt̄Z

LO - −0.12+0.01
−0.01

+0.01
−0.02 ± 0.03

NLO 1.00+0.30
−0.20

+0.06
−0.04 ± 0.02 0.85+0.25

−0.17
+0.06
−0.05 ± 0.03

Table 3.3: NLO and LO central asymmetries for tt̄V -type processes and tt̄H

production at 13 TeV for µ = µg. The first uncertainty is given by the scale
variation within µg/2 < µf , µr < 2µg, the second one by PDFs. The assigned
error is the absolute statistical integration error.

cess, it is measured to be Aexp.
c = 0.9±0.5(%) at 8 TeV [160] and within the SM

at NLO QCD+EW accuracy it is calculated to be Ath.
c = 1.11± 0.04(%) [94].

The two parts that consist the asymmetry effect (interference between born
and box diagrams as well as interference between ISR and FSR diagrams [21])
are competitive. The former is positive, whereas the latter is negative. This
explains the behaviour of this observable for tt̄γ and tt̄Z processes from LO to
NLO in QCD (table 3.3).

Figure 3.11: Feynman diagrams for the tt̄W± production at leading order in
QCD.
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Looking at table 3.3, we can notice that the charge asymmetry is signifi-
cantly larger in the tt̄W± process. The reason for this is that the symmetric gg
channel is absent up to NLO in QCD for this process. The presence of the W
boson provides another important property to the tt̄W± process. At LO the
W boson couples only to the initial quark line (fig. 3.11) and the presence of

the
1

2
(1−γ5) ≡ PL in the qW±q′ coupling polarises the quark line. As a result

the top-quark resulting pair is also polarised (see app. B.2). This cannot be
seen in the top or antitop distributions, but in the subsequent decay products.
As a result already at LO, there are large asymmetries for the final leptons and
b quarks. In order to access the decay products including the spin correlations,
we realise the decays using the MadSpin [150] framework and apply the par-
ton shower with HERWIG6 [46], imposing a kT algorithm for the jets with
R = 0.7 and minimum pT of 20 GeV. We decay leptonically the top-quark pair
and extend the definition of the asymmetry of equation 3.3 to the b-jets and
the resulting leptons, which we show in table 3.4.

13 TeV, tt̄W± Abc [%] A`c [%]

NLO+PS 7.54+0.19
−0.17 13.16+0.81

−1.12

Table 3.4: NLO+PS central asymmetries for tt̄W± production at 13 TeV for
µ = mt. The uncertainty is given by the scale variation withinmt/2 < µf , µr <

2mt. The integration error is less than 0.1 (absolute value in %).

3.1.3 tt̄V V processes
We start showing for all the tt̄V V processes the dependence of the NLO

total cross sections, at 13 TeV, on the variation of the renormalisation and
factorisation scales µr and µf . This dependence is shown in fig. 3.12 and it is
obtained by varying µ = µr = µf by a factor eight around the central value
µ = µg (solid lines), µ = µa (dashed lines) and µ = mt (dotted lines). Again,
for all the processes and especially for those with a photon in the final state, we
find that µa typically leads to smaller cross sections than µg and mt. For this
class of processes we also investigated the effect of the independent variation of
factorisation and renormalisation scales. We found that the condition µr = µf
captures the full dependence in the (µr, µf ) plane in the range µa/2 < µf , µr <

2µa. On the other hand, in the full µa/8 < µf , µr < 8µa region off-diagonal
values might differ from the values spanned at µf = µr.

In table 3.5 we list, for all the processes, LO and NLO cross sections to-
gether with PDF and scale uncertainties, and K-factors for the central values.
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Figure 3.12: Cross sections of tt̄V V processes at 13 TeV. Comparison of NLO
scale dependence in the interval µc/8 < µ < 8µc for the three different choices
of the central value µc: µg, µa, mt.

13 TeV σ[fb] tt̄ZZ tt̄W+W−[4f] tt̄γγ

NLO 2.117+3.8%
−8.6%

+1.9%
−1.8%

11.84+8.3%
−11.2%

+2.3%
−2.4%

10.26+13.9%
−13.3%

+1.3%
−1.3%

LO 2.137+36.1%
−24.4%

+1.9%
−1.9%

10.78+38.3%
−25.4%

+2.2%
−2.2%

8.838+36.5%
−24.5%

+1.5%
−1.6%

K-factor 0.99 1.10 1.16

13 TeV σ[fb] tt̄W±Z tt̄Zγ tt̄W±γ

NLO 4.157+9.8%
−10.7%

+2.2%
−1.6%

5.771+10.5%
−12.1%

+1.8%
−1.9%

6.734+12.0%
−11.6%

+1.8%
−1.4%

LO 3.921+32.6%
−22.8%

+2.3%
−2.2%

5.080+38.0%
−25.3%

+1.9%
−1.9%

6.145+32.4%
−22.6%

+2.1%
−2.0%

K-factor 1.06 1.14 1.10

Table 3.5: NLO and LO cross sections for tt̄V V processes at 13 TeV for µ = µg.
The first uncertainty is given by the scale variation within µg/2 < µf , µr < 2µg,
the second one by PDFs. The relative statistical integration error is equal or
smaller than one permille.

Again scale uncertainties are evaluated by varying independently the factori-
sation and the renormalisation scales in the interval µg/2 < µf , µr < 2µg. The
dependence of the LO and NLO cross sections on µ = µr = µf is shown in
fig. 3.13 in the range µg/8 < µ < 8µg. As expected, for all the processes, the
scale dependence is strongly reduced from LO to NLO predictions both in the
standard interval µg/2 < µ < 2µg as well as in the full range µg/8 < µ < 8µg.
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Figure 3.13: NLO and LO cross sections at 13 TeV. Scale dependence in the
interval µc/8 < µ < 8µc with µc = µg for the tt̄V V processes.

For the central scale µ = µg, K-factors are very close to unity. It is interesting
to note that NLO curves display a plateau around µg/2 or µg/4, corresponding
to HT /8 and HT /16, respectively.

We show now the impact of NLO QCD corrections for relevant distribu-
tions and we discuss their dependence on scale choice and its variation. For
all the processes we have considered the distribution of the invariant mass of
the top-quark pair and the pT and the rapidity of the (anti)top quark, of the
top-quark pair and of the vector bosons.

For each figure, we display together the same type of distributions for the
six different processes: tt̄γγ, tt̄ZZ, tt̄W+W−, tt̄W±Z, tt̄W±γ and tt̄Zγ. We
start with fig. 3.14, which shows the m(tt̄) distributions. The format of the
plot is the same used for most of the distribution plots in section 3.1.1, where it
is also described in detail. For m(tt̄) distributions, we notice features that are
in general common to all the distributions and have already been addressed
for tt̄V processes in section 3.1.1. For instance, the use of µ = µa leads to
NLO values compatible with, but systematically smaller than, those obtained
with µ = µg. Conversely, the choice µ = mt leads to scale uncertainties bands
that overlaps with those obtained with µ = µg. The NLO corrections in tt̄ZZ
production are very close to zero, for µ = µg, and very stable under scale
variation (see also table 3.5). For all the processes, the two dynamical scales
µg and µa yield flatter K-factors than those from the fixed scale mt.
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In fig. 3.15 we show the distributions for pT (tt̄). As for tt̄V processes
(see fig. 3.4), these distributions receive large corrections in the tails. This
effect is especially strong for the processes involving a photon in the final state,
namely, tt̄γγ, tt̄Zγ and tt̄W±γ. Also, for all the three choices of µ employed
here, K-factors are not flat. Surprisingly, the K-factors for tt̄ZZ, tt̄W±Z and
tt̄W+W− production show a larger dependence on the value of pT (tt̄) when µ
is a dynamical quantity, as can be seen from a comparison of the first (µ = µg)
and second (µ = µa) insets with the third insets (µ = mt). From the fourth
insets of all the six plots, it is possible to notice how the scale dependence at
NLO for µ = µg it is much larger than for µ = µa. Exactly as we argued for
tt̄V processes, NLO tt̄V V+jets merged sample à la FxFx should be used for
an accurate prediction of these tails.

In fig. 3.16 we show the distributions for pT (t). Most of the features dis-
cussed for m(tt̄) in fig. 3.14 appear also for these distributions. The same
applies to the distributions of the pT of the two vector bosons, which are dis-
played in fig. 3.17. In the plots of fig. 3.17 and in all the remaining figures of
this section we use the same format used in section 3.1.1 for fig. 3.10. Thus,
differential K-factors will not be explicitly shown. In the first and second in-
set we show the ratio of the distributions of the pT of the two vector bosons,
respectively at NLO and LO accuracies. In the case of tt̄γγ production, γ1 is
the hardest photon, while γ2 is the softest one. Similarly, in tt̄ZZ production,
Z1 is the hardest Z boson, while Z2 is the softest one. As can be noticed, for
each process this ratio is the same at LO and NLO accuracy and thus it is not
sensitive to NLO QCD corrections.

In fig. 3.18 we show the distributions for y(t) and y(t̄). The tt̄V V pro-
cesses, with the exception of tt̄W+W− 29, at LO exhibit a central asymmetry
for top (anti-)quarks. Top quarks are more centrally distributed than top anti-
quarks in tt̄γγ, tt̄W±γ and tt̄Zγ productions, while they are more peripherally
distributed in tt̄ZZ and tt̄W±Z production. In all the tt̄V V processes, NLO
QCD corrections lead to a relatively more peripheral distribution of top quarks
than antiquarks. This effects yield to a non-vanishing central asymmetry for
tt̄W+W− production and almost cancel the LO central asymmetry of tt̄Zγ
production. Here, we refrain to present results for the central asymmetries of
tt̄V V processes, since it is extremely unlikely that at the LHC it will be possible
to accumulate enough statistics to perform these measurements.

29Analytically, this process is supposed to give an asymmetry. Numerically, it turns out
that it can be safely considered as zero.
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Figure 3.14: Differential distributions for the invariant mass of top-quark pair,
m(tt̄). The format of the plots is described in detail in section 3.1.1.
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Figure 3.15: Differential distributions for the pT of top-quark pair, pT (tt̄). The
format of the plots is described in detail in section 3.1.1.
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Figure 3.16: Differential distributions for the pT of top-quark, pT (t). The
format of the plots is described in detail in section 3.1.1.



3.1. Fixed-order corrections at the
production level 107

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
γγ (µg), LHC13 pT(γ) > 20 GeV NLO γ1

LO γ1
NLO γ2

LO γ2

 1e−06

 1e−05

 0.0001

 0.001

 0.01

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

N
L
O

pT(γ1)/pT(γ2)

 0.1

 10

L
O

pT(γ1), pT(γ2) [GeV]

pT(γ1)/pT(γ2)

 0.1

 10

 0  50  100  150  200  250  300  350  400

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
ZZ (µg), LHC13 NLO Z1

LO Z1
NLO Z2

LO Z2

 1e−06

 1e−05

 0.0001

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

N
L
O

pT(Z1)/pT(Z2)

 0.1

 10

L
O

pT(Z1), pT(Z2) [GeV]

pT(Z1)/pT(Z2)

 0.1

 10

 0  50  100  150  200  250  300  350  400

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
W

+
W

−
 (µg), LHC13 NLO W

+

LO W
+

NLO W
−

LO W
−

 0.0001

 0.001

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

N
L
O

pT(W
+
)/pT(W

−
)

 0.8

 1.6

L
O

pT(W
+
), pT(W

−
) [GeV]

pT(W
+
)/pT(W

−
)

 0.8

 1.6

 0  50  100  150  200  250  300  350  400

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
W

±
Z (µg), LHC13 NLO Z

LO Z
NLO W

LO W

 1e−05

 0.0001

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

N
L
O

pT(Z)/pT(W)

 0.8

 1.6

L
O

pT(Z), pT(W) [GeV]

pT(Z)/pT(W)

 0.8

 1.6

 0  50  100  150  200  250  300  350  400

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
W

±
γ (µg), LHC13 pT(γ) > 20 GeV NLO W

LO W
NLO γ

LO γ

 1e−05

 0.0001

 0.001

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

N
L
O

pT(W)/pT(γ)

 0.1

 10

L
O

pT(W), pT(γ) [GeV]

pT(W)/pT(γ)

 0.1

 10

 0  50  100  150  200  250  300  350  400

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
Zγ (µg), LHC13 pT(γ) > 20 GeV NLO Z

LO Z
NLO γ

LO γ

 1e−05

 0.0001

 0.001
M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

N
L
O

pT(Z)/pT(γ)

 0.1

 10

L
O

pT(Z), pT(γ) [GeV]

pT(Z)/pT(γ)

 0.1

 10

 0  50  100  150  200  250  300  350  400

Figure 3.17: Differential distributions for the pT of the first and second vector
boson, pT (V1) and pT (V2).
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Figure 3.18: Differential distributions for the rapidity of the top quark and
antiquark, y(t) and y(t̄).
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Figure 3.19: Differential distributions for the rapidity of the first and second
vector boson, y(V1) and y(V2).

In fig. 3.19 we show the distributions for y(V1) and y(V2). Comparing the
first and second insets, only small differences can be seen for the ratios of the
distributions at LO and NLO. Thus, unlike for the top quark and antiquark,
the rapidity of the first and the second vector boson receive NLO relative
differential corrections that are very similar in size. Both in the distributions
of the rapidities of the top (anti)quark and of the vector bosons, NLO QCD
corrections in general induce non-flat K-factors, also with the use of dynamical
scales.
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3.1.4 tt̄tt̄ production
In this section we present results for tt̄tt̄ production. We start by showing

in fig. 3.20 the scale dependence of the LO (blue lines) and NLO (red lines) total
cross section at 13 TeV. As for the previous cases, we vary µ = µr = µf by a
factor eight around the central value µ = µg (solid lines), µ = µa (dashes lines)
and, due to the much heavier final state, µ = 2mt (dotted lines). In this case we
also show with a dot-dashed line the dependence of the NLO cross section on
an alternative definition of average scale µLO

a = 1
N

∑
i=1,N mT,i, where possible

additional partons appearing in the final state do not contribute.
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Figure 3.20: NLO and LO cross sections for tt̄tt̄ production at 13 TeV. Com-
parison of the scale dependence in the interval µc/8 < µ < 8µc for the four
different choices of the central value µc: µg, µa, µLO

a , 2mt.

As expected, predictions relative to µg and µLO
a are very close. Conversely,

µa and µLO
a show a non-negligible difference. Note that the value of µa and

µLO
a is the same for Born and and virtual contributions for any kinematic

configuration. Thus, the difference between dashed and dot-dashed lines is
formally an NNLO effect that arise from differences in the scale renormalisation
for real radiation events only. To investigate the origin of this effect, we have
explicitly checked that the difference is mainly induced by the corresponding
change in the renormalisation scale and not of the factorisation scale. Similar
behaviour is also found in tt̄V and tt̄V V processes, yet since the masses of the
final-state particles are different and the αs coupling order lower, µg and µLO

a

lines are more distant than in tt̄tt̄ production.
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Since the LO cross section is of O(α4
s), it strongly depends on the value

of the renormalisation scale, as can be seen in fig. 3.20. This dependence is
considerably reduced at NLO QCD accuracy in the standard interval µg/2 <
µ < 2µg. Conversely, for µ < µg/4 the value of the cross section falls down
rapidly, reaching zero for µ ∼ µg/8. This is a signal that in this region the
dependence of the cross section on µ is not under control. Qualitatively similar
considerations apply also for the different choices of scales, as can be seen in
fig. 3.20.

In eqs. 3.4 and 3.5, we list the NLO and LO cross sections evaluated
at the scale µ = µg together with scale and PDF uncertainties. As done in
previous sections, scale uncertainties are evaluated by varying the factorisation
and renormalisation scales in the standard 9-point interval µg/2 < µf , µr <

2µg. As a result the total cross section at LHC 13 TeV for the µ = µg central
scale choice reads

σNLO = 13.31+25.8%
−25.3%

+5.8%
−6.6% fb , (3.4)

σLO = 10.94+81.1%
−41.6%

+4.8%
−4.7% fb , (3.5)

K−factor = 1.22 . (3.6)

Different choices for the central value and functional form of the scales, as well
as the interval of variation, lead to predictions that are compatible with the
result above, see also e.g. [137].

We now discuss the effect of NLO QCD corrections on differential distri-
butions. We analysed the distribution of the invariant mass, the pT and the
rapidity of top (anti-)quark and the possible top-quark pairs. Again, given the
large amount of distributions, we show only representative results. All the dis-
tributions considered and additional ones can be produced via the public code
MadGraph5_aMC@NLO. For this process the scale dependence of many dis-
tributions has been studied also in [137] and our results are in agreement with
those therein. In fig. 3.21 we show plots with the same formats as those used
and described in the previous sections. Specifically, we display the distributions
for the total pT of the two hardest top quark and antiquark (pT (t1t̄1)), their
invariant mass (m(t1t̄1)), the rapidity of the hardest top quark y(t1) and the
invariant mass of the tt̄tt̄ system (m(tt̄tt̄)). Also, in the last plot of fig. 3.21, we
show the pT distributions of the hardest together with the softest top quarks,
pT (t1) and pT (t2), and their ratios at NLO and LO.
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Figure 3.21: Differential distributions for tt̄tt̄ production.
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We avoid repeating once again the general features that have already been
pointed out several times in the previous two sections; they are still valid for
tt̄tt̄ production. Here we have found, interestingly, that NLO corrections give a
sizeable enhancement in the threshold region for m(t1t̄1). It is worth to notice
that also for this process NLO QCD corrections are very large in the tail of
the pT (t1t̄1) distribution, especially with the use of dynamical scales. We have
verified that in these regions of phase space the qg → tt̄tt̄q contributions are
important. Finally, as can be seen in the last plot, we find that the ratios of
pT (t1) and pT (t2) distributions are not sensitive to NLO QCD corrections.

3.2 FCC studies

3.2.1 Total cross sections from 8 to 100 TeV
In addition to the studies performed for the LHC at 13 TeV, in this section

we discuss and show results for the dependence of the total cross section on
the energy of the proton–proton collision. In fig. 3.22 NLO QCD total cross
sections are plotted from 8 to 100 TeV, as bands including scale and PDF
uncertainties. The corresponding numerical values are listed in table 3.6. As
usual, central values refers to µ = µg, and scale uncertainties are obtained by
varying independently µr and µf in the standard interval µg/2 < µf , µr < 2µg.

In the left plot of fig. 3.22 we show the results for tt̄H production and tt̄V
processes, whereas tt̄tt̄ production and tt̄V V processes results are displayed in
the right plot. In both plots we show the dependence of theK-factors at µ = µg
on the energy (the first and the second inset). The first insets refer to processes
with zero-total-charge final states, whereas the second insets refer to processes
with charged final states. The very different qualitative behaviours between the
two classes of processes is due to the fact that the former include already at LO
an initial state with gluons, whereas the latter do not. The gluon appears in the
partonic initial states of charged processes only at NLO via the (anti)quark–
gluon channel. At small Bjorken-x’s, the gluon PDF grows much faster than
the (anti)quark PDF. Thus, increasing the energy of the collider, the relative
corrections induced by the (anti)quark–gluon initial states leads to the growth
of the K-factors and dominates in their energy dependence. Also, as can be
seen in fig. 3.22 and table 3.6, these processes present a larger dependence on
the scale variation than the uncharged processes.
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σ [fb] 8 TeV 13 TeV 14 TeV 25 TeV 33 TeV 50 TeV 100 TeV

tt̄ZZ 0.502+2.9%
−8.6%

+2.7%
−2.2%

2.12+3.8%
−8.6%

+1.9%
−1.8%

2.59+4.3%
−8.7%

+1.8%
−1.8%

11.1+6.9%
−9.1%

+1.2%
−1.4%

21.1+8.1%
−9.4%

+1.1%
−1.3%

51.6+9.9%
−9.8%

+0.9%
−1.1%

204+11.3%
−9.9%

+0.8%
−1.0%

tt̄W+W−[4f] 2.67+6.2%
−11.1%

+2.9%
−2.7%

11.8+8.3%
−11.2%

+2.3%
−2.4%

14.4+12.2%
−12.8%

+2.6%
−2.9%

66.6+9.5%
−10.8%

+1.6%
−2.0%

130+10.2%
−10.8%

+1.5%
−1.8%

327+10.9%
−10.6%

+1.3%
−1.6%

1336+10.3%
−9.9%

+1.0%
−1.3%

tt̄γγ 2.77+6.4%
−10.5%

+1.9%
−1.5%

10.3+13.9%
−13.3%

+1.3%
−1.3%

12+12.5%
−12.6%

+1.2%
−1.2%

44.8+15.7%
−13.5%

+0.9%
−0.9%

78.2+16.4%
−13.6%

+0.8%
−0.9%

184+19.2%
−14.7%

+0.8%
−0.9%

624+15.5%
−13.4%

+0.7%
−1.0%

tt̄W±Z 1.13+5.8%
−9.8%

+3.1%
−2.1%

4.16+9.8%
−10.7%

+2.2%
−1.6%

4.96+10.4%
−10.8%

+2.1%
−1.6%

17.8+15.1%
−12.6%

+1.5%
−1.1%

30.2+18.3%
−14.1%

+1.2%
−0.9%

66+18.9%
−14.3%

+1.1%
−0.8%

210+21.6%
−15.8%

+1.0%
−0.8%

tt̄Zγ 1.39+6.9%
−11.2%

+2.5%
−2.2%

5.77+10.5%
−12.1%

+1.8%
−1.9%

6.95+10.7%
−12.1%

+1.8%
−1.9%

29.9+12.9%
−12.4%

+1.3%
−1.5%

56.5+13.2%
−12.2%

+1.2%
−1.4%

138+13.7%
−12.0%

+1.0%
−1.1%

533+13.3%
−11.1%

+0.8%
−1.0%

tt̄W±γ 2.01+7.9%
−10.5%

+2.6%
−1.8%

6.73+12.0%
−11.6%

+1.8%
−1.4%

7.99+12.8%
−11.9%

+1.7%
−1.3%

27.6+18.7%
−14.4%

+1.2%
−0.9%

46.3+20.2%
−15.1%

+1.1%
−0.8%

98.4+21.9%
−15.9%

+1.0%
−0.7%

318+22.5%
−17.7%

+1.0%
−0.7%

tt̄tt̄ 1.71+24.9%
−26.2%

+7.9%
−8.4%

13.3+25.8%
−25.3%

+5.8%
−6.6%

17.8+26.6%
−25.4%

+5.5%
−6.4%

130+26.7%
−24.3%

+3.8%
−4.6%

297+25.5%
−23.3%

+3.1%
−3.9%

929+24.9%
−22.4%

+2.4%
−3.0%

4934+25.0%
−21.3%

+1.7%
−2.1%

σ [pb] 8 TeV 13 TeV 14 TeV 25 TeV 33 TeV 50 TeV 100 TeV

tt̄Z 0.226+9.0%
−11.9%

+2.6%
−3.0%

0.874+10.3%
−11.7%

+2.0%
−2.5%

1.057+10.4%
−11.7%

+1.9%
−2.4%

4.224+11.0%
−11.0%

+1.5%
−1.8%

7.735+11.2%
−10.8%

+1.3%
−1.5%

18+11.1%
−10.2%

+1.1%
−1.3%

64.07+10.8%
−10.9%

+0.9%
−1.2%

tt̄W± 0.23+9.6%
−10.6%

+2.3%
−1.7%

0.645+13.0%
−11.6%

+1.7%
−1.3%

0.745+13.5%
−11.8%

+1.6%
−1.3%

2.188+17.0%
−13.2%

+1.3%
−0.9%

3.534+18.1%
−13.7%

+1.2%
−0.8%

7.03+19.2%
−14.3%

+1.1%
−0.8%

20.65+21.5%
−18.0%

+1.1%
−0.8%

tt̄γ 0.788+12.7%
−13.5%

+2.1%
−2.4%

2.746+14.2%
−13.5%

+1.6%
−1.9%

3.26+14.2%
−13.4%

+1.6%
−1.9%

11.77+14.5%
−12.7%

+1.2%
−1.4%

20.84+14.9%
−12.5%

+1.1%
−1.3%

45.68+14.2%
−11.7%

+1.0%
−1.2%

152.6+14.3%
−13.7%

+0.9%
−1.2%

tt̄H 0.136+3.3%
−9.1%

+2.8%
−3.2%

0.522+6.0%
−9.4%

+2.1%
−2.6%

0.631+6.3%
−9.4%

+2.0%
−2.5%

2.505+8.3%
−9.4%

+1.6%
−1.9%

4.567+8.8%
−9.2%

+1.4%
−1.7%

10.55+9.5%
−9.0%

+1.2%
−1.4%

37.56+9.9%
−9.8%

+1.0%
−1.3%

Table 3.6: NLO cross sections for tt̄V V, tt̄tt̄, tt̄V, tt̄H processes using the geometrical average scale. The first uncertainty is
given by scale variation, the second by PDFs. For final states with photons the pT (γ) > 20 GeV cut is applied. The cross
sections for the four final-state particle processes are calculated with percent accuracy, whereas for the processes with three
final-state particles with per mill.
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Figure 3.22: NLO total cross sections from 8 to 100 TeV. The error bands
include scale and PDF uncertainties (added linearly). The upper plot refers to
tt̄V processes and tt̄H production, the lower plot to tt̄V V processes and tt̄tt̄

production. For final states with photons the pT (γ) > 20 GeV cut is applied.
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Figure 3.23: Relative contribution of the gg channel to the total cross section
at LO for tt̄V, tt̄H, tt̄V V and tt̄tt̄ processes for pp collisions from 8 to 100 TeV
centre-of-mass energy. For final states with photons the pT (γ) > 20 GeV cut
is applied.

The differences in the slopes of the curves in the main panels of the plots are
also mostly due to the gluon PDF. Charged processes do not originate from
the gluon–gluon initial state neither at LO nor at NLO. For this reason, their
growth with the increasing of the energy is smaller than for the uncharged
processes. All these arguments point to the fact that, at 100 TeV collider, it
will be crucial to have NNLO QCD corrections for tt̄W±, tt̄W±γ and tt̄W±Z
processes, if precise measurements to be compared with theory will be available.
The fact that tt̄tt̄ production is the process with the rapidest growth is again
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due to percentage content of gluon–gluon-initiated channels, which is higher
than for all the other processes, see fig. 3.23. From the right plot of fig. 3.22, it
is easy also to note that the scale uncertainty of tt̄tt̄ production is larger than
for the tt̄V V processes. In this case, the difference originates from the different
powers of αs at LO; tt̄tt̄ production is of O(α4

s) whereas tt̄V V processes are of
O(α2

sα
2).

3.2.2 Differential distributions at 100 TeV
Based on the previous section, we now focus on results for the tt̄V processes

at 100 TeV. We keep the parameter and scale settings from the 13 TeV analysis
with the only difference that the photons are required to have a transverse
momentum larger than 50 GeV (pT (γ) > 50GeV). As a first step, we show for
all the tt̄V processes the dependence of the NLO total cross sections on the
variation of the renormalisation and factorisation scales µr and µf in analogy
to the fig. 3.2 of the 13 TeV. This dependence, which is shown in fig. 3.24, is
now monotone over this broad range for all scale choices. This is due to the
qg initial states, which give a very large contribution and appear only at NLO.
Consequently, no renormalisation and stabilisation of the µr is present for the
numerically dominant contribution.
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Figure 3.24: Comparison of the NLO scale dependence in the interval µc/8 <
µ < 8µc for the three different choices of the central value µc: µg, µa, mt.

In table table 3.7 we list LO and NLO cross sections, with PDF and
scale uncertainties, and K-factors for the central values. As expected, the
scale dependence is strongly reduced from LO to NLO predictions. K-factors
are very similar and close to 1, with the exception of tt̄W± production. For
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100 TeV σ[pb] tt̄H tt̄Z

NLO 37.56+9.9%
−9.8%

+1.0%
−1.3% 64.07+10.8%

−10.9%
+0.9%
−1.2%

LO 34.26+25.6%
−19.6%

+0.9%
−1.6% 54.57+25.3%

−19.3%
+0.9%
−1.7%

K-factor 1.10 1.17

100 TeV σ[pb] tt̄W± tt̄γ

NLO 20.65+21.5%
−18.0%

+1.1%
−0.8% 76.68+13.3%

−12.6%
+0.9%
−1.2%

LO 9.39+34.1%
−25.1%

+0.9%
−1.4% 61.51+26.8%

−20.3%
+0.9%
−1.7%

K-factor 2.20 1.25

Table 3.7: NLO and LO cross sections for tt̄V processes and tt̄H production
for µ = µg. The first uncertainty is given by the scale variation within µg/2 <
µf , µr < 2µg, the second one by PDFs (MSTW2008). The minimum photon
pT is set to 50 GeV. The relative statistical integration error is equal or smaller
than one permille.

this process, which at LO only includes qq̄ initial states, the opening of gq
channels in the initial state has a huge effect. Similar effects may be expected
at NNLO, i.e., the first perturbative order including the gg initial state. We
further focus on differential distributions and we discuss their dependence on
the scale variation as well as on the definition of the scales. For all the processes
we analysed the distribution of the invariant mass of the top-quark pair and
the pT and the rapidity of the (anti)top quark, of the top-quark pair and of the
vector or scalar boson. We keep the same format as for the 13 TeV distributions.

We start with fig. 3.25, which shows the distributions for the invariant
mass of the top-quark pair (m(tt̄)) for the four production processes. We deduce
similar conclusion for the scale uncertainties and behaviour with the 13 TeV
distributions. However, at 100 TeV theK−factor for the (m(tt̄)) distribution in
tt̄W± production is not flat, independently of the scale definition employed, as
can be seen in fig. 3.25. This effect is induced by the qg(q̄g) initial states, which
have at 100 TeV a relative large PDF luminosity also for high values ofm(tt̄) and
especially t-channel-like diagrams for the top-quark pair, at variance with LO
qq̄′ production. In fig. 3.26 we display for the same observable cumulative plots,
i.e., we plot the dependence of the total cross sections on the cut m(tt̄) > mcut

by varyingmcut. We can notice that at very high values ofmcut the luminosities
of the qg(q̄g) initial states are not the dominant ones, for example the K-factor
of tt̄W± decreases accordingly. For cumulative distributions we show in the
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Figure 3.25: Differential distributions for the invariant mass of top-quark pair,
m(tt̄) at 100 TeV. The format of the plots is described in detail in the text.

plots only results obtained by using µg as central scale. After the m(tt̄),
we show the pT (tt̄) distributions, where we observe the same, but much more
enhanced, behaviour for the NLO corrections as for the 13 TeV case. The K-
factors become giant at the tails of the distributions already in a phase space
region, which will be accurately reached experimentally at an 100 TeV collider.
We show this effect in both the cumulative (fig. 3.27) and the differential
distributions (fig. 3.28). For further verification of our conclusions for the 13
TeV kinematics (fig. 3.5), we show explicitly the kinematical behaviour of the
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Figure 3.26: Cumulative distributions for the invariant mass of top-quark pair,
m(tt̄) at 100 TeV. The format of the plots is described in detail in the text.
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Figure 3.27: Cumulative distributions for the pT of top-quark pair, pT (tt̄) at
100 TeV. The format of the plots is described in detail in the text.
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Figure 3.28: Differential distributions for the pT of top-quark pair, pT (tt̄) at
100 TeV. The format of the plots is described in detail in the text.

tt̄W±j process at 100 TeV. In fig. 3.29 we show these additional proofs for
the argument discussed so far. We plot relevant distributions for the tt̄W±j
production. One can see that the W and the jet tend to be collinear, especially
for large pT (tt̄), and that theW is typically soft. In fig. 3.30 we summarise the
most important features of the tt̄W±(j) cross section as a function of the pT (tt̄)

as obtained from different calculations and orders. Comparing this figure with
the figure 3.6 of 13TeV, we see a similar behavour, with the difference that now
the tt̄W±j@NLO (green dashed), which opens up the gg channel provides a
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Figure 3.29: Relevant distributions for tt̄W±j production, where the fixed scale
µ = mt has been used. Black lines are without cuts, red and blue lines are with
cuts.
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Figure 3.30: Comparison at 100 TeV between differential distribution of the tt̄
transverse momentum in tt̄W±. The format of the plot is as in fig. 3.6.
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100 TeV σ[pb] tt̄Hj tt̄Zj tt̄W±j

NLO 19.42+0.7%
−4.9%

+1.0%
−1.2% 32.38+2.4%

−7.4%
+0.9%
−1.1% 17.16+14.9%

−13.7%
+0.7%
−0.6%

LO 27.02+39.3%
−26.4%

+1.1%
−1.6% 39.81+39.8%

−26.7%
+1.1%
−1.6% 15.67+37.7%

−25.5%
+0.5%
−1.1%

K-factor 0.72 0.81 1.10

Table 3.8: Cross sections with pT (j) > 100 GeV. The renormalisation and
factorisation scales are set to µg of tt̄V . The (N)LO cross sections are calculated
with (N)LO PDFs, the relative statistical integration error is equal or smaller
than one permil.

positive non-negligible flat correction to the tt̄W±@NLO (red solid). This is
due to the fact that at 100 TeV, the gg luminosity is larger than at 13 TeV.
Finally, we provide in table 3.8 the total cross sections at LO and NLO accuracy
for tt̄W±j, as well as tt̄Zj and tt̄Hj production, with a cut pT (j) > 100 GeV
(for these results the LO cross sections are calculated with LO PDFs and the
corresponding αs). We close this 100 TeV study, by calculating the asymmetry
of equation 3.3 for all the tt̄V processes, which we show in table 3.9. All the

100 TeV Ac [%] tt̄W± tt̄γ

LO - (−0.70± 0.05)+0.04
−0.04

+0.03
−0.02

NLO (1.3± 0.1)+0.23
−0.16

+0.05
−0.03 (−0.45± 0.04)+0.05

−0.04
+0.01
−0.02

100 TeV Ac [%] tt̄H tt̄Z

LO - (0.03± 0.05)+0.001
−0.004

+0.003
−0.01

NLO (0.17± 0.01)+0.06
−0.04

+0.01
−0.01 (0.22± 0.04)+0.06

−0.04
+0.01
−0.01

Table 3.9: NLO and LO central asymmetries for tt̄V -type processes and tt̄H

production at 100 TeV for µ = µg. The first uncertainty is due to the lim-
ited integration statistics. The second and third uncertainties reflect the scale
variation within µg/2 < µf , µr < 2µg, and the PDFs.

asymmetries are reduced in comparison to the 13 TeV ones, due to the large
symmetric gg luminosity. The NLO QCD corrections decrease the asymmetry
by ∼ 40% in tt̄γ production. Only in the tt̄W± process the asymmetry remains
to be of the order of ∼ 1%, due to the absence of the gg channel even at NLO.
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3.3 Analyses of tt̄H signatures
In this section we provide numerical results for the contributions of signal

and irreducible background processes to two different classes of tt̄H signatures
at the LHC. In section 3.3.1 we consider a signature involving two isolated
photons emerging from the decay of the Higgs boson into photons, H → γγ.
In section 3.3.2 we analyse three different signatures involving two or more
leptons, where tt̄H production can contribute via the H → ZZ∗, H → WW ∗

and H → τ+τ− decays. We perform both the analyses at 13 TeV and we
adopt the cuts of [145].30 The preselection cuts, which are common for both
the analyses, are:

pT (e) > 7GeV , |η(e) < 2.5| , pT (µ) > 5GeV , |η(µ)| < 2.4 ,

|η(γ)| < 2.5 , pT (j) > 25GeV , |η(j)| < 2.4 , (3.7)

where jets are clustered via anti-kT algorithm [161] with the distance parameter
R = 0.5. Event by event, only particles satisfying the preselection cuts in eq.3.7
are considered and, for each jet j and lepton `, if ∆R(j, `) < 0.5 the lepton `
is clustered into the jet j. With the symbol `, unless otherwise specified, we
always refer to electrons(positrons) and (anti)muons, not to τ (anti)leptons.

All the simulations for the signal and the background processes have
been performed at NLO QCD accuracy matched with parton shower effects
(NLO + PS). Events are generated via MadGraph5_aMC@NLO, parton
shower and hadronization effects are realised in Pythia8 [45], and jets are
clustered via FastJet [162].31 Unless differently specified, decays of the heavy
states, including τ leptons, are performed in Pythia8. In the showering, only
QCD effects have been included; QED and purely weak effects are not in-
cluded. Furthermore, multi-parton interaction and underlying event effects are
not taken into account.

In order to discuss NLO effects at the analysis level, in the following we will
also report results for events generated at LO accuracy including shower and
hadronization effects (LO + PS). As done for the fixed-order studies in section
3.1, LO + PS and NLO + PS central values are evaluated at µf = µr = µg and
scale uncertainties are obtained by varying independently the factorisation and
the renormalisation scale in the interval µg/2 < µf , µr < 2µg.

30In our simulation we do not take into account particle identification efficiencies and
possible misidentification effects.

31In our simulation, b-tagging is performed by looking directly at B hadrons, which we
keep stable.
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3.3.1 Signature with two photons
The present analysis focuses on the Higgs boson decaying into two pho-

tons in tt̄H production, which presents as irreducible background the tt̄γγ
production. In our simulation, top quark pairs are decayed via Madspin for
both the signal and the background, whereas the loop-induced H → γγ de-
cay is forced in Pythia8 and event weights are rescaled by the branching ratio
BR(H → γγ) = 2.28× 10−3, which is taken from [163].

13 TeV σ[fb] tt̄H × BR(H → γγ) tt̄γγ

NLO 1.191+6.0%
−9.4%

+2.1%
−2.6% 1.466+8.7%

−11.0%
+1.6%
−1.8%

LO 1.087+35.5%
−24.2%

+2.0%
−2.1% 1.340+37.0%

−24.8%
+1.7%
−1.8%

K 1.10 1.09

13 TeV σ[fb] tt̄H(H → γγ) tt̄γγ

NLO+PS 0.194+5.9%
−9.3%

+2.0%
−2.6% ± 0.002 0.374+11.4%

−12.2%
+1.5%
−1.7% ± 0.004

LO+PS 0.172+35.2%
−24.1%

+2.0%
−2.2% ± 0.001 0.310+36.4%

−24.5%
+1.7%
−1.8% ± 0.002

KPS 1.13± 0.01 1.21± 0.01

Table 3.10: NLO and LO cross sections for tt̄H(H → γγ), tt̄γγ processes at
13 TeV. The first uncertainty is given by scale variation, the second by PDFs.
The assigned error is the statistical Monte Carlo uncertainty.

In this analysis, at least two jets are required and one of them has to be
b-tagged. In addition, the following cuts are applied:

100GeV < m(γ1γ2) < 180GeV , pT (γ1) >
m(γ1γ2)

2
, pT (γ2) > 25GeV ,

∆R(γ1, γ2), ∆R(γ1,2, j) > 0.4 , ∆R(γ1,2, `) > 0.4 , pT (`1) > 20GeV ,

(3.8)

and an additional cut
∆R(`i, `j) > 0.4 (3.9)

is applied if leptons are more than one. With γ1 and γ2 we respectively denote
the hard and the soft photon, analogously `1 indicates the hardest lepton. Cuts
on lepton(s) imply that the fully and semileptonic decays of the top-quark pair
are selected.
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Figure 3.31: Differential distributions for signal and background processes for
the diphoton analysis.

Results at LO+PS and NLO+PS accuracy are listed in table 3.10 for the
signal and the tt̄γγ background. Also, we display fixed order results (LO, NLO)
at production level only, without including top decays, shower and hadroniza-
tion effects. In order to be as close as possible to the analyses level, we apply
the cuts in eqs. 3.7 and 3.8 that involve only photons. Thus, the difference
between LO and NLO results of tt̄γγ in tables 3.5 and 3.10 are solely due to
these cuts.

In table 3.10, we show globalK-factors both at fixed order (K := NLO/LO)
and including decays, shower and hadronization effects, and all the cuts em-
ployed in the analysis (KPS := NLO + PS/LO + PS). Comparing KPS and K
it is possible to directly quantify the difference between a complete NLO sim-
ulation (KPS) and the simulation typically performed at experimental level,
i.e., a LO + PS simulation rescaled by a K-factor from production only (K).
As shown in table 3.10, e.g., the second approach would underestimate the pre-
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diction for tt̄γγ production with respect to a complete NLO + PS simulation.
This difference is not of particular relevance at the level of discovery, which
mostly relies on an identification of a peak in the m(γ1γ2) (see also fig. 3.31),
but could be important in the determination of signal rates and in the extrac-
tion of Higgs couplings. Conversely, the difference between K and KPS is much
smaller for the signal.

In fig. 3.31 we show representative differential distributions at NLO + PS

accuracy for the signal (red) and background (black) processes. In the two
insets we display the differential K-factor for the signal (KPS

tt̄H) and the back-
ground (KPS

tt̄γγ) using the same layout and conventions adopted in the plots
of section 3.1. In particular, we plot the invariant mass of the two photons
(m(γ1γ2)) their distance (∆R(γ1, γ2)) and the transverse momentum of the
hard (pT (γ1)) and the soft (pT (γ2)) photon. We note that predictions for key
discriminating observables, such as the ∆R(γ1, γ2) and pT (γ2) are in good the-
oretical control.

3.3.2 Signatures with leptons
This analysis involves three different signatures and signal regions that

includes two or more leptons and it is specifically designed for tt̄H production
with subsequent H → ZZ∗, H → WW ∗ and H → τ+τ− decays. In the
simulation, all the decays of the massive particles are performed in Pythia8.
In the case of the signal processes, the Higgs boson is forced to decay to the
specific final state (H → ZZ∗, H → WW ∗ or H → τ+τ−) and event weights
are rescaled by the corresponding branching ratios, which are taken from [163]:
BR(H → WW ∗) = 2.15 × 10−1, BR(H → ZZ∗) = 2.64 × 10−2, BR(H →
τ+τ−) = 6.32 × 10−2. The isolation of leptons from the hadronic activity is
performed by directly selecting only prompt leptons in the analyses, i.e., only
leptons emerging from Z, W or from τ leptons which emerge from Z, W or
Higgs bosons.32

We consider as irreducible background the contribution from tt̄W±, tt̄Z/γ∗,
tt̄W+W−, tt̄ZZ, tt̄W±Z and tt̄tt̄ production.33 Precisely, with the notation
tt̄Z/γ∗ we mean the full process tt̄`+`−(` = e, µ, τ), where Z and photon propa-
gators, from which the `+`− pair emerges, can both go off-shell and interfere.34

32We observed that applying hadronic isolation cuts as done in [145] we obtain results with
at most 10% difference with those presented here by selecting prompt leptons. K-factors are
independent of the application of hadronic isolation cuts.

33In principle also tt̄Wγ and tt̄Zγ production can contribute to the signatures specified in
the following. However, they are a small fraction of tt̄W and tt̄Z production and indeed are
not taken into account in the analyses of [145].

34To this purpose, we excluded Higgs boson propagators in order to avoid a double count
of the tt̄H(H → τ+τ−) contributions.
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All the processes, with the exception of tt̄Z/γ∗, have also been studied at
fixed-order accuracy in section 3.1.

In the analyses the following common cuts are applied in order to select
at least two leptons

m(`1`2) > 12 , ∆R(`i, `j) > 0.4 . (3.10)

Then, the three signatures and the corresponding signal regions are defined as
described in the following:
• Signal region one (SR1): two same-sign leptons
Exactly two same-sign leptons with with pT (`) > 20 GeV are requested. The
event is selected if it includes at least four jets with one or more of them that
are b-tagged. Furthermore it is required that pT (`1)+pT (`2)+Emiss

T > 100GeV
and, for the dielectron events, |m(e±e±)−mZ | > 10 GeV and Emiss

T > 30 GeV,
in order to suppress background from electron sign misidentification in Z boson
decays.
• Signal region two (SR2): three leptons
Exactly three leptons with pT (`1) > 20 GeV, pT (`2) > 10 GeV, pT (`3 = e(µ)) >

7(5) GeV are requested. The event is selected if it includes at least two jets
with one or more of them that are b-tagged. For a Z boson background sup-
pression, events with an opposite-sign same-flavour lepton pair are required to
have |m(`+`−)−mZ | > 10 GeV. Also, for this kind of events if the number of
jets is equal or less than three, the cut Emiss

T > 80 GeV is applied.
• Signal region three (SR3): four leptons
Exactly four leptons with pT (`1) > 20 GeV, pT (`2) > 10 GeV, pT (`3,4 =

e(µ)) > 7(5) GeV are requested. The event is selected if it includes at least
two jets with one or more of them that are b-tagged. Also here, for a Z boson
background suppression, events with an opposite-sign same-flavor lepton pair
are required to have |m(`+`−)−mZ | > 10 GeV.

For both signal and background processes, results at LO + PS and NLO + PS

accuracy as well as KPS-factors are listed in table 3.11 for the three signal re-
gions. Also, for each process we display the value of the global K-factor (listed
also in section 3.1), which does not take into account shower effects, cuts and
decays. A posteriori, we observe that in these analyses the K-factors are al-
most insensitive of shower effects and the applied cuts. This is evident from a
comparison of the values of K and KPS in table 3.11, where the largest dis-
crepancy stems from the tt̄Z/γ∗ process in SR1. We also verified, with the help
of Madspin, that results in the SR3 (SR2 for tt̄W±) do not change when spin
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13 TeV σ[fb] SR1 SR2 SR3

NLO+PS 1.54(2)+5.1%
−9.0%

1.47(2)+5.2%
−9.0%

0.095(2)+7.4%
−9.7%

tt̄H(H → WW∗) LO+PS 1.401(8)+35.6%
−24.4%

1.355(8)+35.2%
−24.1%

0.0855(7)+34.9%
−24.0%

K = 1.10 KPS 1.10± 0.02 1.09± 0.02 1.11± 0.02

NLO+PS 0.0437(4)+5.5%
−9.2%

0.119(2)+6.3%
−9.6%

0.0170(3)+5.0%
−8.5%

tt̄H(H → ZZ∗) LO+PS 0.0404(2)+36.1%
−24.6%

0.1092(8)+35.3%
−24.2%

0.0152(1)+34.7%
−23.9%

K = 1.10 KPS 1.08± 0.01 1.09± 0.02 1.12± 0.02

NLO+PS 0.563(7)+4.6%
−8.8%

0.669(8)+6.0%
−9.4%

0.0494(7)+7.1%
−9.9%

tt̄H(H → τ+τ−) LO+PS 0.513(3)+35.9%
−24.5%

0.611(3)+35.4%
−24.2%

0.0438(3)+35.1%
−24.1%

K = 1.10 KPS 1.10± 0.02 1.10± 0.01 1.13± 0.02

NLO+PS 5.77(7)+15.1%
−12.7%

2.44(1)+13.1%
−11.6%

-

tt̄W± LO+PS 4.57(3)+27.7%
−20.2%

1.989(7)+27.5%
−20.0%

-

K = 1.22 KPS 1.26± 0.02 1.23± 0.01 -

NLO+PS 1.61(2)+7.7%
−10.5%

2.70(3)+9.0%
−11.2%

0.280(3)+9.8%
−11.0%

tt̄Z/γ∗ LO+PS 1.422(8)+36.8%
−24.9%

2.21(1)+36.4%
−24.7%

0.221(1)+35.8%
−24.4%

K = 1.23 KPS 1.13± 0.02 1.23± 0.01 1.27± 0.01

NLO+PS 0.288(3)+8.0%
−11.1%

0.201(3)+7.4%
−10.7%

0.0116(2)+6.9%
−10.2%

tt̄W+W− LO+PS 0.260(1)+38.4%
−25.5%

0.181(1)+38.0%
−25.3%

0.01073(8)+37.7%
−25.1%

K = 1.10 KPS 1.11± 0.01 1.11± 0.01 1.08± 0.02

NLO+PS 0.340(4)+27.5%
−25.8%

0.211(3)+27.4%
−25.6%

0.0110(2)+27.0%
−25.5%

tt̄tt̄ LO+PS 0.271(1)+80.9%
−41.5%

0.166(1)+80.3%
−41.4%

0.00871(7)+79.8%
−41.2%

K = 1.22 KPS 1.26± 0.02 1.27± 0.02 1.26± 0.03

13 TeV σ[ab] SR1 SR2 SR3

NLO+PS 9.60(6)+3.5%
−8.4%

5.02(4)+3.7%
−8.3%

0.249(9)+7.2%
−9.6%

tt̄ZZ LO+PS 9.71(2)+36.3%
−24.5%

5.08(2)+35.9%
−24.3%

0.250(4)+35.5%
−24.2%

K = 0.99 KPS 0.99± 0.01 0.99± 0.01 1.00± 0.04

NLO+PS 62.0(7)+9.0%
−10.2%

27.9(5)+9.2%
−10.3%

0.91(2)+7.2%
−9.2%

tt̄W±Z LO+PS 60.2(3)+32.2%
−22.6%

26.4(2)+32.0%
−22.5%

0.893(9)+31.9%
−22.4%

K = 1.06 KPS 1.03± 0.01 1.06± 0.02 1.02± 0.02

Table 3.11: NLO and LO cross sections for signal and background processes for
tt̄H to multileptons at 13 TeV. The assigned error is the statistical Monte Carlo
uncertainty. The uncertainty is given by scale variation. The PDF uncertainties
in all processes are of the order of ∼ 2% except the tt̄tt̄ production, where they
are at ∼ 5%.
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correlation effects are taken into account in the decays.35. It is important to
note that, a priori, with different cuts and/or at different energies, K and KPS

could be in principle different and spin correlation effects may be not negligible.
Thus, a genuine NLO+PS simulation is always preferable.

3.4 Summary
In this chapter we have presented a thorough study at NLO QCD accu-

racy for tt̄V and tt̄V V processes as well as for tt̄H and tt̄tt̄ production within
the same computational framework and using the same input parameters. In
the case of tt̄V V processes, with the exception of tt̄γγ production, NLO cross
sections have been studied for the first time here. Moreover, we have performed
a complete analysis with realistic selection cuts on final states at NLO QCD
accuracy including the matching to parton shower and decays, for both signal
and background processes relevant for searches at the LHC for the tt̄H produc-
tion. Specifically, we have considered the cases where the Higgs boson decays
either into leptons, where tt̄V and tt̄V V processes and tt̄tt̄ production provide
backgrounds, or into two photons giving the same signature as tt̄γγ production.

We have investigated the behaviour of fixed order NLO QCD corrections
for several distributions and we have analysed their dependence on (the def-
inition of) the renormalisation and factorisation scales. We have found that
QCD corrections on key distributions cannot be described by overall K-factors.
However, dynamical scales in general, even though not always, reduce the de-
pendence of the corrections on kinematic variables and thus lead to flatter
K-factors. In addition, our study shows that while it is not possible to identify
a “best scale” choice for all processes and/or differential distributions in tt̄V

and tt̄V V , such processes present similar features and can be studied together.
For all the processes considered, NLO QCD corrections are in general necessary
in order to provide precise and reliable predictions at the LHC. In particular
cases they are also essential for a realistic phenomenological description. No-
table examples discussed in the text are, e.g., the giant corrections in the tails
of pT (tt̄) distributions for tt̄V processes and the large decrement of the top-
quark central asymmetry for tt̄γ production. In the case of future (hadron)
colliders also inclusive cross sections receive sizeable corrections, which lead,
e.g., to K-factors larger than two at 100 TeV for tt̄V and tt̄V V processes with
a charged final state. Differences between a 13 and 100 TeV collider are pointed

35SR2 and especially SR1 involves a rich combinatoric of leptonic and hadronic Z, W and
τ decays, which render the simulation with spin-correlation non-trivial. However, we checked
also here for representative cases that spin-correlation effects do not sensitively alter the
results.
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out at the total cross section scale dependence and at differential level, for the
tt̄V processes.

In the searches at the LHC for the tt̄H production with the Higgs boson de-
caying either into leptons or photons, NLO QCD corrections are important for
precise predictions of the signal and the background. We have explicitly studied
the sensitivity of NLO+PS QCD corrections on experimental cuts by compar-
ing genuine NLO+PS QCD predictions with LO+PS predictions rescaled by
global K-factors from the fixed order calculations without cuts. A posteriori,
we have verified that these two approximations give compatible results for anal-
yses at the 13 TeV Run-II of the LHC with the cuts specified in the text. A
priori, this feature is not guaranteed for analyses with different cuts and/or at
different energies. In general, a complete NLO+PS prediction for both signal
and background processes is more reliable an thus preferable for any kind of
simulation.

Having established the necessity of the NLO accuracy for these processes,
we proceed to the next chapter on an EFT analysis, focusing on the tt̄γ and
tt̄Z processes. Since the EFT is a framework for non resonant BSM searches,
it focuses on deviations in the shapes of differential distributions rather than
resonant peaks. For this reason NLO accuracy is necessary also there, in order
to compare in detail the obtained distributions with respect to the SM ones.
The improvement of the EFT approach due to NLO corrections will be shown
explicitly in the following chapter.



4 | Probing the neutral top-quark
couplings in the EFT

The tt̄V processes, which are studied in detail in the previous chapter, are
particularly interesting, as they provide the first probe of the neutral couplings
of the top quark to the electroweak gauge bosons, which were not accessible at
the Tevatron due to their high production thresholds. Therefore these channels
could give important information about the top quark, which are complemen-
tary to top-pair and single-top production measurements as well as the top
decay measurements. Measurements of tt̄γ have been performed at the Teva-
tron by CDF [164], and at the LHC by CMS [165] and by ATLAS [166]. Results
for tt̄Z and tt̄W by CMS appear in [167,168] and by ATLAS in [169].

With Run-II of the LHC, more and more precise measurements in the top-
quark sector can be expected. In this respect, theoretical predictions match-
ing the foreseeable precision of the experimental determinations are required
to extract correct and useful information about deviations in the top-quark
sector. For this reason, recently fully differential NLO QCD corrections to
top-quark processes within the top quark EFT have started to become avail-
able, for example for the top-decay processes including the main decay channel
and the flavor-changing channels [170,171], and for single-top production trig-
gered by flavor-changing neutral interactions of the top [172]. More recently,
the two main production channels in the SM, top-quark pair production and
single top production, have also become available at dimension-six at NLO
in QCD [173, 174]. QCD corrections are found to have nontrivial impact on
SMEFT analyses [174].

In this chapter, we pursue this line of research further. We provide NLO
QCD predictions for the tt̄Z and tt̄γ channels at the LHC and tt̄ production
at the ILC, including the full set of dimension-six operators that parametrise
the interactions between the top-quark and the SM gauge bosons. Note that
results for pp → tt̄γ at NLO appear here for the first time, while pp → tt̄Z

and e+e− → tt̄ have been calculated at NLO in QCD in Refs. [175,176] in the
anomalous coupling approach, albeit with the omission of the chromomagnetic
dipole operator. As we will see, this operator gives a very important contribu-
tion to both the tt̄Z and tt̄γ processes. In addition, we also present results for
the top-loop induced HZ production, which involves the same operators. An
important feature of our approach is that NLO predictions matched to the par-
ton shower (PS) are provided in an automatic way. Our results are important
not only because predictions are improved in accuracy and in precision, but
also because NLO results can be used directly in an experimental simulation,
allowing for a more dedicated investigation of all the features of any poten-
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tial deviations, with possibly optimised selections and improved sensitivities to
probe EFT signals.

This chapter is organised as follows. In section 4.1, we present the rele-
vant dimension-six operators. In section 4.2, we present our calculation setup.
Results for the tt̄Z, tt̄γ, gg → HZ processes at the LHC and tt̄ production
at the ILC are given in sections 4.3-4.5, followed by a discussion about the-
oretical uncertainties in section 4.6. In section 4.7, we discuss the sensitivity
of the various processes on the operators in light of the corresponding LHC
measurements. We draw our conclusions and discuss the outlook in section
4.8.

The results of this chapter have been published and are available at [8].
They are obtained in collaboration with O. Bessidskaia Bylund, F. Maltoni, E.
Vryonidou and C. Zhang.

4.1 Effective operators
In an EFT approach, SM deviations are described by higher-dimensional

operators. Up to dimension-six, we consider the following operators [66,177]:

O
(3)
ϕQ = i

1

2
y2
t

(
ϕ†
←→
D I
µϕ
)

(Q̄γµτ IQ) (4.1)

O
(1)
ϕQ = i

1

2
y2
t

(
ϕ†
←→
D µϕ

)
(Q̄γµQ) (4.2)

Oϕt = i
1

2
y2
t

(
ϕ†
←→
D µϕ

)
(t̄γµt) (4.3)

OtW = ytgw(Q̄σµντ It)ϕ̃W I
µν (4.4)

OtB = ytgY (Q̄σµνt)ϕ̃Bµν (4.5)

OtG = ytgs(Q̄σ
µνTAt)ϕ̃GAµν , (4.6)

where Q is the third generation left-handed quark doublet, ϕ is the Higgs field,
gW , gY and gs are the SM gauge coupling constants, yt is the top-Yukawa
coupling, defined by yt =

√
2mt/v where v is the Higgs vacuum expectation

value and mt is the pole mass (and so yt does not run). At lowest order
in perturbation expansion, the Lagrangian is modified by these operators as
follows:

∆L =
∑

i

Ci
Λ2
Oi + h.c. (4.7)

Note that the Hermitian conjugate of each operator is added.
The above operators form a complete set that parameterises the top-quark

couplings to the gluon and the electroweak gauge bosons of the SM, which could
contribute at O(Λ−2). In this chapter, we focus on their contributions to top
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Figure 4.1: Example Feyman diagram for tt̄Z and tt̄γ production. The oper-
ators we consider can enter the gtt̄ vertex (OtG), the tt̄γ vertex (OtW , OtB) or
the tt̄Z vertex (Oφt, O

(3)
φQ, O

(1)
φQ, OtW , OtB).

production processes at colliders calculated at NLO in QCD. The first three
operators are tree-level generated current-current operators. They modify the
vector and axial-vector coupling of the top quark to the electroweak gauge
bosons. The other three are dipole operators, that are more likely to be loop
induced. OtW and OtB give rise to electroweak dipole moments, and OtG is the
chromomagnetic dipole operator, relevant for the interaction of the top quark
with gluons. Up to order Λ−2, the cross sections and differential observables
considered in this chapter do not receive CP-odd contributions, so in the fol-
lowing we assume the coefficients of OtW,tB,tG to be real. The three current
operators are Hermitian so their coefficients are always real. The operators
enter the vertices are marked out on the example Feynman diagram for the
tt̄Z, tt̄γ processes in Fig. 4.1.

A complete study of the processes considered here involve more opera-
tors at dimension-six. For example, four-fermion operators featuring top-quark
pairs will also contribute to these processes. They are the same set of seven
operators that contribute to top pair production as discussed in [178,179]. Ad-
ditional four-fermion operators could enter and modify the tt̄Z vertex through
loops. In this chapter, we will not consider this kind of operators, postponing
this to future studies. Operators involving the gauge bosons and light quarks
could in principle contribute to these processes, but as they receive stringent
constraints from precision observables, we consider their effect to these pro-
cesses to be negligible compared to the top operators. Another operator that
contributes to the tt̄Z/tt̄γ processes is OG, which would enter by modifying the
gluon self-interactions. As this is not a top-quark operator, we will not consider
it further here, assuming also that its contribution is sufficiently suppressed due
to constraints from the accurately measured tt̄ and dijet cross sections.

In our approach, we also take into account an additional operator, Oϕb
(identical to Oϕt with b replacing t), which does not involve a top quark, but
does contribute to, for example, NLO tt̄Z production through a bottom loop or
b−quarks in the initial state as well as HZ production in gluon fusion through
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the bottom loops. We include it in this study mainly as an option to cancel
the ggZ chiral anomaly induced by modifications to the ttZ interaction.

Various constraints can be placed on the Wilson coefficients of the top
quark operators of Eqs. (4.1-4.6) both from direct measurements and from
electroweak precision measurements. For Λ = 1 TeV, at 95% confidence level,
CtG is constrained from top pair production to be within the range [-0.77,0.4] in
Ref. [180], and in Ref. [173] [-0.56,0.41] at leading order (LO) and [-0.42,0.30] at
NLO. CtW is constrained from W helicity fractions in top-decay measurements
and single top production, to be in the interval [-0.15,1.9] [181]. The Z → bb̄

decay constrains the sum of C(3)
φQ + C

(1)
φQ to be [-0.026, 0.059] [182]. The other

three operator coefficients, C(3)
φQ−C

(1)
φQ, Cφt and CtB receive indirect constraints

from precision electroweak data, which lead to the following limits [182,183]:

C
(3)
φQ − C

(1)
φQ : [−3.4, 7.5]

Cφt : [−2.5, 7]

CtB : [−16, 43] .

Note that indirect bounds should be interpreted carefully. The presented
bounds here are marginalised over the S and T parameters, with all other
operator coefficients assumed to vanish. We note here that comparable limits
have been set on these operators by the recent collider based global analyses
of [184,185]. Furthermore, RG-induced limits can be found in [186].

Finally, let us stress that even though we work in the context of the
SMEFT, the NLO calculations presented in this chapter can be directly used
in analyses employing an anomalous couplings parametrisation, under the con-
dition that CtG = 0 is assumed at all scales. In this case, operators do not mix
under RG flow, and they only contribute via anomalous couplings in ttV , bbV
and tbW vertices, and our NLO results can be translated into the anomalous
coupling approach. The relations between the anomalous couplings and the
effective operator coefficients are given in appendix A.

4.2 Calculation setup
Like in the previous chapters, our computation is performed within the

MG5_aMC framework [32], where all the elements entering the NLO com-
putations are available automatically starting from the SMEFT Lagrangian
[33,35,37,38,187,188].

Special care needs to be taken for the UV and R2 counterterms, which are
required for the virtual corrections. The R2 terms are obtained automatically
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through the NLOCT package [187], and have been checked against analyti-
cal calculations. The UV counterterms depend on the renormalisation scheme.
For the SM part, we use MS with five-flavor running of αs with the top-quark
subtracted at zero momentum transfer. The bottom quark mass is neglected
throughout. Masses and wave-functions are renormalised on shell. The oper-
ator OtG gives additional contributions to the top-quark and gluon fields, as
well as αs renormalisation [173]. The operator coefficients are subtracted with
the MS scheme. They are renormalised by

C0
i → ZijCj =

(
1 +

1

2
Γ(1 + ε)(4π)ε

1

εUV
γ

)

ij

Cj , (4.8)

where the anomalous dimension matrix γ has non-zero components for the
dipole operators OtG, OtW , and OtB . The anomalous dimensions for these
three operators are [171,189–191]

γ =
2αs
π




1
6 0 0
1
3

1
3 0

5
9 0 1

3


 . (4.9)

The other operators do not have an anomalous dimension at order O(αs) due to
current conservation. Results in this chapter are presented in terms of operators
defined at the renormalisation scale, which we take as mt for pp → tt̄V and
e+e− → tt̄, and mH for pp → HZ. If the operator coefficients are known at
the new physics scale Λ, the above anomalous dimension matrix can be used
to evolve them down to the renormalisation scale, to resum the large log Λ/mt

terms. Hence results presented in this chapter are free of such large log terms.
Operators that modify the ttZ axial coupling may induce a chiral anomaly

in the ggZ three point function, which has an effect in tt̄Z and gg → HZ

production. The cancellation of the anomaly depends on the details of the
underlying model. To cancel this anomaly within the EFT framework, one
option is to include the operator Oφb, which modifies the bbZ coupling, and
require

Cφb = 2C
(1)
φQ − Cφt (4.10)

so that the change in ttZ and bbZ vertices cancel each other in the ggZ function.
In this chapter, we keep this anomaly in the calculation, and take the point of
view of [192], i.e. the chiral anomaly in an effective theory is allowed, provided
the corresponding gauge boson is massive. We have checked that, in either
case, the numerical effect is negligible.

As a cross-check of our implementation we have compared our (LO) results
with those presented in Ref. [176], and have found agreement.
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4.3 Results for tt̄Z, tt̄γ and tt̄µ+µ−

4.3.1 Inclusive results
In this section, we consider the inclusive tt̄Z, tt̄γ and tt̄l+l−cross sections

including the dimension-six operators. The tt̄l+l− cross section includes the
contribution of off-shell photons and the interference of tt̄Z and tt̄γ∗. In fact,
this is the process that is experimentally accessible at the LHC, though the
difference between tt̄l+l− and tt̄Z with leptonic Z decay is small for a lepton
pair invariant mass close to the Z boson mass.

We work up to O(Λ−2), generating Feynman diagrams with at most one
effective vertex. The cross section can then be expressed in the form:

σ = σSM +
∑

i

Ci
(Λ/1TeV)2

σ
(1)
i +

∑

i≤j

CiCj
(Λ/1TeV)4

σ
(2)
ij , (4.11)

with the sum running over all operators in Eqs. (4.1-4.6). Here σ(1)
i is the cross

section of the interference of diagrams with one EFT vertex with diagrams from
the SM. The cross section σ(2)

ij , corresponds to the interference of two diagrams
with one EFT vertex each or the squares of the amplitudes with one effective
vertex for i = j.

Our implementation allows the extraction of the O(Λ−2) contribution σ(1)
i

as well as the O(Λ−4) contribution σ
(2)
ij . While the latter is formally higher-

order with respect to the O(Λ−2) accuracy of our computation in the SMEFT,
it is important for several reasons. First, as this term is of higher-order one
can decide to include it without changing the accuracy of the prediction of
the central value. Arguments in favour of this approach in the SMEFT have
been put forward, see e.g. [193, 194]. Finally, the O(Λ−4) terms are useful to
associate an uncertainty to missing higher-orders in the EFT expansion. For
these reasons, we quote results for σ(2)

ii (i.e. the squared contribution from Oi),
to either improve the central value predictions or to (partly) assess the size
of the theoretical uncertainties associated to the contribution of O(Λ−4) and
higher terms.

In this context, we point out that the relative size of σ(2)
ii with respect to

σ
(1)
i cannot be used to infer the breaking down of the EFT expansion which

even in the case where σ(2)
ii � σ

(1)
i could still be valid. One reason is that σ(1)

i is
an interference term and various cancellations could occur accidentally. We will
see this is indeed the case for several operators in tt̄V production. On the other
hand, the EFT expansion in E2/Λ2 could still be well-behaved, or at least can
be controlled by applying kinematic cuts on the total energy E of the process.
In this respect, as we were mentioning above, a legitimate and motivated way to
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proceed is to always include both interference and squared contributions, and
separately estimate the theoretical error due to missing dimension-eight opera-
tors. Another interesting possibility is in the presence of “strong interactions",
i.e. when C2

i
E4

Λ4 > Ci
E2

Λ2 > 1 > E2

Λ2 . In this case, the squared contribution
dominates over the interference one, without invalidating the E2/Λ2 expan-
sion, which is parametrically independent of the size of the coefficients. In a
phenomenological analysis and in a global fit, all such cases should be always
kept in mind and carefully analysed on the basis of the resulting bounds on
the Ci’s. As the main goal of this chapter is to present a framework to per-
form calculations in the SMEFT at NLO accuracy and study the results for
the neutral top interactions, we do not discuss any further the issue related to
the size of the coefficients and the validity conditions of the EFT itself. On
the other hand, we stress that our implementation/framework can provide the
elements necessary to make a detailed study. For example, we present the full
results at O(Λ−2), characterised by σ(1)

i , together with σ(2)
ii as an estimation of

uncertainties due to neglecting all σ(2)
ij terms. Note that if necessary, any σ(2)

ij

term can be also computed.
In practice, to extract the values of σ(1)

i , we set one of the Ci coefficients
to ±1 and all the others to zero. Using the two values and the SM cross-section,
we can extract σ(1)

i , as well as σ(2)
ii , the contribution of the O(Λ−2) amplitudes

squared. In order to improve the statistical significance of the interference for
the operators where the interference is small, we find the value of Ci which
maximises it compared to the total cross-section and use that value for the
runs instead of Ci = ±1.

The results are obtained using the 5-flavour scheme, with the MSTW2008
[27] parton distribution functions. The input parameters are:

mt = 173.3 GeV , mZ = 91.1876 GeV , (4.12)

α−1
EW = 127.9 , GF = 1.16637× 10−5GeV−2 . (4.13)

The renormalisation and factorisation scales are fixed to µR = µF = µ = mt.
Scale variations are obtained by independently setting µR and µF to µ/2, µ
and 2µ, obtaining nine (µR, µF ) combinations. For the tt̄Z process no cuts
are applied on the final state particles and no Z or top decays are considered,
while for tt̄γ, pT (γ) > 20 GeV is required. We employ the photon isolation
criterium of Ref. [152] with a radius of 0.4. Finally, for the tt̄µ+µ− process a
cut of 10 GeV is set on the minimum invariant mass of the lepton pair.

The SM predictions at LO and NLO in QCD 36 for the processes considered
here are summarised as a reference in Table 4.1, where uncertainties from scale

36Note that the SM results for the tt̄Z process have been presented at NLO in the QCD
and electroweak coupling expansion in [41].
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variation, PDF uncertainties, and the K-factors are shown for the LHC at 8
and 13 TeV. The scale uncertainties are significantly reduced at NLO. The PDF
uncertainties are small compared to the scale uncertainties even at NLO and
therefore we will not consider them any further.

SM [fb] tt̄Z tt̄γ tt̄µ+µ−

8TeV σSM,LO 207.0+41.4%
−26.8%

+2.4%
−2.5%

604.0+38.8%
−25.6%

+2.1%
−2.2%

8.779+40.9%
−26.6%

+2.4%
−2.4%

σSM,NLO 226.5+6.7%
−11.2%

+2.8%
−3.2%

777+13.4%
−13.7%

+2.1%
−2.4%

9.827+7.7%
−11.5%

+2.6%
−2.9%

K-factor 1.09 1.29 1.12

13TeV σSM,LO 761.8+37.8%
−25.2%

+2.1%
−2.2%

1998.0+35.5%
−24.2%

+1.8%
−2.0%

31.67+37.4%
−25.1%

+2.1%
−2.2%

σSM,NLO 879+8.0%
−10.9%

+2.0%
−2.5%

2719+14.2%
−13.5%

+1.6%
−1.9%

37.51+9.1%
−11.3%

+2.0%
−2.4%

K-factor 1.15 1.36 1.18

Table 4.1: SM cross sections (in fb) for tt̄Z, tt̄γ, tt̄µ+µ− production at the
LHC at

√
s = 8 TeV and

√
s = 13 TeV. The first percentage corresponds to

scale variations and the second to PDF uncertainties.

Inclusive cross section results for tt̄Z production at the LHC at 8 and 13
TeV for the different operators are shown in Tables 4.2 and 4.3. We include the
LO and NLO results for σ(1)

i and σ(2)
ii , the corresponding K-factors, the ratio of

the dimension-six contribution over the SM and the ratio of the squaredO(Λ−4)

contributions over the O(Λ−2) one. Statistical uncertainties are not shown
unless they are comparable to the scale uncertainties. The scale uncertainties
are significantly reduced at NLO similarly to the SM predictions. We note
that the ratios over the SM are significantly less sensitive to scale variations
compared to the cross-section numbers.

In the tables, we include the O(3)
φQ operator but not O(1)

φQ. Results for
these two operators differ by a sign at O(Λ−2) and are identical at O(Λ−4).37

Similarly at O(Λ−4) the contributions of O(3)
φQ and Oφt are identical. This

can be traced back to the way the operators modify the ttZ vertex as shown in
Eq. C.1. Similarly we do not include the results for OtB , as they can be obtained
from those of OtW by multiplying by a factor of −tan2θw (and tan4 θw for the
squared contributions).

The largest contribution is given by the chromomagnetic operator both at
8 and 13 TeV, with σ

(1)
i reaching almost 40% of the SM. We find that while

O
(3)
φQ and Oφt give contributions of 6-10% of the SM for Ci = 1, OtW and

consequently OtB give extremely small contributions reaching at most the per
37This is only approximately true at the cross-section level. There is a small contribution

from the bbZ vertex which spoils the minus sign relation between the two operators. The bbZ
vertex contributes as we are working in the 5-flavour scheme. Nevertheless this contribution is
in practice numerically negligible and therefore the two operators give opposite contributions
at O(Λ−2).
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mille level. While the NLO predictions have significantly reduced theoretical
uncertainties, we find that the various ratios of cross-sections considered are
generally stable with respect to QCD corrections (apart from OtW ), and also
suffer from much smaller scale uncertainties compared to the cross-sections.
This fact can be exploited to extract information on the Wilson coefficients.
The theoretical errors due to neglecting squared operator contributions σ(2)

ii

are characterised by the last two rows in the table. The results indicate that
for coefficients of order one, neglecting squared contributions is safe for all
operators except for OtB and OtW . When placing limits, this assessment should
be done for the interval of where the limits are placed.

8TeV OtG O
(3)
φQ Oφt OtW

σ
(1)
i,LO 76.1+41.9%

−27.1%
18.6+45.2%

−28.6%
12.5+44.6%

−28.3%
0.077(8)+46.6%

−43.2%

σ
(1)
i,NLO 78.1+4.1%

−10.0%
20.8+5.6%

−11.5%
13.5+4.9%

−10.7%
−0.32(2)+39.1%

−67.3%

K-factor 1.03 1.12 1.08 -4.2

σ
(2)
ii,LO 39.9+53.6%

−31.8%
0.73(2)+45.2%

−28.8%
0.73(2)+46.3%

−28.8%
4.14+50.1%

−30.7%

σ
(2)
ii,NLO 39.8+4.7%

−9.4%
0.8(2)+5.4%

−9.1%
0.8(2)+7.4%

−8.3%
4.81+6.2%

−12.5%

σ
(1)
i,LO/σSM,LO 0.368+0.4%

−0.4%
0.0899+2.7%

−2.5%
0.0604+2.3%

−2.0%
0.00037(4)+33.6%

−42.5%

σ
(1)
i,NLO/σSM,NLO 0.345+1.3%

−2.8%
0.0918+0.6%

−1.0%
0.0595+0.8%

−2.3%
−0.0014(1)+31.4%

−56.8%

σ
(2)
ii,LO/σ

(1)
i,LO 0.524+8.2%

−6.5%
0.039(1)+0.3%

−0.5%
0.058(2)+1.2%

−0.7%
54(6)+84.7%

−29.1%

σ
(2)
ii,NLO/σ

(1)
i,NLO 0.509+1.4%

−8.4%
0.037(8)+2.7%

−4.5%
0.06(1)+3.2%

−5.9%
−15(1)+36.9%

−43.5%

Table 4.2: Cross sections (in fb) for tt̄Z production at the LHC at
√
s =

8 TeV for the different dimension-six operators. Percentages correspond to scale
uncertainties. Integration errors are shown in brackets if these are comparable
in size to the scale uncertainties.

We note here the extremely small contribution of the OtW operator, which
also leads to larger statistical uncertainties as it is currently not possible to com-
pute the interference independently of the other two contributions. In this case,
the impact of the EFT amplitude squared is much larger than its interference
with the SM. The small size of the interference is a result of various effects.
The most important reason is that the dipole interaction, σµνqν , involves the
momentum of the Z boson, and leads to a suppression because the Z tends
to be soft in tt̄Z production at the LHC. The same is true also for the tt̄γ
production, as we will see. By crossing γ and g, we have explicitly checked
that in the process gγ → tt̄g this suppression effect becomes an enhancement,
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13TeV OtG O
(3)
φQ Oφt OtW

σ
(1)
i,LO 286.7+38.2%

−25.5%
78.3+40.4%

−26.6%
51.6+40.1%

−26.4%
−0.20(3)+88.0%

−230.0%

σ
(1)
i,NLO 310.5+5.4%

−9.7%
90.6+7.1%

−11.0%
57.5+5.8%

−10.3%
−1.7(2)+31.3%

−49.1%

K-factor 1.08 1.16 1.11 8.5

σ
(2)
ii,LO 258.5+49.7%

−30.4%
2.8(1)+39.7%

−26.9%
2.9(1)+39.7%

−26.7%
20.9+44.3%

−28.3%

σ
(2)
ii,NLO 244.5+4.2%

−8.1%
3.8(3)+13.2%

−14.4%
3.9(3)+13.8%

−14.6%
24.2+6.2%

−11.2%

σ
(1)
i,LO/σSM,LO 0.376+0.3%

−0.3%
0.103+1.9%

−1.8%
0.0677+1.7%

−1.6%
−0.00026(4)+89.5%

−167.2%

σ
(1)
i,NLO/σSM,NLO 0.353+1.3%

−2.4%
0.103+0.7%

−0.8%
0.0654+1.1%

−2.1%
−0.0020(2)+22.9%

−38.0%

σ
(2)
ii,LO/σ

(1)
i,LO 0.902+8.4%

−6.7%
0.036(1)+0.2%

−1.1%
0.056(2)+0.6%

−0.3%
−104(16)+60.8%

−815.2%

σ
(2)
ii,NLO/σ

(1)
i,NLO 0.787+3.3%

−12.8%
0.042(4)+5.6%

−3.9%
0.067(6)+7.6%

−4.8%
−14(1)+29.0%

−29.1%

Table 4.3: Cross sections (in fb) for tt̄Z production at the LHC at
√
s = 13 TeV

for the different dimension-six operators. Percentages correspond to scale un-
certainties. Integration errors are shown in brackets if these are comparable in
size to the scale uncertainties.

as a large momentum for γ is guaranteed in the initial state. Apart from this,
an additional suppression occurs due to an accidental cancellation between the
contributions of the gg and qq̄ channels, as they are similar in size but come
with an opposite sign. This cancellation leads to a final result that is an order
of magnitude smaller than the individual contributions. Finally, an additional
reason could be that the OtW vertex does not produce the Z boson in its
longitudinal state, which is expected to dominate if it has large momentum.

Finally, comparing 8 and 13 TeV we notice a small increase in the K-
factors. The ratios of theO(Λ−2) terms over the SM do not change significantly.
For OtG we notice a significant increase of the ratio O(Λ−4) over O(Λ−2) as
the O(Λ−4) contribution grows rapidly with energy, as will be evident also in
the differential distributions.

The corresponding tt̄γ results are shown in Table 4.4. In this case, a
minimum cut of 20 GeV is set on the transverse momentum of the photon.
We note that here only three operators contribute: OtG, OtW and OtB . For
this process, OtW and OtB are indistinguishable and therefore only OtB is
included in the Table. The K-factors in this process are larger than those of
tt̄Z, reaching 1.3 for the SM and OtG operator but lower for OtB . This is due
to the soft and collinear configurations between the photon and the additional
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jet at NLO, which however cannot happen if the photon is emitted from an
OtB vertex.

OtG (8TeV) OtB (8TeV) OtG (13TeV) OtB (13TeV)

σ
(1)
i,LO 171.5+38.6%

−25.6%
5.36+41.8%

−27.2%
564.6+35.4%

−24.1%
19.5+36.7%

−24.9%

σ
(1)
i,NLO 218.9+13.3%

−13.6%
5.85+5.9%

−9.9%
765+14.0%
−13.4%

19.6+4.3%
−6.9%

K-factor 1.28 1.09 1.35 1.01

σ
(2)
ii,LO 29.8+43.5%

−27.8%
1.98+47.5%

−29.6%
120.6+39.8%

−26.2%
9.14+42.3%

−27.4%

σ
(2)
ii,NLO 39.2+13.1%

−14.4%
2.36+7.0%

−12.6%
160.4+12.6%

−13.5%
10.7+6.7%

−11.2%

σ
(1)
i,LO/σSM,LO 0.284+0.04%

−0.1%
0.00888+2.3%

−2.2%
0.283+0.1%

−0.1%
0.00973+0.9%

−1.0%

σ
(1)
i,NLO/σSM,NLO 0.282+0.13%

−0.2%
0.0075(1)+4.4%

−8.8%
0.281+0.1%

−0.1%
0.0072(1)+7.5%

−11.9%

σ
(2)
ii,LO/σ

(1)
i,LO 0.174+3.5%

−3.0%
0.370+4.0%

−3.3%
0.214+3.3%

−2.8%
0.470+4.1%

−3.4%

σ
(2)
ii,NLO/σ

(1)
i,NLO 0.179+0.5%

−0.9%
0.404(7)+3.5%

−3.0%
0.201+1.1%

−1.3%
0.55(1)+6.1%

−4.6%

Table 4.4: Cross sections (in fb) for tt̄γ production at the LHC at
√
s =

8 TeV and
√
s = 13 TeV for the different dimension-six operators. Percentages

correspond to scale uncertainties. Integration errors are shown in brackets if
these are comparable in size to the scale uncertainties. A pT (γ) > 20 GeV cut
is imposed.

Similar conclusions to the tt̄Z can be drawn for tt̄γ regarding the operator
contributions. The chromomagnetic operator contributes the most. Neglecting
squared contributions is safe for Ci . 1, at both 8 and 13 TeV, but starts to
become questionable (and therefore the corresponding uncertainty is increased)
as the coefficients reach the values of ∼ 2 − 3, with the relative contribution
of σ(2)

ii increasing from 8 to 13 TeV. The contribution of the OtW and OtB
operators are 1% of the SM and significantly smaller than the OtG one. While
the OtW and OtG operators lead to the same structure in the ttγ and ttg vertices
respectively, similar to ttZ production, the effect of OtW on the gg → tt̄γ

amplitude at typical LHC energies is suppressed compared with that of OtG.
By examining the crossed amplitude, gγ → tt̄g, illustrated in Fig. 4.2, we see
that the two operators give contributions of the same order, as they both enter
in the production side of the process and more momentum passes through the
EFT vertices. We also note here that the K-factors for the operators are not
the same as those as for the SM contribution which implies that combining the
SM K-factor and LO EFT predictions does not provide an accurate prediction
for the EFT contribution at NLO in QCD.

We next examine tt̄l+l−. For an invariant mass of the lepton pair around
the Z mass, this process is dominated by tt̄Z with leptonically decaying Z, the
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gg → tt̄Z/γ, gγ → tt̄g

g

g

t̄

t

Z/γ

γ

g

t̄

g

t

1

Figure 4.2: An example Feynman diagram for the crossed process gγ → tt̄g.
The tt̄γ vertex, marked with a blob, has generally a higher momentum transfer
here than in tt̄γ production.

8TeV OtG O
(3)
φQ

Oφt OtB OtW

σ
(1)
i,LO

3.07
+41.5%
−26.9%

0.613
+45.2%
−28.6%

0.413
+44.6%
−28.3%

0.0101
+43.2%
−27.6%

0.0121(6)
+29.2%
−21.5%

σ
(1)
i,NLO

3.21
+5.1%
−10.4%

0.683
+5.4%
−11.3%

0.447
+4.8%
−10.9%

0.012(1)
+8.9%
−12.2%

−0.003(2)
+113.9%
−205.9%

K-factor 1.05 1.11 1.08 1.2 -0.3

σ
(2)
ii,LO

1.42
+52.9%
−31.6%

0.0238
+45.2%
−28.7%

0.0234
+45.8%
−28.7%

0.0213
+49.8%
−30.6%

0.147
+50.1%
−30.7%

σ
(2)
ii,NLO

1.41
+4.5%
−9.7%

0.0275
+6.4%
−11.7%

0.0259
+5.0%
−11.4%

0.0249
+6.5%
−12.6%

0.171
+6.3%
−12.5%

σ
(1)
i,LO

σSM,LO
0.350

+0.4%
−0.4%

0.0698
+3.1%
−2.8%

0.0470
+2.6%
−2.3%

0.00115
+1.6%
−1.7%

0.0014(1)
+6.9%
−8.4%

σ
(1)
i,NLO

σSM,NLO
0.327

+1.2%
−2.4%

0.0695
+1.0%
−2.3%

0.0455
+1.3%
−2.8%

0.0012(1)
+2.0%
−1.5%

−0.0004(2)
+115.7%
−184.1%

σ
(2)
ii,LO

σ
(1)
i,LO

0.461
+8.1%
−6.5%

0.0388
+0.0%
−0.1%

0.0567
+0.8%
−0.7%

2.11(5)
+5.2%
−4.1%

12.2(6)
+16.3%
−11.7%

σ
(2)
ii,NLO

σ
(1)
i,NLO

0.440
+1.7%
−8.3%

0.0403(8)
+1.0%
−0.7%

0.058(2)
+0.4%
−0.6%

2.1(1)
+2.6%
−2.8%

−49(23)
+730.1%
−332.3%

Table 4.5: Cross sections (in fb) for tt̄µ+µ− production at the LHC at
√
s =

8 TeV for the different dimension-six operators. An m(``) > 10 GeV cut
is applied to the lepton pair. Percentages correspond to scale uncertainties.
Integration errors are shown in brackets if these are comparable in size to the
scale uncertainties.

mode that the ATLAS and CMS experiments at the LHC are most sensitive to.
Generally it also includes the contribution of tt̄γ∗. As the EFT operators we
study do not enter the vertices connected to leptons, we restrict our attention to
tt̄µ+µ− 38. We collect the results for tt̄µ+µ− at LO and NLO at 8 and 13 TeV
in Tables 4.5 and 4.6. In this case, the photon and Z amplitudes and their
interference is included. For the tt̄µ+µ− results, the scale and PDF choices are
identical to those for the inclusive tt̄Z/tt̄γ processes. A lower cut of 10 GeV is

38We note here that a contribution from 4-fermion operators describing the tt̄µ+µ− inter-
action enter in this process in the off-peak regions. As the main contribution comes from the
Z−peak we postpone the study of these operators to future work.
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13TeV OtG O
(3)
φQ Oφt

σ
(1)
i,LO 11.28+37.8%

−25.2%
2.584+40.4%

−26.6%
1.701+40.1%

−26.4%

σ
(1)
i,NLO 12.57+6.7%

−10.3%
2.976+6.7%

−10.8%
1.891+5.4%

−10.1%

K-factor 1.11 1.15 1.11

σ
(2)
ii,LO 8.957+49.3%

−30.2%
0.101+40.4%

−26.6%
0.0998+40.6%

−26.6%

σ
(2)
ii,NLO 8.49+4.1%

−7.4%
0.1168+7.1%

−11.0%
0.112(3)+5.5%

−10.0%

σ
(1)
i,LO/σSM,LO 0.356+0.3%

−0.2%
0.0816+2.2%

−2.0%
0.0537+2.0%

−1.8%

σ
(1)
i,NLO/σSM,NLO 0.335+1.2%

−2.2%
0.0793+1.1%

−2.2%
0.0504+1.5%

−3.5%

σ
(2)
ii,LO/σ

(1)
i,LO 0.794+8.4%

−6.7%
0.0390+0.03%

−0.02%
0.0586+0.5%

−0.4%

σ
(2)
ii,NLO/σ

(1)
i,NLO 0.676+3.6%

−13.3%
0.0393+0.3%

−0.2%
0.059(1)+0.2%

−0.2%

13TeV OtB OtW

σ
(1)
i,LO 0.034(1)+36.9%

−25.1%
0.025(3)+29.4%

−24.8%

σ
(1)
i,NLO 0.046(2)+13.0%

−12.7%
−0.042(9)+44.6%

−73.2%

K-factor 1.3 -1.7

σ
(2)
ii,LO 0.1073+44.3%

−28.3%
0.745+44.4%

−28.4%

σ
(2)
ii,NLO 0.1231+6.2%

−11.0%
0.851+5.9%

−11.0%

σ
(1)
i,LO/σSM,LO 0.00108(3)+0.3%

−0.5%
0.0008(1)+12.7%

−16.1%

σ
(1)
i,NLO/σSM,NLO 0.0012(1)+3.6%

−1.6%
−0.0011(2)+37.6%

−58.7%

σ
(2)
ii,LO/σ

(1)
i,LO 3.15(9)+5.5%

−4.6%
29(4)+25.3%

−15.2%

σ
(2)
ii,NLO/σ

(1)
i,NLO 2.7(1)+2.1%

−6.8%
−20(5)+39.2%

−60.7%

Table 4.6: Cross sections (in fb) for tt̄µ+µ− production at the LHC at
√
s =

13 TeV for the different dimension-six operators. An m(``) > 10 GeV cut
is applied to the lepton pair. Percentages correspond to scale uncertainties.
Integration errors are shown in brackets if these are comparable in size to the
scale uncertainties.

imposed on the invariant mass of the lepton pair. No other cuts are imposed on
the leptons. All six operators contribute to this process. Results for O(1)

φQ differ

from those of O(3)
φQ by a sign at O(Λ−2) and are identical at O(Λ−4), therefore

we show only one of the two. The cross-section is dominated by the region close
to the Z−mass peak and therefore the K-factors and relative contributions of
the operators are similar to those of the tt̄Z process. The chromomagnetic
operator contributes at the 35% level, while the other three current operators
give a contribution at the 4-7% level.
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The contributions of OtW and OtB at O(Λ−2) are at the per mille level and
subdominant compared to the O(Λ−4) contributions. Effectively this means
that with our method of extracting the interference contribution we are always
very limited statistically. Even maximising the interference contribution by
choosing the appropriate value of the coefficient is not enough to give us good
statistics, in particular at NLO which is evident in the quoted statistical and
scale uncertainties.

4.3.2 Differential distributions
Differential distributions are obtained at NLO for the pp→ tt̄Z, pp→ tt̄γ

and pp→ tt̄µ+µ− processes. This can be done also at NLO with matching to
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Figure 4.3: Invariant mass distributions for the top quark pair and Z pT
distribution at 8 and 13 TeV for the chromomagnetic operator for CtG = 1 and
Λ = 1 TeV. Scale uncertainty bands are shown.



4.3. Results for tt̄Z, tt̄γ and tt̄µ+µ− 145
d

σ
/d

m
 [
p
b
/b

in
]

tt
­
Z, LHC8

NLO, µ=mt, Cφt=2, Λ=1 TeV
σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.001

 0.01

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1

 1.2

σ
/σ

S
M

m(tt
­
) [GeV]

 0.8

 1

 1.2

 300  400  500  600  700  800  900  1000

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
Z, LHC8

NLO, µ=mt, Cφt=2, Λ=1 TeV
σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.001

 0.01

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1

 1.2

σ
/σ

S
M

pT(Z) [GeV]

 0.8

 1

 1.2

 0  50  100  150  200  250  300  350  400

d
σ

/d
m

 [
p
b
/b

in
]

tt
­
Z, LHC13

NLO, µ=mt, Cφt=2, Λ=1 TeV
σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.01

 0.1

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1

 1.2

σ
/σ

S
M

m(tt
­
) [GeV]

 0.8

 1

 1.2

 300  400  500  600  700  800  900  1000

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
Z, LHC13

NLO, µ=mt, Cφt=2, Λ=1 TeV
σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.01

 0.1

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1

 1.2

σ
/σ

S
M

pT(Z) [GeV]

 0.8

 1

 1.2

 0  50  100  150  200  250  300  350  400

Figure 4.4: Invariant mass distributions for the top quark pair and Z pT
distribution at 8 and 13 TeV for the Oφt operator for Cφt = 2 and Λ = 1 TeV.
Scale uncertainty bands are shown.

the PS, and with top quarks decayed while keeping spin correlations [150], all
implemented in the MG5_aMC framework. Hence our approach can be used
directly in realistic experimental simulation, with NLO+PS event generation,
which allows for more detailed studies of possible EFT signals. In this chapter,
for illustration purpose, we keep results simple by only presenting fixed order
NLO distributions. No kinematical cuts are applied except for the m(``) > 10

GeV and pT (γ) > 20 GeV generation cuts. We show results obtained with one
non-zero operator coefficient at a time, with Λ = 1 TeV, and SM results are
given for comparison.

We start by showing the distributions obtained for the OtG operator at 8
and 13 TeV in Fig. 4.3. We show as a reference the invariant mass distribution
of the top quark pair and the transverse momentum of the Z. In the plots we



146 Chapter 4. Probing the neutral top-quark couplings in the EFT
d

σ
/d

m
 [
p
b
/b

in
]

tt
­
Z, LHC8

NLO, µ=mt, CφQ
(1)
    =2, Λ=1 TeV

σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.001

 0.01

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1

 1.2

σ
/σ

S
M

m(tt
­
) [GeV]

 0.8

 1

 1.2

 300  400  500  600  700  800  900  1000

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
Z, LHC8

NLO, µ=mt, CφQ
(1)
    =2, Λ=1 TeV

σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.001

 0.01

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1

 1.2

σ
/σ

S
M

pT(Z) [GeV]

 0.8

 1

 1.2

 0  50  100  150  200  250  300  350  400

d
σ

/d
m

 [
p
b
/b

in
]

tt
­
Z, LHC13

NLO, µ=mt, CφQ
(1)
    =2, Λ=1 TeV

σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.01

 0.1

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1

 1.2

σ
/σ

S
M

m(tt
­
) [GeV]

 0.8

 1

 1.2

 300  400  500  600  700  800  900  1000

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
Z, LHC13

NLO, µ=mt, CφQ
(1)
    =2, Λ=1 TeV

σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.01

 0.1

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1

 1.2

σ
/σ

S
M

pT(Z) [GeV]

 0.8

 1

 1.2

 0  50  100  150  200  250  300  350  400

Figure 4.5: Invariant mass distributions for the top quark pair and Z pT
distribution at 8 and 13 TeV for the O(1)

φQ operator for C(1)
φQ = 2 and Λ = 1 TeV.

Scale uncertainty bands are shown.

show the SM prediction σSM, the result for CtG = 1, Λ = 1 TeV i) adding only
the interference σ(1)

i and ii) adding both the interference and the squared terms
σ

(2)
ii . We also include the corresponding ratios over the SM prediction and the

scale uncertainty bands. It is clear that while the interference contribution is
not changing the distribution shape, the O(Λ−4) contribution is growing fast at
high energies with the effect being more evident at 13 TeV in both distributions
shown here. Similar observations can be made for other observables, such as
the transverse momentum of the top.

Results for the Oφt and O
(1)
φQ are shown in Fig. 4.4 and 4.5 respectively. In

this case, we set the Wilson coefficients to 2, in order to obtain visible deviations
from the SM. These values are allowed by the current constraints. For these
operators the O(Λ−4) contribution is significantly smaller than the O(Λ−2) and
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Figure 4.6: Invariant mass distributions for the top quark pair and Z pT
distribution at 8 and 13 TeV for the OtB operator for CtB = 4 and Λ = 1 TeV.
Scale uncertainty bands are shown.

does not significantly alter the shape of the differential distributions as seen in
the flat ratios for both the tt̄ invariant mass and Z pT distributions. Results
for O(3)

φQ are identical to those of O(1)
φQ (with a relative sign for σ(1)

i ), so we do
not include them for brevity.

For the OtW and OtB operators the EFT contributions are very small
compared to the SM. In this case, we resort to CtB = 4 to demonstrate the
effect of the OtB operator in Fig. 4.6. For this operator the interference with the
SM is much smaller than the O(Λ−4) terms which are rising with the energy,
as evident in the ratio plots. For tt̄γ, the results for OtG operators are shown
in Fig. 4.7 for 8 and 13 TeV. We notice that, in contrast with tt̄Z, where the
squared terms grow rapidly with the energy, that contribution is smaller for
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Figure 4.7: Invariant mass distributions for the top quark pair and photon pT
distribution at 8 and 13 TeV for the chromomagnetic operator for CtG = 1 and
Λ = 1 TeV. Scale uncertainty bands are shown.
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decomposed to transverse and longitudinal Z contributions.



4.3. Results for tt̄Z, tt̄γ and tt̄µ+µ− 149
d

σ
/d

m
 [
p
b
/b

in
]

tt
­
γ, LHC8

NLO, µ=mt, CtB=4, Λ=1 TeV

pT(γ) > 20 GeV σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.01

 0.1

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8
 1

 1.2
 1.4

σ
/σ

S
M

m(tt
­
) [GeV]

 0.8
 1

 1.2
 1.4

 300  400  500  600  700  800  900  1000

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
γ, LHC8

NLO, µ=mt, CtB=4, Λ=1 TeV

pT(γ) > 20 GeV σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.001

 0.01

 0.1

 1

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 1

 1.4

σ
/σ

S
M

pT(γ) [GeV]

 0.8

 1.2

 1.6

 0  50  100  150  200  250  300  350  400

d
σ

/d
m

 [
p
b
/b

in
]

tt
­
γ, LHC13

NLO, µ=mt, CtB=4, Λ=1 TeV

pT(γ) > 20 GeV σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.01

 0.1

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8
 1

 1.2
 1.4

σ
/σ

S
M

m(tt
­
) [GeV]

 0.8
 1

 1.2
 1.4

 300  400  500  600  700  800  900  1000

d
σ

/d
p

T
 [
p
b
/b

in
]

tt
­
γ, LHC13

NLO, µ=mt, CtB=4, Λ=1 TeV

pT(γ) > 20 GeV σSM

σSM+Cσ
(1)

σSM+Cσ
(1)

+C
2
σ

(2)

 0.01

 0.1

 1

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

1
+

C
σ

(1
) /σ

S
M

 0.8

 1.2

 1.6

σ
/σ

S
M

pT(γ) [GeV]

 0.8

 1.2

 1.6

 0  50  100  150  200  250  300  350  400

Figure 4.9: Invariant mass distributions for the top quark pair and photon pT
distribution at 8 and 13 TeV for the OtB operator for CtB = 4 and Λ = 1 TeV.
Scale uncertainty bands are shown.

tt̄γ and does not lead to significant changes in the shapes of the two observables
shown here. A comparison of the two processes can be made at the partonic
cross-section level as shown in Fig. 4.8. In this plot the total cross-section
is shown, i.e., schematically σSM + Cσ(1) + C2σ(2) for the chromomagnetic
operator. The tt̄Z cross-section is decomposed into the transverse and longi-
tudinal Z contributions. The only component that is rising with the energy
is the longitudinal one, which explains why the photon distributions do not
show any increase with the energy, while those for the Z rise fast. In fact in
tt̄Z, the Higgs field in OtG always takes its vacuum expectation value, and
so by power counting the squared amplitude scales at most as ∼ sv2/Λ4 for
tt̄ZT and tt̄γ, which is not enough for the cross section to rise at high energy.
On the other hand, in tt̄ZL the longitudinal polarisation vector contributes an
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Figure 4.10: Invariant mass distributions for the lepton pair and lepton angular
separation distribution at 8 and 13 TeV for the chromomagnetic operator for
the OtG operator for CtG = 1 and Λ = 1 TeV.

additional factor of (E/mZ)2, leading to a final ∼ s2/Λ4 scaling of the squared
amplitude.

The corresponding distributions for OtB are shown in Fig. 4.9 for 8 and
13 TeV. As setting CtB = 1 does not give any visible deviations from the SM,
we resort to CtB = 4 for these plots. While the squared term does not rise with
m(tt̄), it increases fast with the photon transverse momentum. This is again
related to the amount of momentum passing through the EFT vertex. High
top pair invariant mass does not correspond to high momentum through the
EFT vertex for the OtB operator, in contrast with the situation for OtG. For
OtG there is a strong correlation between the m(tt̄) and the energy in the EFT
vertex leading to a rising distribution.
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Figure 4.11: Invariant mass distributions for the lepton pair and lepton angular
separation distribution at 8 and 13 TeV for the O(1)

φQ operator for C(1)
φQ = 2 and

Λ = 1 TeV.

For the tt̄µ+µ− process, we examine the angular separation between the
leptons ∆φ and the invariant mass distribution of the two leptons m(``) for the
OtG operator in Fig. 4.10 for 8 and 13 TeV. The angular separation between
the two leptons is highly correlated with the transverse momentum of the vec-
tor boson. This implies that at low ∆φ, the behaviour matches that of the
high vector transverse momentum region, since for a boosted vector boson, the
leptons are collimated. As expected, the behaviour close to the Z mass peak
resembles that of the tt̄Z process, while at low invariant mass of the lepton
pair it approaches that of tt̄γ.

The corresponding results for O(1)
φQ are shown in Fig. 4.11. Again the be-

haviour of the ratios follows that of the tt̄Z close to the Z mass peak, while
at low masses the dimension-six contribution approaches zero as this operator
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Figure 4.12: Invariant mass distributions for the lepton pair and lepton angular
separation distribution at 8 and 13 TeV for the OtB operator for CtB = 4 and
Λ = 1 TeV.

has no effect on the tt̄γ∗ process which dominates at low m(``). The ∆φ dis-
tributions are rather flat similarly to those of the pT (Z) for the same operator.
For brevity we do not show the results for the rest of the current operators, as
they are similar to O(1)

φQ.
We conclude our tt̄µ+µ− discussion by showing the results for the OtB

operator operator in Fig. 4.12. The size of the interference with the SM in-
creases at high lepton pair invariant masses while it is constant as a function
of the angular separation between the leptons. The squared terms rise at high
invariant mass and low angular separation in agreement with the observations
made for the tt̄γ and tt̄Z distributions.

We conclude this section by commenting on the differential K-factors of
the EFT contributions. As already mentioned in section 4.3.1, by comparing
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Figure 4.13: NLO and LO invariant mass of the top pair and pT of the vector
boson distributions at 13 TeV for CtB = 4, CtG = 1 and Λ = 1 TeV. Com-
parison between the SM and the interference term differential K-factors. Scale
uncertainty bands are shown.

Table 4.1 with Tables 4.2-4.6, one can see that the SM global K-factors are
in general different from the K-factors of the EFT operators. This shows that
already at the cross-section level, using the SM K-factor to estimate the NLO
QCD corrections of the EFT contribution is not a reliable approximation. The
same applies at the differential level. To demonstrate this observation, we
present in Fig. 4.13 a comparison of the differential K-factors for the SM and
EFT contributions. We focus on the tt̄γ and tt̄Z processes at 13 TeV and show
four representative observables. In the main panels we show the NLO and LO
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results of the σSM and σSM + Cσ(1). In the first two insets we present the
differential K-factors of i) the SM (K(σSM )) and ii) the operator contribution
(K(σ(1))), while in the third inset we show the ratio (R) between the two.
The comparison between Table 4.1 and Table 4.4 shows that the OtB global
K-factor is lower than the SM one for the tt̄γ process. On top of that, in
the top left plot of Fig. 4.13 we see that at differential level the ratio of K-
factors is not flat. For the same process at the cross-section level the OtG
contribution and the SM have similar K-factors. However, the top right plot
reveals that the ratio R is again not flat. Therefore even a bin-by-bin rescaling
of the LO OtG distribution with the SM differential K-factor would lead to the
mismatch depicted in the third inset. In the two lower plots we show results for
the tt̄Z process for the OtG operator where similar observations can be made,
highlighting the need for NLO QCD predictions for the EFT contributions.

4.4 Results for gg → HZ

A subset of the operators affecting tt̄Z/tt̄γ enter also in the associated
production of a HZ pair in gluon fusion, shown in the Feynman diagrams of
Fig. 4.14. This process is formally part of the NNLO cross section for HZ
production and contributes at the 10% level. It is nevertheless particularly
important in the high Higgs pT regions where the experimental searches are
most sensitive. This process has been studied within the SM, also including
the contribution of additional jet radiation, which turns out to be important
in the high pT regions [195]. In this chapter, we consider this process as it
can provide additional information on the Wilson coefficients once combined
with the corresponding HZ measurements at the LHC. In this section, we
investigate the effect of the operators presented above on this process. We
note that we consider only the operators involving the top quark and ignore
all other dimension-six operators, such as those affecting the interaction of the
Higgs with the vector bosons. In addition to modifying the interactions in the
SM-like diagrams of Fig. 4.14, the dimension-six operators introduce additional
vertices and hence Feynman diagrams as shown in Fig. 4.15.

gg → HZ

t

t, b

g

g

Z

H

1

gg → HZ

t

t, b

g

g

Z

H

1

Figure 4.14: Feynman diagrams for HZ production in gluon fusion in the SM.
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Figure 4.15: Additional types of Feynman diagrams forHZ production in gluon
fusion in the presence of dimension-six operators. The new vertices originating
from the dimension-six operators are denoted with a blob.

[fb] SM OtG O
(1)
φQ

8TeV 29.15+40.0%
−26.6%

σ
(1)
i 10.37+41.3%

−27.2% 1.719+42.5%
−27.6%

σ
(2)
ii 1.621+45.1%

−28.7% 0.0469+46.5%
−29.2%

σ
(1)
i /σSM 0.356+0.9%

−0.8% 0.0590+1.8%
−1.4%

σ
(2)
ii /σ

(1)
i 0.156+2.6%

−2.0% 0.0273+2.8%
−2.3%

13TeV 93.6+34.3%
−23.8%

σ
(1)
i 34.6+35.2%

−24.5% 5.91+36.4%
−24.9%

σ
(2)
ii 6.09+39.2%

−26.1% 0.182+40.2%
−26.6%

σ
(1)
i /σSM 0.370+0.7%

−0.9% 0.0631+1.6%
−1.5%

σ
(2)
ii /σ

(1)
i 0.176+2.9%

−2.1% 0.0309+2.8%
−2.2%

Table 4.7: Cross sections (in fb) for gg → HZ production at the LHC at√
s = 8 TeV and

√
s = 13 TeV for the SM and the dimension-six operators.

Scale uncertainties are shown in percentages.

For this process, the factorisation and renormalisation scale is set to
mH = 125 GeV. Only LO results can be obtained as the NLO computation
requires 2-loop multi-scale Feynman integrals which are currently not avail-
able. The results are shown in Table 4.7 for both the SM and the dimension-six
operators cross sections, the corresponding scale uncertainties and the corre-
sponding cross-section ratios for 8 and 13 TeV. The OtW and OtB operators
do not contribute to this process, due to charge conjugation invariance. The
O

(3)
φQ, O

(1)
φQ and Oφt give the same contributions (with a relative minus sign as

determined by Eq. C.3) in the massless b-quark limit, as they affect in the same
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Figure 4.16: HZ invariant mass distributions for gg → HZ at 8 and 13 TeV
for the OtG and O(1)

φQ operators. Scale uncertainty bands are shown.

way the axial vector coupling of the top to the Z, which is the only component
whose contribution is allowed by charge conjugation symmetry. If one wants
to cancel the chiral anomaly in the triangle loop diagrams with the Z-boson
in the s-channel, the Oφb operator can be included with its Wilson coefficient
set to Cφb = 2C

(1)
φQ − Cφt. By appropriately fixing the coefficient of Oφb, the

axial-vector coupling of the bottom remains opposite to that of the top and
the anomaly cancels. In practice this has a negligible numerical effect on the
results.

The chromomagnetic operator gives a significant contribution reaching
35% of the SM cross section for CtG = 1 and Λ = 1 TeV. The three current
operators give contributions at the 6% level. In both cases, the contribution
of the squared amplitudes are subdominant at the total cross section level.
These results suffer from large scale uncertainties as it is often the case with
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gluon fusion processes at LO. The invariant mass distribution for the HZ pair
is shown in Fig. 4.16 for the SM and the dimension-six operators. For this
process, we find that both the interference with the SM amplitude and the
squared contribution are growing with energy.

4.5 Results for the ILC
The top-quark electroweak couplings can be accurately determined by fu-

ture e+e− colliders, using top-pair production, thanks to the clean background.
Our approach can be applied to e+e− colliders as well, providing more accurate
predictions for deviations that will be measured in this process. In this section
we present results obtained for the ILC at

√
s = 500 GeV for top pair produc-

tion. For this process, the OtG operator contributes only at NLO, while the
other operators contribute starting at LO. The results are presented in Table
4.8. In this case, we do not show the renormalisation scale uncertainties as
these can be computed only at NLO and are at the 1-2% level.

500GeV SM OtG O
(3)
φQ O

(1)
φQ Oφt OtW OtB

σ
(1)
i,LO 566 0 15.3 -15.3 -1.3 272 191

σ
(1)
i,NLO 647 -6.22 18.0 -18.0 -1.0 307 216

K-factor 1.14 N/A 1.17 1.17 0.78 1.13 1.13
σ

(2)
i,LO 0 0.72 0.71 0.72 60.4 27.2

σ
(2)
i,NLO 0.037 0.83 0.82 0.82 68.8 31.0

σ
(1)
i,LO/σSM,LO 0 0.027 -0.027 -0.0022 0.48 0.34

σ
(1)
i,NLO/σSM,NLO -0.096 0.028 -0.028 -0.0015 0.47 0.33
σ

(2)
i,LO/σ

(1)
i,LO N/A 0.047 -0.047 -0.57 0.22 0.14

σ
(2)
i,NLO/σ

(1)
i,NLO -0.006 0.046 -0.046 -0.82 0.22 0.14

Table 4.8: Cross sections (in fb) for tt̄ production at the ILC at
√
s = 500 GeV.

Renormalisation scale uncertainties are not shown. They are only present at
NLO and remain at the 1% level.

Unlike the tt̄V processes, here we find significant contributions from the
dipole operators OtB and OtW , while the other operators are suppressed, with
OtG, O

(1)
φQ and O(3)

φQ at the percent level, and Oφt at the per mille level. This is
mainly because the momenta of Z and γ are at least at the tt̄ threshold, and
so the same dipole structure, which suppresses tt̄V production at the LHC,
enhances the tt̄ production at the ILC. It follows that the ILC could provide
useful information complementary to the LHC as discussed also in [175, 176].
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We note here that the analysis of [175, 176] does not include the contribution
from OtG, although (following an anomalous coupling approach) it does in-
clude the contribution of the squares of the amplitudes with the top anomalous
couplings and therefore also the CP-odd contributions.

4.6 Theoretical uncertainties
In this section we briefly discuss various theoretical uncertainties relevant

to our results. In the SMEFT calculation there are two main types of theoretical
uncertainties, those related to missing higher orders in the strong coupling and
those from higher terms in the 1/Λ expansion. In the former class, we can list

• Uncertainties due to parton-distribution functions.

This type of uncertainty is also present in the SM calculations and can be
treated in the same way, i.e. by following the procedures associated with
the corresponding PDF sets, as long as the scale of new physics is high
enough and the EFT operators do not modify the DGLAP equations.

• Uncertainties due to missing higher orders in the αs expansion as in the
SM.

This kind of uncertainty is typically estimated by varying the renormal-
isation and factorisation scales as done in SM calculations. All results
presented in this chapter are provided along with uncertainties that are
estimated by varying (9-point variation) these two scales independently.

• Uncertainties due to missing higher orders in the αs expansion of the
EFT operators.

In the SMEFT an additional uncertainty, related to the scale at which the
operators are defined, should be considered as well. It characterises the
uncancelled logarithmic terms in the renormalisation group running and
mixing of the operators. We did not evaluate these uncertainties explicitly
even though it is possible in our framework. For the operators we have
studied in this chapter, they are expected to be negligible compared to
the first two scale uncertainties [174]. This is because the anomalous
dimensions of the relevant operators happen to be smaller by roughly an
order of magnitude compared to the beta function of αs (see Ref. [174] for
a discussion of the operator scale uncertainty in the single-top processes).

We now consider uncertainties due to missing O(Λ−4) contributions, also dis-
cussed in [196]. Up to this order, the cross section (or any other observable)
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can be written as:

σ = σSM +
∑

i

Cdim6
i

(Λ/1TeV)2
σ

(1,dim6)
i +

∑

i<j

Cdim6
i Cdim6

j

(Λ/1TeV)4
σ

(2,dim6)
ij +

+
∑

i

Cdim8
i

(Λ/1TeV)4
σ

(1,dim8)
i (4.14)

The last two terms are formally O(Λ−4) contributions, and could in principle
be neglected as they are expected to be suppressed for O(1) coefficients. One
should then consider

• Impact of the squared contributions σ(2,dim6)
ij coming from dimension-six

operators.

These contributions can be explicitly calculated with our approach, even
though obtaining the complete results can be time consuming. In this
chapter, we have always provided the results for σ(2)

ii for each operator
Oi, for not only total cross sections but also for distributions. In fact, one
could include these squared contributions in the central values as part of
the theoretical predictions, if only one operator is taken to be non-zero at
a time. As we have mentioned, this can be justified for cases where the
expansion in E2/Λ2 is under control but the squared contribution may
still be large, due to less constrained operator coefficients, i.e. if C2

i
E4

Λ4 >

Ci
E2

Λ2 > 1 > E2

Λ2 is satisfied. In any case, our results for the σ(2)
ii terms

can provide useful information for the evaluation of the uncertainties, if
the squared contributions are neglected or only partly included.

As we have discussed already, the relative size of σ(2)
ii compared to σ(1)

i

does not imply anything about the validity of the EFT and careful as-
sessment should be done on a case-by-case basis.

• Validity of the EFT, i.e. contributions from missing higher-dimensional
operators.

The second contribution at O(Λ−4), σ(1,dim8)
i , comes from interference

between SM and dimension-eight operators. These contributions cannot
be computed in our approach, and will have to be neglected. A corre-
sponding uncertainty should be taken into account. This can be easily
done at the LO by calculating the interference contribution from typical
dimension-eight operators. Alternatively, by simple power counting, these
uncertainties may be estimated to be of order Cdim6

i /(Λ/1TeV)2σ
(1,dim6)
i s/Λ2.

In this chapter, we do not assume a specific value of Λ, and so evaluating
such uncertainties is not possible without additional assumptions. How-
ever, in a real analysis, for any given Λ, one can always apply a cut
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smax on the centre-of-mass energy of the process, so that this uncertainty
remains under control.

4.7 Discussion
In this section we explore the sensitivity of the top processes discussed

above to the various operators. Experimental results from [165, 168, 169, 197]
are used. For the tt̄Z measurement by ATLAS [169] and the tt̄γ measurement
by CMS [165], a direct comparison is difficult, because of the way in which the
measured cross sections are defined (see app. C.2).

We thus define the “R” ratios in order to facilitate a direct comparison
between the quoted experimental measurements and our theory predictions, as
explained in appendix C.2. These ratios are always taken into account when
experimental results on tt̄µ+µ− and tt̄γ are used. On the other hand, the other
measurements can be directly compared with our predictions.

tt ±Wtt Ztt -µ+µtt γtt

 (
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tG

O∆EFT@NLO

Figure 4.17: Sensitivity of various processes to the OtG operator. ∆ denotes
the percentage difference from the SM theoretical prediction for each process.
Theory predictions for all tt̄V processes are at NLO in QCD while for tt̄ the
NNLO result of [58] is employed. Experimental measurements are also shown
along with the corresponding experimental uncertainties taken from [197] for
tt̄, [168] for tt̄W and tt̄Z, [169] for tt̄µ+µ− and [165] for tt̄γ.

We first examine the OtG operator, which affects all production of top
quark pairs with a vector boson, as well as tt̄ production. The sensitivity of
various processes to the OtG operator is demonstrated in Fig. 4.17. In the plot
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Figure 4.18: Sensitivity of various top quark processes to the various operators
shown at LO and NLO at 8 TeV. K-factors are also shown for σ(1)

i as well
as the scale uncertainties. We do not show the K-factors for the OtB and
OtW operators in the tt̄Z and tt̄µ+µ− processes, as in this case accidental
cancellations lead to large or even negative K-factors.
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Figure 4.19: Sensitivity of various top quark processes to the various operators
shown at LO and NLO at 13 TeV. Details as in Fig. 4.18.

we include the percentage deviation from the SM predictions for top pair pro-
duction, and top pair production in association with aW,Z boson or a photon,
as well as the tt̄µ+µ− process for CtG = 1 and Λ = 1 TeV. All SM predic-
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Figure 4.20: Sensitivity of the tt̄γ and tt̄Z processes to the O(1)
φQ and OtB

operators. For each value of the coefficient we show the cross-section including
i) only the interference term (filled triangles) and ii) both the interference
and the squared contribution (unfilled triangles). The range for the Wilson
coefficients is determined by the current constraints as discussed in Section 2.
The experimental measurements used in this plot are taken from [165] and [168]
for tt̄γ and tt̄Z respectively. The squared contribution of the OtB operator is
very large, and therefore we employ a separate smaller interval to obtain cross
sections within the boundaries of this plot.

tions and uncertainties are given at NLO, apart from the top pair production
cross-section, which is given at NNLO+NNLL [58]. We also present the ex-
perimental measurements and the corresponding uncertainties (systematic and
statistical uncertainties added in quadrature). Only the O(1/Λ2) contribution
is included. The OtG operator affects all processes considered here in a similar
way, at the 30% level for Λ = 1 TeV and CtG = 139. At present, the most
stringent direct constraints on this operator are obtained from the top pair
production measurement, which is by far the most accurate one.

The relative sensitivity of the top processes to all operators can be sum-
marised in Fig. 4.18, where the results for C = 1 are shown as a ratio over the
SM NLO cross sections, for the 6 operators considered here both at LO and
NLO, along with the corresponding K-factors in the lower panel. The reduc-

39Here, we choose a value for CtG = 1 that is already excluded by the current constraints
from tt̄ process. The plot in figure 4.17 shows in general the strategy to be followed for
a sensitivity study. Since this plot includes only the interference term, the results can be
rescaled accordingly. In the plots of figures 4.20, 4.21 and 4.22 we use the actual current
limits on the Wilson coefficients.
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tion of the theoretical uncertainties at NLO is also evident in the plot. The
corresponding sensitivity plot for 13 TeV is shown in Fig. 4.19, in which similar
observations can be made.
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Figure 4.21: Sensitivity of the tt̄γ and tt̄Z processes to the O(3)
φQ and OtG

operators. Details as in Fig. 4.20.

Using the experimental measurements, one can further explore the sen-
sitivity of the tt̄γ and tt̄Z processes on the various operators as shown in
Figs. 4.20, 4.21 and 4.22. In the contour plots we include the experimental
results of [165] for tt̄γ and [168] for tt̄Z and the corresponding one and two
sigma contour plots. In this case, we assume there is no correlation between
the two measurements. The SM NLO predictions and the corresponding scale
uncertainties are also shown in the plots. We plot the cross section obtained
by varying the Wilson coefficients of the various operators. For clarity and to
avoid overcrowding the contour plots, we present the operators in pairs. For the
coefficients, we employ the current constraints to define our interval. Vertical
lines in the plots indicate that the tt̄γ process is not affected by the specific
operator, i.e. Oφt, O

(3)
φQ and O(1)

φQ. Cross sections with and without adding the
O(1/Λ4) contributions from the squared EFT amplitudes are compared. The
OtB operator is very loosely constrained, and therefore including the squared
term for the large allowed values of the Wilson coefficient has an enormous ef-
fect on the cross sections, as the O(1/Λ4) contribution scales like C2

tB . For the
more constrained current operators O(1)

φQ and O
(3)
φQ, the squared contribution

becomes important only at the edges of the allowed intervals. We also notice
that for the Oφt and OtG operators the O(1/Λ4) contribution is important for
a sizeable part of allowed interval, in the first case because the constraints are
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Figure 4.22: Sensitivity of the tt̄γ and tt̄Z processes to the Oφt and OtW
operators. Details as in Fig. 4.20.

rather loose and in the second case because σ(2)
tG is large. Finally, we note that

the contour plots qualitatively demonstrate the size of the experimental uncer-
tainties needed for these processes to have an impact on the allowed values of
the coefficients. In that respect we observe for example that the OtW operator
receives very stringent constraints from top decay, and it is not expected to be
further constrained by tt̄V measurements even with a significant reduction of
the experimental uncertainties.

4.8 Summary
We have presented the NLO QCD predictions in the SMEFT framework

for the associated production of a top-quark pair and a neutral gauge boson at
the LHC. In addition, we have considered top-pair production in e+e− colliders
and the top loop-induced process gg → HZ at the LHC. These processes are
important because they directly probe the neutral gauge-boson couplings to
the top quark, which are not well probed by other means. In our approach we
have included the full set of dimension-six operators that parameterise these
couplings.

We have studied the contribution of each relevant dimension-six operator,
in both total cross sections and differential distributions. We have presented
full results for O(Λ−2) contributions, along with the squared contribution of
each operator at O(Λ−4). The latter contribution can be used to estimate un-
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certainties coming from higher order O(Λ−4) contributions. Scale uncertainties
are provided in all cases, and their reduction at NLO reflects the increased pre-
cision of our predictions.

In tt̄γ and tt̄Z, we find that the operator that contributes the most, given
our choice of operator normalisation, is the chromomagnetic one. This obser-
vation is particularly important in the context of a global EFT fit, because
it means that, when extracting information on operators modifying the top
couplings with the weak gauge bosons, uncertainties due to a possible non-
vanishing chromomagnetic operator should be carefully accounted for. We also
find that the weak dipole operators give extremely suppressed contributions at
O(1/Λ2), due to a momentum suppression from the operator structure, and in
tt̄Z an additional accidental cancellation between gg and qq̄ initial states.

A subset of the operators affects the associated production of the Higgs
boson with a Z boson in gluon fusion, and we have considered their effects
on this process at the LHC. This might provide additional constraints on the
operators once ZH production is measured accurately at the LHC. Again, we
find that the contribution of OtG is large, while all the current operators give
the same contribution as they affect the axial vector of the Z in the same way.
The weak dipole operators do not contribute due to charge conjugation parity.
We have also found that, at the ILC, tt̄ production is sensitive to weak dipole
operators, and could provide information complementary to the LHC.

We have studied the sensitivity of the processes to the various operators
in light of the current experimental measurements, as well as the constraints
currently placed on the operators from other top measurements and electroweak
precision observables. A discussion of the relevant uncertainties coming from
missing higher orders in QCD and in the EFT has also been presented. The
NLO results provide a solid basis for current and future measurements to be
analysed in an EFT approach.

In summary, at NLO in QCD accuracy, deviations from the SM in the top
sector can be extracted with improved accuracy and precision, keeping EFT
uncertainties under control. As our calculation is based on the MG5_aMC
framework, matching with the parton shower and top decays with spin correla-
tions can be achieved in an automatic way. Therefore, the corresponding sim-
ulations can be directly used in experimental analyses in the future to provide
reliable information on possible EFT signals. Furthermore, dedicated inves-
tigations of the features of deviations from the SM in these processes can be
performed based on our results, with an expected improvement in sensitivity.
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5 | Conclusions

In this 4-year research we have focused on top-quark precision physics
within and beyond the SM. In the quest for precision we have studied the
impact of EW corrections and photon-induced contributions on top-quark dif-
ferential distributions at 8, 13 and 100 TeV. We compared predictions with two
different PDF sets including the photon density and DGLAP evolution at NLO
QCD + LO QED accuracy: the CT14QED and NNPDF2.3QED PDF sets.
While contributions due to the photon PDF are negligible with CT14QED,
this is not the case for NNPDF2.3QED, where such contributions at 13 TeV
are sizeable and are affected by large PDF uncertainties. At high pT (t) and
m(tt̄), the photon-induced contributions can accidentally compensate the neg-
ative contributions of Sudakov logarithms or even change the sign of the EW
corrections. Furthermore, we have shown that such a compensation strongly
depends on the scale choice. In rapidity distributions, the impact of the gγ
initial state is sizeable in the peripheral region and much larger than NLO EW
corrections, which do not receive large Sudakov enhancements in these kine-
matical configurations. Increasing the energy of the collider, photon-induced
channels become less relevant for a fixed value of pT (t) or m(tt̄), since smaller
values of x are probed and consequently the quark and gluon PDFs are much
larger than the photon PDF. At 100 TeV, photon-induced channels are im-
portant only in the very boosted regime (pT (t) & 5 TeV or m(tt̄) & 10 TeV),
where Sudakov logarithms are negative and above the 20% level. For the same
reason, at the LHC photon-induced contributions are relatively larger at 8
TeV than at 13 TeV. We computed their size for the same differential (and
normalised) distributions already analysed by ATLAS and CMS, taking into
account both experimental errors and theory uncertainties. Having understood
the behaviour of the EW corrections in tt̄ distributions we proceeded towards
more precision. The NNLO QCD predictions in tt̄ production have reduced
significantly the higher order uncertainties [101]. The automation of the EW
corrections is used in order to include them using the newest available PDF
sets i.e. the NNPDF3.0QED and PDF4LHC_LUXQED. In collaboration
with the authors of [101], the combination of NNLO QCD and NLO EW cal-
culations provides the most accurate predictions at differential level for the tt̄
process at LHC, 13 TeV.

We have proceeded to the study at NLO QCD accuracy of tt̄V , tt̄V V
(V = W±, Z, γ) and tt̄tt̄ processes as a background to tt̄H within the same
computational framework (MadGraph5_aMC@NLO). Moreover, we have
performed a complete analysis with realistic selection cuts on final states at
NLO QCD accuracy including the matching to parton shower and decays, for
both signal and background processes relevant for searches at the LHC for the
tt̄H production. Specifically, we have considered the cases where the Higgs

167
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boson decays either into leptons, where tt̄V and tt̄V V processes and tt̄tt̄ pro-
duction provide backgrounds, or into two photons giving the same signature as
tt̄γγ production. We have investigated the behaviour of fixed order NLO QCD
corrections for several distributions and we have analysed their dependence on
(the definition of) the renormalisation and factorisation scales. We have found
that QCD corrections on key distributions cannot be described by overall K-
factors. However, dynamical scales in general, even though not always, reduce
the dependence of the corrections on kinematic variables and thus lead to flat-
ter K-factors. For all the processes considered, NLO QCD corrections are in
general necessary in order to provide precise and reliable predictions at the
LHC. Notable examples discussed in the text are, e.g., the giant corrections in
the tails of pT (tt̄) distributions for tt̄V processes and the large decrement of
the top-quark central asymmetry for tt̄γ production. A special study for the
central asymmetry in the tt̄W± process is realised expanding also to the top-
quark pair decay products. Some of the aforementioned calculations (tt̄W , tt̄Z)
are compared with other codes and are included in the yellow report of Higgs
cross section (YRHXS4), in the tt̄V section [12, section I.6.7]. Furthermore the
fixed NLO QCD analysis in tt̄V was realised also for an 100 TeV future collider
at both inclusive and differential level [11, chapter 13]. In the case of future
(hadron) colliders inclusive cross sections receive sizeable corrections, which
lead, e.g., to K-factors larger than two at 100 TeV for tt̄V and tt̄V V processes
with a charged final state.

Having established the tt̄V behaviour at NLO QCD accuracy in the SM,
we moved to NLO QCD predictions in the SMEFT framework for the associ-
ated production of a top-quark pair and a neutral gauge boson at the LHC. In
this project, we also considered top-pair production in e+e− colliders and the
top loop-induced process gg → HZ at the LHC. These processes are impor-
tant because they directly probe the neutral gauge-boson couplings to the top
quark, which are not well probed by other means. In our approach we have in-
cluded the full set of dimension-six operators that parameterise these couplings
except the 4-Fermion operators. We studied the contribution of each relevant
dimension-six operator, in both total cross sections and differential distribu-
tions, presenting full results for O(Λ−2) contributions, along with the squared
contribution of each operator at O(Λ−4). Scale uncertainties were provided in
all cases, and their reduction at NLO reflects the increased precision of our
predictions. In tt̄γ and tt̄Z, we found that the operator that contributes the
most, given our choice of operator normalisation, is the chromomagnetic one.
This observation is particularly important in the context of a global EFT fit,
because it means that, when extracting information on operators modifying the
top couplings with the weak gauge bosons, uncertainties due to a possible non-
vanishing chromomagnetic operator should be carefully accounted for. We also
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found that the weak dipole operators give extremely suppressed contributions
at O(Λ−2), due to a momentum suppression from the operator structure, and
in tt̄Z an additional accidental cancellation between gg and qq̄ initial states.
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A | Appendix for chapter 2

A.1 Notation for NNLO QCD + NLO EW
combination

In this appendix we specify how EW corrections and NNLO QCD results
are combined in the additive and multiplicative approaches. The notation
matches the one introduced in [40]. The phenomenology of tt̄ production within
the additive approach is presented in sec. 2.5.1. The multiplicative approach
is studied in sec. 2.5.2 where it is also compared to the additive one.

A generic observable Σtt̄ in the process pp → tt̄(+X) can be expanded
simultaneously in the QCD and EW coupling constants as:

Σtt̄(αs, α) =
∑

m+n≥2

αms α
nΣm+n,n . (A.1)

The LO (m+ n = 2), NLO (m+ n = 3) and NNLO (m+ n = 4) contributions
read

Σtt̄LO(αs, α) = α2
sΣ2,0 + αsαΣ2,1 + α2Σ2,2

≡ ΣLO,1 + ΣLO,2 + ΣLO,3 ,

Σtt̄NLO(αs, α) = α3
sΣ3,0 + α2

sαΣ3,1 + αsα
2Σ3,2 + α3Σ3,3

≡ ΣNLO,1 + ΣNLO,2 + ΣNLO,3 + ΣNLO,4 ,

Σtt̄NNLO(αs, α) = α4
sΣ4,0 + α3

sαΣ4,1 + α2
sα

2Σ4,2 + αsα
3Σ4,3 + α4Σ4,4

≡ ΣNNLO,1 + ΣNNLO,2 + ΣNNLO,3 + ΣNNLO,4 + ΣNNLO,5 .

(A.2)

In order to simplify the notation, we further define the following pure-QCD
quantities

ΣLO QCD ≡ ΣLO,1 , ΣNLO QCD ≡ ΣNLO,1 , (A.3)

ΣNNLO QCD ≡ ΣNNLO,1 , ΣQCD ≡ ΣLO QCD + ΣNLO QCD + ΣNNLO QCD

(A.4)

and those involving EW corrections

ΣLO EW ≡ ΣLO,2 , Σres ≡ ΣLO,3 + ΣNLO,3 + ΣNLO,4 , (A.5)

ΣNLO EW ≡ ΣNLO,2 , ΣEW ≡ ΣLO EW + ΣNLO EW + Σres . (A.6)

Throughout this work with the term “EW corrections” we refer to the
quantity ΣEW, while the term “NLO EW corrections” will only refer to ΣNLO EW.
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In the additive approach, which is presented in section 2.5.1, QCD and elec-
troweak corrections are combined through the linear combination

ΣQCD+EW ≡ ΣQCD + ΣEW . (A.7)

The so called “multiplicative approach”, which has been discussed in sec. 2.5.1,
is precisely defined in the following. The purpose of the multiplicative approach
is to estimate the size of ΣNNLO,2, which for convenience we rename Σmixed and
assuming complete factorisation of NLO QCD and NLO EW effects we estimate
as

Σmixed ≡ ΣNNLO,2 ∼ ΣNLO QCD × ΣNLO EW . (A.8)

In the regime where NLO QCD corrections are dominated by soft interactions
and NLO EW by Sudakov logarithms, eq. (A.8) is a very good approximation,
since the two effects factorise and are dominant. In other regimes Σmixed can be
used as an estimate of the leading missing mixed QCD–EW higher orders. The
advantage of the inclusion of Σmixed is the stabilisation of the scale dependence
of the term ΣNLO EW, which in tt̄ production has almost 40 the same functional
form of of ΣLO QCD. To this end we define the multiplicative approach as

ΣQCD×EW ≡ KNLO
EW (ΣLO QCD + ΣNLO QCD) + ΣLO EW + ΣNNLO QCD + Σres

(A.9)

= KNLO
QCD (ΣLO QCD + ΣNLO EW) + ΣLO EW + ΣNNLO QCD + Σres

(A.10)

= ΣQCD +KNLO
QCD ΣNLO EW + ΣLO EW + Σres (A.11)

= ΣQCD+EW + (KNLO
QCD − 1)× ΣNLO EW (A.12)

∼ ΣQCD+EW + Σmixed , (A.13)

where we used the standard K-factors

KNLO
QCD ≡

ΣLO QCD + ΣNLO QCD

ΣLO QCD
, KNLO

EW ≡ ΣLO QCD + ΣNLO EW

ΣLO QCD
.

(A.14)
In order to test the stability of the multiplicative approach under even

higher mixed QCD-EW orders, we combine NNLO QCD corrections and NLO
EW corrections in order to estimate, besides the Σmixed term, also NNNLO
contributions of order α4

sα. For this purpose we define the quantity

ΣQCD2×EW ≡ KNLO
EW ΣQCD + ΣLO EW + Σres (A.15)

40We say “almost” because this order receives also QCD corrections to the ΣLO EW

contributions from the gγ and bb̄ initial states. Besides these effects ΣNLO EW(µ2) =

ΣNLO EW(µ1)
ΣLO QCD(µ2)

ΣLO QCD(µ1)
.



A.1. Notation for NNLO QCD + NLO EW
combination 173

= KNNLO
QCD (ΣLO QCD + ΣNLO EW) + ΣLO EW + Σres (A.16)

= ΣQCD +KNNLO
QCD ΣNLO EW + ΣLO EW + Σres (A.17)

= ΣQCD+EW + (KNNLO
QCD − 1)× ΣNLO EW , (A.18)

where we introduced the K-factor

KNNLO
QCD ≡ ΣQCD

ΣLO QCD
. (A.19)

Finally, we briefly describe how the dependence on the photon PDF enters
the different perturbative orders. At LO and NLO accuracy, all the contribu-
tions, with the exception of ΣLO QCD and the ΣNLO QCD, depend on the photon
PDF. The dominant photon-induced initial state is the gγ → tt̄ process, which
contributes to ΣLO EW and, via QCD corrections to this order, to ΣNLO EW. In
addition, ΣNLO EW, but also ΣNLO,3 and ΣNLO,4, receive contributions from the
qγ → tt̄q and q̄γ → tt̄q̄ processes. Moreover, in the case of ΣLO,3 and ΣNLO,4,
also the γγ initial state contributes. As already discussed in ref. [9], almost all
the photon-induced contribution arises form ΣLO EW. In this work, at variance
with ref. [9], we also include the term Σres in our calculation. However, since
the size of Σres is in general small, the previous argument still applies. The
numerical impact of Σres is discussed in sec. 2.5.2.

Given the structure of the photon-induced contributions described before,
it is also important to note that, with LUXQED, the multiplicative approach is
a better approximation of Σmixed than in the case of NNPDF3.0QED. Indeed,
the order ΣNLO EW contains also terms that can be seen as “QCD corrections”
to the gγ contributions in ΣLO,2 (negligible only with the LUXQED), but are
not taken into account in the multiplicative approach.
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B.1 FxFx merging for the tt̄W± process
In order to clarify the role of the FxFx merging for the pT (tt̄) distribution

(fig. 3.6), we realise it for the tt̄W± process. The FxFx merging is the extension
of the MLM merging. The latter is used for merging LO samples of different
multiplicities. The complexity in FxFx increases, because now the samples to
be merged already include QCD corrections. For the case of tt̄W±, we want to
merge the 0- and 1-jet multiplicity samples, both being at NLO in QCD. The
Madgraph5_aMC@NLO command line for this is the following

import model loop_sm-no_b_mass
define w = w+ w-
generate p p > t t~ w [QCD] @0
add process p p > t t~ w j [QCD] @1

The FxFx merging is done for the Higgs as well as for the tt̄ production in [157].
In this work the merging scale for the Higgs production is chosen to be µQ = 50

GeV and for the tt̄ production is set to µQ = 100 GeV. Naturally one would
expect that for the tt̄V processes, a scale of µQ ∼ 150 GeV would provide a
smooth transition between the two multiplicities. This is indeed true for the
tt̄H process. In figure B.1, we can see that both the differential jet rate plot
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Figure B.1: Differential jet rate and pT (j1) distributions for the tt̄H process
merged at NLO in QCD up to 1-jet multiplicities (N=1).

and the pT of the leading jet are smooth for the merging scale µQ = 150 GeV.
In the insets of these plots we show the ratio of the merged sample between
two different scales. In this inset we can see that a choice of µQ = 100 GeV
would lead to an unphysical ‘kink’ at the pT (j1) = 100 GeV region. For the
tt̄W± process the picture is quite different. We have verified that choosing

175
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Figure B.2: Differential jet rate and pT (j1) distributions for the tt̄W± process
merged at NLO in QCD up to 1-jet multiplicities (N=1).HIGGS BOSON PRODUCTION-DECAY
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Figure B.3: Real emission NLO Feynman diagrams for tt̄W±. Left: the extra
parton appears as ISR and it is not attached to the W boson. Right: the extra
parton appears as FSR to tt̄ and it radiates the W boson.

any scale between 100 < µQ < 200 GeV, the transition in the corresponding
distributions is not smooth. In order to achieve smooth differential jet rate and
pT (j1) distributions for the tt̄W± process, one has to chose a very low merging
scale. This is shown if figure B.2. In this figure we show the same as in
figure B.1 for µQ = 20 GeV and we see that in this case the distributions are
smooth. In the main panel we further disentangle the 0- and 1- jet multiplicities
(dashed blue and dashed red respectively) following the recipe of [157]. In the
first inset we compare the merged sample (N=1) with the pure independent
samples of tt̄W@NLO (solid blue) and tt̄Wj@NLO (solid red), generated with
the geometrical average factorisation and renormalisation scale. As expected,
after the µQ value the merged (N=1) distribution of pT (j1) is better described
by the tt̄Wj@NLO. In the second inset we show the ratio of the merged sample
for different µQ’s. We see that for µQ = 50 GeV (gray) the results are similar,
but for µQ = 150 GeV (green) there is a large discontinuity appearing in both
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Figure B.4: Differential distributions of the FxFx merged tt̄W±j@NLO sample,
in comparison with the pure tt̄W±@NLO, tt̄W±j@NLO and tt̄W±@LO ones.

distributions. This feature is related to the peculiarity of the tt̄W± process
itself. The absence of gg channels up to NNLO in combination with the opening
of the qg channel at NLO (fig. B.3), forces these diagrams to have a significant
contribution. In the merging procedure, these diagrams enter only above the
merging scale and their contribution below the µQ is missed. Furthermore in
diagrams of the form of the fig. B.3-left, the extra emission is attached to a
QCD vertex (QCD jet). As a result, in the collinear limit, the extra emission
can be factored out and described by a splitting function in the parton shower
as tt̄Wq′ ∼ tt̄W × Pq′g. However this kind of factorisation cannot be done
in the diagrams of the form of fig. B.3-right, because the extra emission is
attached to an EW vertex (EW jet) and on top of that it is always finite
since it is regulated by the mass of the W boson. These finite contributions
are lost below the µQ value and that is why se see this deep reduction of the
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green line (µQ = 150 GeV) in the second inset of the figure B.2-right. The
only way to include these contributions throughout the whole phase space is to
choose a low merging scale. In figure B.4, we show representative distributions
for the process. The format is the same as for figure B.2, but in the first
inset we further add the tt̄W@LO line (solid black). From the first inset we
see that the pT (t), pT (W ), y(t) distributions are already well described by the
pure NLO samples. However with the FxFx merging the pT (tt̄) distribution
is described by the tt̄W±j@NLO for pT (tt̄) ' mW and by the tt̄W±@NLO
for pT (tt̄) / mW . Given that the tt̄W±j@NLO sample includes also the gg
channel for the first time, this prescription is the correct way to describe this
observable correctly for the full phase space.

This feature of the EW jet is absent in the tt̄H process, since the Higgs
can be emitted only from the top quarks. Furthermore for the tt̄H, tt̄Z, tt̄γ
processes the qg channel does also open up at NLO, but they all have the gg
channel already from the LO, therefore it is suppressed. However, the EW jet
diagrams are present also in tt̄Z, tt̄γ processes, so in principle a small error is
expected also there if one choses a large merging scale for these processes. The
global treatment of all tt̄V, tt̄H processes with FxFx is to be realised within
the near future, as an extension of what is shown here for the tt̄W± process.

B.2 qLq̄R → tt̄ vs qq̄ → tt̄W±

We first review the main features of polarised qLq̄R → tt̄ scattering, on
the same lines as e−Le

+
R → tt̄ is discussed in Ref. [198]. In the beam line basis,

i.e., when the polarization axis of the top is the light antiquark direction in the
top rest frame, the polarised differential cross sections dσtpol,t̄pol for an initial
state qL q̄R pair read

dσ↑↑
d cos θ∗

=
dσ↓↓
d cos θ∗

= N (β)
β2(1− β2) sin2 θ∗

(1 + β cos θ∗)2
,

dσ↓↑
d cos θ∗

= N (β)
β4 sin4 θ∗

(1 + β cos θ∗)2
,

dσ↑↓
d cos θ∗

= N (β)
[(1 + β cos θ∗)2 + (1− β2)]2

(1 + β cos θ∗)2
, (B.1)

where N (β) is a normalization factor

N (β) =
πα2

S

9s
β , (B.2)

and cos θ∗ is the polar angle of the top quarks in parton-parton centre-of-mass
frame. This basis is useful both at threshold, (β → 0), where it is clear that
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only one amplitude, qLq̄R → t↑t̄↓ is non-zero, meaning that the top quarks are
completely polarised, and at high energy, (β → 1), where it is manifest that
the top anti-top polarizations are opposite,

dσ↑↓,↓↑
d cos θ∗

β→1
= N (1)(1± cos θ∗)2 , (B.3)

a result which is also valid in the helicity basis [198]. Eq. B.3 predicts the
total number of events with opposite top anti-top polarization to be the same
far from threshold. The polarization information is transferred to the decay
products angular distributions, and in particular to the leptons that are 100%
correlated with the top-quark spins. One therefore expects the lepton polar

t
)

L
,q

­
(eθ , cos

t

)
R

q,+(e
θcos

­1 ­0.5 0 0.5 1

θ
d
c
o
s

σ
d

 
× 

σ1

0

0.2

0.4

0.6

0.8

1
) GeV

±
Wt), 500 (tt = 400 (ts

±
Wtt→qq 

tt→
R

q
L

q

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

t

)
L

,q
­

(e
θ , cos

t

)
R

q,
+

(e
θcos

­1 ­0.5 0 0.5 1

θ
d
c
o
s

σ
d

 
× 

σ1

0

0.2

0.4

0.6

0.8

1
 = 1 TeVs

±
Wtt→qq 

tt→
R

q
L

q

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

t

)
L

,q
­

(e
θ , cos

t

)
R

q,
+

(e
θcos

­1 ­0.5 0 0.5 1

θ
d
c
o
s

σ
d

 
× 

σ1

0

0.2

0.4

0.6

0.8

1
 = 8 TeVs

±
Wtt→qq 

tt→
R

q
L

q

M
a
d
G
r
a
p
h
5
_
a
M
C
@
N
L
O

Figure B.5: Normalized cos θ distributions for the leptons with respect to the
spin axis for the t, t̄ defined in the beam-axis as in Ref. [198] at different parton-
parton energies (no PDF’s). Close to threshold, i.e. 400 GeV for tt̄ and 500
GeV for tt̄W±, the t and t̄ are fully polarised. As the energy increases the
distribution flattens out up to a constant at very high energies in agreement
with eq. B.3.

distributions with respect to the beam axis to show a linear dependence in
cos θe at threshold that flattens out at high energies.

We have explicitly checked the expressions eq. B.1. Apart from more
complicated analytic formulas the case of qq̄ → tt̄W± is totally analogous, as
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Figure B.6: Normalized pseudorapidity distributions in the tt̄ center of mass
frame. Close to threshold, i.e. 400 GeV for tt̄ and 500 GeV for tt̄W± full polar-
ization of t and t̄ determines a sizable opposite asymmetry in the distributions
of the e+ and e−. Far from threshold, the distribution becomes more and more
symmetric.

the only non-trivial effect of the W -boson emission is that of selecting a qLq̄R
in the initial state.

This is clearly shown in Figs. B.5 and B.6. In the first set of plots we
show the lepton distributions from the top-quarks decay for both qLq̄R → tt̄ and
qq̄ → tt̄W± in the beam-axis frame at three values of

√
ŝ, one close to threshold

(400 GeV for tt̄ and 500 GeV for tt̄W±) and increasingly far from threshold
(1 and 8 TeV). The two processes lead to very similar distributions. We have
then considered the pseudorapidity distributions in the tt̄ rest frame. We find
that the t and the t̄ pseudorapidity distributions are equal and symmetric at
LO and we do not show them. The lepton distributions, however, see Fig. B.6,
display an opposite and equal forward-backward asymmetry whose shapes in
the centre-of-mass frame of the tt̄ pair are again extremely similar in qLq̄R → tt̄

and qq̄ → tt̄W±. The fact that the asymmetry is larger at threshold is a direct
consequence of the fact that there the top quarks are fully polarised.
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C.1 Connection with “anomalous coupling”
approach

In order to compare with other work in the literature, we present here the
connection of the Wilson coefficients with the top quark anomalous couplings.

The anomalous coupling approach is followed in [175, 176] where the tt̄Z
process is used to probe anomalous top couplings. Compared with the anoma-
lous coupling parametrisation of the t̄tZ vertex,

LttZ = eū(pt)

[
γµ
(
CZ1,V + γ5C

Z
1,A

)
+
iσµνqν
mZ

(
CZ2,V + iγ5C

Z
2,A

)]
v(pt̄)Zµ

(C.1)
the relation between anomalous couplings and Wilson coefficients are:

CZ1,V =
1

2

(
C

(3)
ϕQ − C

(1)
ϕQ − Cϕt

) m2
t

Λ2sW cW
(C.2)

CZ1,A =
1

2

(
−C(3)

ϕQ + C
(1)
ϕQ − Cϕt

) m2
t

Λ2sW cW
(C.3)

CZ2,V =
(
CtW c

2
W − CtBs2

W

) 2mtmZ

Λ2sW cW
(C.4)

CZ2,A = 0 (C.5)

Similar relations for the top photon interactions are:

Lttγ = eū(pt)

[
Qtγ

µ +
iσµνqν
mZ

(
Cγ2,V + iγ5C

γ
2,A

)]
v(pt̄)Aµ (C.6)

Cγ2,V = (CtW + CtB)
2mtmZ

Λ2
(C.7)

Cγ2,A = 0 (C.8)

The CP-odd operators are zero simply because we have assumed CtW and CtB
are real.
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C.2 Ratios for comparing with
measurements

C.2.1 ATLAS - tt̄Z

The SM prediction employed by ATLAS for the tt̄Z process [169] also
contains contribution of tt̄γ∗ in the channel where the vector boson decays into
two charged leptons (tt̄l+l−). The total prediction, here called σSMATLAS(tt̄Z),
can be written in terms of the tt̄Z and tt̄l+l− processes as follows:

σSMATLAS(tt̄Z) = σSM (tt̄`+`−,m(``) > 5 GeV)+σSM (tt̄Z)×[1−BR(Z → `+`−)] .

(C.9)
The BR(Z → `+`−) is taken from MadSpin [150]. The branching ratio and
the NLO cross sections including the absolute scale uncertainties, using our
parameter settings, are

σSM (tt̄µ+µ−,m(``) > 5 GeV) = 11.63(1)+1.00
−1.38 fb

σSM (tt̄µ+µ−,m(``) > 10 GeV) = 9.83(1)+0.75
−1.13 fb

σSM (tt̄Z) = 226.5(6)+15.1
−25.3 fb

BR(Z → `+`−) = 0.1029 .

Applying these results to Eq. C.9, the corresponding prediction when using
the same scales, PDF sets and generation procedure as in this paper is:

σSMATLAS(tt̄Z) = 238.1(6)+16.6
−26.8 fb .

In order to compare our tt̄µ+µ− results with the ATLAS measurement we apply
to the experimental result the Rtt̄ZATLAS , defined as

Rtt̄ZATLAS =
σSM (tt̄µ+µ−,m(``) > 10 GeV)

σSMATLAS(tt̄Z)
= 0.0413(1)+0.0003

−0.0001 .

The corresponding value for 13 TeV is

Rtt̄Z,13TeV
ATLAS = 0.0408(1)+0.0003

−0.0002 .

C.2.2 CMS - tt̄γ

The measurement of tt̄γ described in Ref. [165] should be compared with
theW+bW−b̄γ SM cross section calculated with pT (γ) > 20 GeV and ∆R(γ, b/b̄) >
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0.1. Our tt̄γ results are with pT (γ) > 20 GeV, but they do not include photon
radiation from the t, t̄ decay products (W±, b, b̄). For this reason the Rtt̄γCMS

value is applied to the experimental result, defined at LO as follows

Rtt̄γCMS =
σSM (tt̄γ, pT (γ) > 20 GeV)

σSM (W+bW−b̄γ, pT (γ) > 20 GeV,∆R(γ, b/b̄) > 0.1)
= 0.4531(4)+0.0015

−0.0011 .

The LO cross sections are

σSM (tt̄γ, pT (γ) > 20 GeV) = 604.0(3)+234.1
−154.8 fb

σSM (W+bW−b̄γ, pT (γ) > 20 GeV,∆R(γ, b/b̄) > 0.1) = 1333.0(9)+520.9
−344.9 fb .

The corresponding value for 13 TeV is

Rtt̄γ,13TeV
CMS = 0.4453(5)+0.0008

−0.0003 .
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